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#### Abstract

We study heat transfer through a composite with periodic microstructure. The thermal conductivity of the constituents is assumed to be temperature-dependent, and it is modeled as a polynomial in terms of the temperature. The thermal resistance between the constituents is taken to be nonlinear. In order to determine the effective thermal properties of the material, we apply the asymptotic homogenization method. We discuss different approaches to determine these effective properties for the different volume fractions of the inclusions. For high volume fractions of the inclusion, we apply the lubrication theory. In the case of low volume fractions of the inclusions, we apply the three-phase model. Comparing some special cases of our results to existing ones in the literature shows a good accuracy.
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## 1. Introduction

Modeling of the thermal properties of composites might be challenging, especially when the size of the heterogeneities is significantly smaller than the macroscopic size of the considered structure. In order to simplify the treatment of heat diffusion problems, different approaches have been developed, in which the original heterogeneous material is replaced by a homogenized or effective material with the same macroscopic properties as the original heterogeneous material. Early works on this topic are, for example, the works of Hershey [1], Hill [2], Kerner [3], Kröner [4], Keller [5], and van der Poel [6]. Examples for works on computational homogenization are article of Özdemir et al. [7], and the work of Geers et al. [8] discusses some trends and challenges in this field.

A powerful and wide-spread technique denoted as the asymptotic homogenization method (AHM) has been developed in order to obtain the effective properties of different asymptotic orders of heterogeneous materials with periodic microstructures. The theory behind this technique is described, for example, in the books of Bensoussan et al. [9] and Panasenko [10]. The AHM allows to investigate a macroscopic boundary value problem within a single repeated unit cell of the microstructure. In this approach, a small parameter is introduced, which relates the size of the heterogeneities to the size of the macroscopic problem. The original coordinate variables are then replaced by so-called fast coordinate variables, which consider the problem on the micro-scale, and by slow coordinates, which consider the problem on the macro-scale. The AHM has been
applied to analyze different types of homogenization problem, for example to investigate wave propagation in fiber-reinforced composites [11, 12]. There also exist numerous articles, which have applied the AHM to determine the effective thermal properties of composites, for example, Allaire [13] and Zhang et al. [14]. Telega et al. [15] applied the AHM to study heat transfer, which is formulated as a minimization problem. Gałka et al. [16] took temperature-dependent thermal parameters of the constituents in the homogenization procedure into account. Allaire \& Habibi [17] and Yang et al. [18] analyze heat transfer in porous materials, and they include conduction, convection, and radiation into their considerations. A popular method to investigate the effective properties of composites with a low volume fraction of the inclusion phase is denoted as the three-phase model [19]. The application of such model for the AHM has been discussed and justified in [20]. If the volume fraction of the inclusions approach its maximum, then the close packing model [21], also denoted as the lubrication theory, has been applied in different works. A broader review of trends of the application of the AHM to obtain the effective properties of composites is provided by Kalamkarov et al. [22], who state that the different developed methods reveal their strengths and disadvantages, and therefore these methods have to be treated as complementary tools.
The effective macroscopic properties result from the properties and the distribution of the constituents, but also from the interaction of the constituents. Composites might reveal thermal resistance between the different constituents, which might for example result from imperfect contact, cracks, or from an interphase material. An early work on thermal interfacial resistance is the article of Kapitza [23]. Examples for composites with coated inclusions is micro-encapsulated paraffin-spheres, which has been studied in different experiments on thermal regulations of buildings (Karkri et al. [24, 25]). Theoretical modeling works on the effective thermal properties, which consider such resistance, are, for example, Quang et al. [26, 27, 28] and Andrianov et al. [29]. There exist different interface models which have been taken into account in different studies, such as hybrid interphase regions [30], and inhomogeneous interphases [31].

Our article is organized as follows: In Sec. 2 we introduce the herein considered boundary value problem, the applied heat diffusion model, and thermal resistance models. In Sec. 3 we discuss the application of the AHM in order to obtain the effective thermal parameters of the considered composite. The case of large volume fractions of the inclusion is discussed in detail in Sec. 4, as well as the case of a layered composite. Illustrative examples are introduced to discuss the different features of the derived heat propagation models. In Sec. 5 we apply the three-phase model for composites with low volume fractions of the inclusions, and we discuss the cases of parallel fibers and spherical inclusions in the matrix. Special cases of our results are compared to known results from the literature. In the final section, we discuss the obtained results, and we provide a brief outlook.

## 2. Nonlinear heat diffusion in a composite

Consider a heterogeneous material with a periodic microstructure, which is assumed to consist of two constituents, the inclusion $\Omega^{(1)}$ and the surrounding matrix $\Omega^{(2)}$. In the framework of this article we will mainly focus on inclusions of spherical shape, as shown in Fig. 1,and on inclusions of cylindrical shape. In a Cartesian coordinate system with the three base unit vectors $\left\{\mathbf{E}_{1}, \mathbf{E}_{2}, \mathbf{E}_{3}\right\}$, the microstructure of the material can be described by repeated unit cells in form of parallelepipeds of the lengths $\ell_{k}$ in the $\mathbf{E}_{k}$-directions, $k=1,2,3$. The volume of such unit cell then becomes $v=\ell_{1} \ell_{2} \ell_{3}$. In the following, we want to study heat diffusion in such composite. Section 2.1 gives a brief general summary on the applied heat diffusion model, and Sec. 2.2


Figure 1: A single unit cell of the periodic composite microstructure: The inclusion $\Omega^{(1)}$ is surrounded by the matrix $\Omega^{(2)}$. The interface between $\Omega^{(1)}$ and $\Omega^{(2)}$ is denoted as $\partial \Omega^{(1,2)}$, and $\mathbf{n}$ is the outer normal unit vector to the inclusion.
specifies such model for heat diffusion in a composite. The interaction of the constituents has a crucial role in the behavior of the overall thermal properties, and we consider thermal resistance at the common interface $\partial \Omega^{(1,2)}$ of $\Omega^{(1)}$ and $\Omega^{(2)}$.

### 2.1. Summary of the heat equation model

The heat energy flux $q=q(T(\mathbf{x}, t))$ for a material with isotropic thermal properties is given by

$$
\begin{equation*}
q(T(\mathbf{x}, t))=-\kappa(T(\mathbf{x}, t)) \frac{\partial T(\mathbf{x}, t)}{\partial x_{k}}, \quad k=1,2,3 \tag{1}
\end{equation*}
$$

where $\kappa=\kappa(T(\mathbf{x}, t))$ is the thermal conductivity and $T=T(\mathbf{x}, t)$ is the temperature at the location

$$
\begin{equation*}
\mathbf{x}=\mathbf{E}_{1} x_{1}+\mathbf{E}_{2} x_{2}+\mathbf{E}_{3} x_{3}, \tag{2}
\end{equation*}
$$

at time $t$. Note that (1) represent a form of the heat flux equation in which the thermal properties are taken to be independent from the considered direction. We model the thermal conductivity $\kappa=\kappa(T(\mathbf{x}, t))$ as a function of the temperature, and therefore it is taken to be a polynomial in terms of the temperature in the form

$$
\begin{equation*}
\kappa(T(\mathbf{x}, t))=\sum_{i=0}^{i_{\max }} a_{i}[T(\mathbf{x}, t)]^{i}=a_{0}+a_{1} T(\mathbf{x}, t)+\ldots \tag{3}
\end{equation*}
$$

where $a_{i}$ are constants. Such model has been applied, for example, by Lienemann et al. [32], and this general form allows to describe different types of effects: The first term of the right side of (3) is the linear term, which is independent from the temperature. The following higher-order terms define the temperature-dependence of the conductivity. The number of terms in (3) depends
on the accuracy of the conductivity model in the considered temperature range. If for example the considered temperature range is low, then it might be sufficient to restrict (3) to the leading term. On a large temperature range the thermal conductivity might reveal a strong nonlinear behavior. To give an example, on the temperature range from 0 Kelvin to its melting point, the conductivity of aluminum strongly increases to its maximum, and then slowly decreases with rising temperatures (see, for example, Table 3a in Hatch [33]). Thermal conductivities in the form $\kappa=a_{m} T^{m}, m=2,3, \ldots$ have been studies in different works, and for an overview of the different application of the specific stipulations of this power law forms, we refer to Hristov [34].
In the following we restrict the polynomial expansion of the conductivity to $i_{\max }=1$, so that terms of an order higher than explicitly shown on the right side of (3) will be neglected.

The heat equation which describes the nonlinear heat propagation is taken the form

$$
\begin{equation*}
\sum_{k=1}^{3} \frac{\partial}{\partial x_{k}}\left(\kappa \frac{\partial T}{\partial x_{k}}\right)=\rho_{p} \frac{\partial T}{\partial t}, \tag{4}
\end{equation*}
$$

where $\rho_{p}=\rho_{p}(\mathbf{x})=c_{p} \rho$ is the product of the specific heat capacity $c_{p}=c_{p}(\mathbf{x})$ and the mass density $\rho=\rho(\mathbf{x})$ of the material. While $\rho_{p}$ is taken to be independent from the temperature in this article, this shall be noted that this parameter reveals a strong temperature-dependence in the case of phase-changes [25]. After the substitution the specific stipulation of the thermal conductivity (3) for $i_{\max }=1$ into the heat equation (4), we obtain a nonlinear heat equation in the form

$$
\begin{equation*}
\sum_{k=1}^{3}\left\{a_{0} \frac{\partial^{2} T}{\partial x_{k}^{2}}+a_{1}\left[\left(\frac{\partial T}{\partial x_{k}}\right)^{2}+T \frac{\partial^{2} T}{\partial x_{k}^{2}}\right]\right\}=\rho_{p} \frac{\partial T}{\partial t} \tag{5}
\end{equation*}
$$

This form of the heat equation in a homogeneous and isotropic solid will serve as a basis for our considerations in the now following section, in which we formulate the governing relations in the considered composite.

### 2.2. Heat diffusion in a composite

Let us consider the heat flux piece-wise for every constituent $\Omega^{(i)}$, where $i=1,2$. From (1), (3), and (5) we obtain the following set of equations,

$$
\begin{gather*}
q^{(i)}=-\kappa^{(i)} \frac{\partial T^{(i)}}{\partial x_{k}}, \quad k=1,2,3,  \tag{6a}\\
\kappa^{(i)}\left(T^{(i)}(\mathbf{x}, t)\right)=a_{0}^{(i)}+a_{1}^{(i)} T^{(i)}(\mathbf{x}, t),  \tag{6b}\\
\sum_{k=1}^{3}\left\{a_{0}^{(i)} \frac{\partial^{2} T^{(i)}}{\partial x_{k}^{2}}+a_{1}^{(i)}\left[\left(\frac{\partial T^{(i)}}{\partial x_{k}}\right)^{2}+T^{(i)} \frac{\partial^{2} T^{(i)}}{\partial x_{k}^{2}}\right]\right\}=\rho_{p}^{(i)} \frac{\partial T^{(i)}}{\partial t}, \tag{6c}
\end{gather*}
$$

where $T^{(i)}=T^{(i)}(\mathbf{x}, t)$ is the temperature, $\rho_{p}^{(i)}$ is the product of the specific heat capacity and the mass density, $q^{(i)}=q^{(i)}(T(\mathbf{x}, t))$ is the heat flux, and $\kappa^{(i)}=\kappa^{(i)}\left(T^{(i)}(\mathbf{x}, t)\right)$ in the constituent $\Omega^{(i)}$. In (6b) and (6c), the parameters $a_{0}^{(i)}$ are the temperature-independent term of the thermal conductivity, and the parameters $a_{1}^{(i)}$ define the change of the conductivity $\kappa^{(i)}$ with the temperature.

Let us assume thermal resistance at the common interface $\partial \Omega^{(1,2)}$ of the constituents $\Omega^{(1)}$ and $\Omega^{(2)}$. Such resistance might for example results from imperfect bonding between the components,
cracks in the interface, corrosion, or from a thin interphase material such as a coating. The interface conditions are taken into account by two conjugate conditions, which are now specified in detail.

- Equality of the heat flux at $\partial \Omega^{(1,2)}$ : The heat flux in both constituents is taken to be equal at their common interface $\partial \Omega^{(1,2)}$, so that together with (6a) we can formulate this conjugate condition as follows:

$$
\begin{equation*}
\left.\left\{\kappa^{(1)} \frac{\partial T^{(1)}}{\partial n_{\mathbf{x}}}=\kappa^{(2)} \frac{\partial T^{(2)}}{\partial n_{\mathbf{x}}}\right\}\right|_{\partial \Omega^{(1,2)}}, \tag{7}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\partial}{\partial n_{\mathbf{x}}}=n_{1} \frac{\partial}{\partial x_{1}}+n_{2} \frac{\partial}{\partial x_{2}}+n_{3} \frac{\partial}{\partial x_{3}} \tag{8}
\end{equation*}
$$

is a directional derivative, and $n_{k}, k=1,2,3$, are the elements of the normal unit vector $\mathbf{n}$ to the interface $\partial \Omega^{(1,2)}$ (see Fig. 1). After substitution of the specific stipulation for the thermal conductivity (6b) into (7), this equation takes the form

$$
\begin{equation*}
\left.\left\{\left(a_{0}^{(1)}+a_{1}^{(1)} T^{(1)}\right) \frac{\partial T^{(1)}}{\partial n_{\mathbf{x}}}=\left(a_{0}^{(2)}+a_{1}^{(2)} T^{(2)}\right) \frac{\partial T^{(2)}}{\partial n_{\mathbf{x}}}\right\}\right|_{\partial \Omega^{(1,2)}} . \tag{9}
\end{equation*}
$$

- Temperature difference at $\partial \Omega^{(1,2)}$ : Different articles such as Quang et al. [26,27] consider the differences in the temperature at $\partial \Omega^{(1,2)}$ as a linear function of the heat flux. In the present article we assume, that the temperature difference $\Delta T=T^{(2)}-T^{(1)}$ is related in a nonlinear way to the heat flux, and we apply the following model

$$
\begin{equation*}
\left.\left\{ \pm \Delta T=\sum_{j=1}^{j_{\max }} b_{j}\left(\kappa^{(1)} \frac{\partial T^{(1)}}{\partial n_{\mathbf{x}}}\right)^{j}\right\}\right|_{\partial \Omega^{(1,2)}} \tag{10}
\end{equation*}
$$

where $b_{j}$ are constants which specify the quality of the interfacial resistance. If all constants $b_{j}=0$, then there is not thermal resistance at $\partial \Omega^{(1,2)}$. If the terms $b_{j}$ for $j \geq 2$ are neglected, then (10) reduces to the classical Kapitza model [23] for thermal resistance. On the left side of Eq. (10), the upper part of " $\pm$ " belongs to the interface $\partial \Omega^{(1,2)}$, which is located in the positive $\mathbf{E}_{1}$-direction from the inclusion $\Omega^{(1)}$, and the bottom part " $\pm$ " belongs to the interface $\partial \Omega^{(1,2)}$, which is located in the negative $\mathbf{E}_{1}$-direction from the inclusion $\Omega^{(1)}$.
In the following parts of this article, we consider the case of $j_{\max }=2$ in (10). After substitution of the proposed stipulation for the conductivity (6b) into (10), this equation takes the form

$$
\begin{equation*}
\left.\left\{ \pm \Delta T=b_{1}\left[\left(a_{0}^{(1)}+a_{1}^{(1)} T^{(1)}\right) \frac{\partial T^{(1)}}{\partial n_{\mathbf{x}}}\right]+b_{2}\left[\left(a_{0}^{(1)}+a_{1}^{(1)} T^{(1)}\right) \frac{\partial T^{(1)}}{\partial n_{\mathbf{x}}}\right]^{2}\right\}\right|_{\partial \Omega^{(1,2)}} \tag{11}
\end{equation*}
$$

Let us rewrite the right-hand side of (11) as follows

$$
\begin{align*}
& a_{0}^{(1)} b_{1} \frac{\partial T^{(1)}}{\partial n_{\mathbf{x}}}+a_{1}^{(1)} b_{1} T^{(1)} \frac{\partial T^{(1)}}{\partial n_{\mathbf{x}}}+\left[a_{0}^{(1)}\right]^{2} b_{2}\left(\frac{\partial T^{(1)}}{\partial n_{\mathbf{x}}}\right)^{2} \\
& +2 a_{0}^{(1)} a_{1}^{(1)} b_{2} T^{(1)}\left(\frac{\partial T^{(1)}}{\partial n_{\mathbf{x}}}\right)_{5}^{2}+\left[a_{1}^{(1)}\right]^{2} b_{2}\left[T^{(1)}\right]^{2}\left(\frac{\partial T^{(1)}}{\partial n_{\mathbf{x}}}\right)^{2} . \tag{12}
\end{align*}
$$

If we assume a weak nonlinearity with $a_{0}^{(1)} \gg a_{1}^{(1)} T^{(1)}$ and $\left[a_{0}^{(1)}\right]^{2} \gg 2 a_{0}^{(1)} a_{1}^{(1)} T^{(1)}$, then we can take the last two terms in (12) to be negligibly small in comparison to the other terms. Applying this assumption, Eq. (11) becomes

$$
\begin{equation*}
\left.\left\{ \pm \Delta T=a_{0}^{(1)} b_{1} \frac{\partial T^{(1)}}{\partial n_{\mathbf{x}}}+a_{1}^{(1)} b_{1} T^{(1)} \frac{\partial T^{(1)}}{\partial n_{\mathbf{x}}}+\left[a_{0}^{(1)}\right]^{2} b_{2}\left(\frac{\partial T^{(1)}}{\partial n_{\mathbf{x}}}\right)^{2}\right\}\right|_{\partial \Omega^{(1,2)}} \tag{13}
\end{equation*}
$$

This thermal resistance model has some analogies to the nonlinear spring-layer bonding model for mechanical problems, which has been initially proposed by Goland \& Reissner [35]. This model is based on the assumption that the interfacial stress is a function of the gap in the displacements. Linear and non-linear versions of this model have been discussed, for example, in [36].

## 3. Application of the asymptotic homogenization method to obtain the effective heat equation

In order to determine the effective or homogenized thermal properties of the composite, the boundary value problem which consists of the heat Eq. (6c) and conjugate conditions to describe the thermal resistance at the interface in Eqs. (9) and (13) is analyzed by the application of the AHM.

The size of the heterogeneities $\ell$ is considered to be much smaller than the macroscopic size $L$ of the considered problem, $\ell \ll L$. The ratio of the length $\ell$ to the length $L$ is defined by a small parameter $\epsilon$,

$$
\begin{equation*}
L=\epsilon^{-1} \ell \tag{14}
\end{equation*}
$$

Two types of Cartesian coordinate variables $\boldsymbol{\eta}$ and $\zeta$ are now introduced in the form

$$
\begin{align*}
& \boldsymbol{\eta}=\mathbf{E}_{1} \eta_{1}+\mathbf{E}_{2} \eta_{2}+\mathbf{E}_{3} \eta_{3},  \tag{15a}\\
& \boldsymbol{\zeta}=\mathbf{E}_{1} \zeta_{1}+\mathbf{E}_{2} \zeta_{2}+\mathbf{E}_{3} \zeta_{3} . \tag{15b}
\end{align*}
$$

The coordinate variables $\boldsymbol{\eta}$ are denoted as the slow coordinate variables, and they measures the temperature in the area of interest, while the coordinate variables $\zeta$ are denoted as the fast coordinates, and they measure the temperature in the considered unit cell. These fast and slow coordinate variables are related to the original coordinate variables $\mathbf{x}$ via (see, i.e., Bensoussan et al. [9])

$$
\begin{equation*}
\mathbf{x} \rightarrow \boldsymbol{\eta}, \quad \zeta=\epsilon^{-1} \boldsymbol{\eta} \tag{16}
\end{equation*}
$$

The boundary value problem contains first and second derivatives with respect to the elements of $\mathbf{x}$, and directional derivatives normal to the interface. In the notations of the slow and fast coordinates, these derivatives are also substitutes as follows,

$$
\begin{array}{ll}
\frac{\partial}{\partial x_{k}} \rightarrow \frac{\partial}{\partial \eta_{k}}+\frac{1}{\epsilon} \frac{\partial}{\partial \zeta_{k}}, & k=1,2,3, \\
\frac{\partial^{2}}{\partial x_{k}^{2}} \rightarrow \frac{\partial^{2}}{\partial \eta_{k}^{2}}+\frac{2}{\epsilon} \frac{\partial^{2}}{\partial \eta_{k} \partial \zeta_{k}}+\frac{1}{\epsilon^{2}} \frac{\partial^{2}}{\partial \zeta_{k}^{2}}, & k=1,2,3, \\
\frac{\partial}{\partial n_{\mathbf{x}}} \rightarrow \frac{\partial}{\partial n_{\eta}}+\frac{1}{\epsilon} \frac{\partial}{\partial n_{\zeta}}, & \tag{17c}
\end{array}
$$

where

$$
\begin{align*}
\frac{\partial}{\partial n_{\eta}} & =n_{1} \frac{\partial}{\partial \eta_{1}}+n_{2} \frac{\partial}{\partial \eta_{2}}+n_{3} \frac{\partial}{\partial \eta_{3}},  \tag{18a}\\
\frac{\partial}{\partial n_{\zeta}} & =n_{1} \frac{\partial}{\partial \zeta_{1}}+n_{2} \frac{\partial}{\partial \zeta_{2}}+n_{3} \frac{\partial}{\partial \zeta_{3}} . \tag{18b}
\end{align*}
$$

In terms of the slow coordinate variables $\boldsymbol{\eta}$, the lengths of the unit cell remains $\ell_{k}$ in the direction $\mathbf{E}_{k}$, where $k=1,2,3$. In the notation of the fast coordinate variables $\zeta$, the length of the unit cell then becomes $L_{k}$, which is related to the lengths $\ell_{k}$ by the small parameter in the following way:

$$
\begin{equation*}
L_{k}=\epsilon^{-1} \ell_{k}, \quad k=1,2,3 . \tag{19}
\end{equation*}
$$

The distribution of the temperature $T^{(i)}$ in the constituent $\Omega^{(i)}$ is now searched in form of an asymptotic expansion in powers of the small parameter $\epsilon$,

$$
\begin{equation*}
T^{(i)}=\sum_{n=0} \epsilon^{n} T_{n}^{(i)} \tag{20}
\end{equation*}
$$

The first summand $T_{0}^{(i)}=T_{0}^{(i)}(\boldsymbol{\eta}, t)=T_{0}$ in (20) is the homogenized term, and it is a function of the slow coordinate $\boldsymbol{\eta}$, which replaces the original coordinate $\mathbf{x}$, and time $t$ (see Bakhvalov\& Panasenko [37]). The then following terms $T_{n}^{(i)}=T_{n}^{(i)}(\boldsymbol{\eta}, \zeta, t)$ for $n=1,2, \ldots$ are correction terms of the order $\epsilon^{n}$, which therefore depend on both the slow coordinate variables $\boldsymbol{\eta}$ and time $t$ as the homogenized leading term as well as on the fast coordinate variables $\zeta$. The periodicity of the composite structure results into the following periodicity condition for the corrections terms of the temperature field in terms of the fast coordinate variables $\zeta$,

$$
\begin{equation*}
T_{n}^{(i)}(\boldsymbol{\eta}, \zeta, t)=T_{n}^{(i)}(\boldsymbol{\eta}, \zeta+\mathbf{L}, t), \quad n=1,2, \ldots, \tag{21}
\end{equation*}
$$

where $\mathbf{L}$ is a translation vector in the form

$$
\begin{equation*}
\mathbf{L}=\mathbf{E}_{1} \lambda_{1} L_{1}+\mathbf{E}_{2} \lambda_{2} L_{2}+\mathbf{E}_{3} \lambda_{3} L_{3}, \tag{22}
\end{equation*}
$$

where $\lambda_{k}= \pm 1, \pm 2, \ldots$ are integers, $k=1,2,3$. The unit cell with the length $L_{k}=\epsilon^{-1} \ell_{k}$ in terms of the fast coordinate variables $\zeta_{k}$ is symmetric with respect to the axes of the coordinate system $\left\{\mathbf{E}_{1}, \mathbf{E}_{2}, \mathbf{E}_{3}\right\}$.

### 3.1. Homogenized heat equation of different asymptotic orders

In the present section we apply the AHM to the boundary value problem in Sec. 2.2. After substitution of the asymptotic expansion of the temperature field (20) into the heat Eq. (6c) and applying the derivatives in (17), we derive a heat equation in terms of the slow and fast coordinate
variables in the form

$$
\begin{align*}
& \sum_{k=1}^{3}\left\{a_{0}^{(i)} \sum_{n} \epsilon^{n}\left(\frac{\partial^{2} T_{n}^{(i)}}{\partial \eta_{k}^{2}}+\frac{2}{\epsilon} \frac{\partial^{2} T_{n}^{(i)}}{\partial \eta_{k} \partial \zeta_{k}}+\frac{1}{\epsilon^{2}} \frac{\partial^{2} T_{n}^{(i)}}{\partial \zeta_{k}^{2}}\right)\right. \\
& +a_{1}^{(i)}\left[\sum_{n} \epsilon^{n}\left(\frac{\partial T_{n}^{(i)}}{\partial \eta_{k}}+\frac{1}{\epsilon} \frac{\partial T_{n}^{(i)}}{\partial \zeta_{k}}\right)\right]^{2}  \tag{23}\\
& +a_{1}^{(i)}\left(\sum_{n} \epsilon^{n} T_{n}^{(i)}\right)\left[\sum _ { n } \epsilon ^ { n } \left(\frac{\partial^{2} T_{n}^{(i)}}{\partial \eta_{k}^{2}}+\frac{2}{\epsilon} \frac{\partial^{2} T_{n}^{(i)}}{\partial \eta_{k}} \partial \zeta_{k}\right.\right. \\
& \left.\left.\left.\frac{1}{\epsilon^{2}} \frac{\partial^{2} T_{n}^{(i)}}{\partial \zeta_{k}^{2}}\right)\right]\right\} \\
& =\rho_{p}^{(i)} \sum_{n} \epsilon^{n} \frac{\partial T_{n}^{(i)}}{\partial t} .
\end{align*}
$$

The thermal resistance of the interface $\partial \Omega^{(1,2)}$ is modeled by the conjugate conditions in (9) and (13), and we also want to present these conditions in terms of the slow and fast coordinate variables.

- Equality of the heat flux at $\partial \Omega^{(1,2)}$ : In terms of slow and fast coordinates, the conjugate condition Eq. (9) takes the form,

$$
\begin{align*}
& \left\{a_{0}^{(1)}\left[\sum_{n} \epsilon^{n}\left(\frac{\partial T_{n}^{(1)}}{\partial n_{\eta}}+\frac{1}{\epsilon} \frac{\partial T_{n}^{(1)}}{\partial n_{\zeta}}\right)\right]\right. \\
& +a_{1}^{(1)}\left(\sum_{n} \epsilon^{n} T_{n}^{(1)}\right)\left[\sum_{n} \epsilon^{n}\left(\frac{\partial T_{n}^{(1)}}{\partial n_{\eta}}+\frac{1}{\epsilon} \frac{\partial T_{n}^{(1)}}{\partial n_{\zeta}}\right)\right] \\
& =a_{0}^{(2)}\left[\sum_{n} \epsilon^{n}\left(\frac{\partial T_{n}^{(2)}}{\partial n_{\eta}}+\frac{1}{\epsilon} \frac{\partial T_{n}^{(2)}}{\partial n_{\zeta}}\right)\right]  \tag{24}\\
& +\left.a_{1}^{(2)}\left(\sum_{n} \epsilon^{n} T_{n}^{(2)}\right)\left[\sum_{n} \epsilon^{n}\left(\frac{\partial T_{n}^{(2)}}{\partial n_{\eta}}+\frac{1}{\epsilon} \frac{\partial T_{n}^{(2)}}{\partial n_{\zeta}}\right)\right\}\right|_{\partial \Omega^{(1,2)}}
\end{align*}
$$

- Temperature difference at $\partial \Omega^{(1,2)}$ : Equation (13) can be rewritten as

$$
\begin{align*}
\left\{ \pm \sum_{n} \epsilon^{n} \Delta T_{n}\right. & =a_{0}^{(1)} b_{1}\left[\sum_{n} \epsilon^{n}\left(\frac{\partial T_{n}^{(1)}}{\partial n_{\eta}}+\frac{1}{\epsilon} \frac{\partial T_{n}^{(1)}}{\partial n_{\zeta}}\right)\right] \\
& +a_{1}^{(1)} b_{1}\left(\sum_{n} \epsilon^{n} T_{n}^{(1)}\right)\left[\sum_{n} \epsilon^{n}\left(\frac{\partial T_{n}^{(1)}}{\partial n_{\eta}}+\frac{1}{\epsilon} \frac{\partial T_{n}^{(1)}}{\partial n_{\zeta}}\right)\right]  \tag{25}\\
& \left.\left.+\left[a_{0}^{(1)}\right]^{2} b_{2}\left[\sum_{n} \epsilon^{n}\left(\frac{\partial T_{n}^{(1)}}{\partial n_{\eta}}+\frac{1}{\epsilon} \frac{\partial T_{n}^{(1)}}{\partial n_{\zeta}}\right)\right]\right]^{2}\right\}\left.\right|_{\partial \Omega^{(1,2)}}
\end{align*}
$$

where $\Delta T_{n}=T_{n}^{(2)}-T_{n}^{(1)}$ is the temperature difference of the $n$-th order terms of expansion of the temperature field at the interface $\partial \Omega^{(1,2)}$.

In the equations (23) - (25) we find terms of different orders $\epsilon^{n}$ which result from the expansion of the temperature field in (20), and which might result from the differences of the material parameter values. For example, if the ratio of the thermal conductivities $\kappa^{(2)} / \kappa^{(1)}$ of the constituents
is of the $n$-th order of the small parameters $\epsilon$, then this has to be taken into account in deriving heat equations of the different asymptotic orders. Cherednichenko et al. [38] and Gałka et al. [16] discuss material parameters of different asymptotic orders, which gives a splitting scheme that may result into non-local effects in the effective equations. In the boundary value problem (23) - (25), the material parameters of the different constituents and the parameters in the bonding conditions are taken to be of the same asymptotic order

$$
\begin{equation*}
a_{0}^{(1)} \sim a_{0}^{(2)}, \quad a_{1}^{(1)} \sim a_{1}^{(2)} . \tag{26}
\end{equation*}
$$

In order to derive the effective thermal properties of different asymptotic orders, we subdivide the boundary value problem in (23) - (25) into a recurrent system of equations of different orders with respect to the small parameter $\epsilon$. Such splitting of the heat Eq. (23) gives

$$
\begin{align*}
& \sum_{k=1}^{3}\left\{a_{0}^{(i)}\left(\frac{\partial^{2} T_{n-2}^{(i)}}{\partial \eta_{k}^{2}}+2 \frac{\partial^{2} T_{n-1}^{(i)}}{\partial \eta_{k} \partial \zeta_{k}}+\frac{\partial^{2} T_{n}^{(i)}}{\partial \zeta_{k}^{2}}\right)\right. \\
& +a_{1}^{(i)}\left[\sum_{m=0}^{n-2}\left(\frac{\partial T_{m}^{(i)}}{\partial \eta_{k}}+\frac{\partial T_{m+1}^{(i)}}{\partial \zeta_{k}}\right)\left(\frac{\partial T_{n-m-2}^{(i)}}{\partial \eta_{k}}+\frac{\partial T_{n-m-1}^{(i)}}{\partial \zeta_{k}}\right)\right]  \tag{27}\\
& \left.+a_{1}^{(i)}\left[\sum_{m=0}^{n-2} T_{m}^{(i)}\left(\frac{\partial^{2} T_{n-m-2}^{(i)}}{\partial \eta_{k}^{2}}+2 \frac{\partial^{2} T_{n-m-1}^{(i)}}{\partial \eta_{k} \partial \zeta_{k}}+\frac{\partial^{2} T_{n-m}^{(i)}}{\partial \zeta_{k}^{2}}\right)\right]\right\}=\rho_{p}^{(i)} \frac{\partial T_{n-2}^{(i)}}{\partial t},
\end{align*}
$$

where $n=1,2, \ldots$ and $T_{n-2}^{(i)}=T_{0}$. In the case of a negative subscript in one of the temperature terms, this terms will become equal to zero, e.g., $T_{-1}^{(i)}=0$.
Let us apply the separation of the terms of different orders the interface conjugate conditions.

- Equality of the heat flux at $\partial \Omega^{(1,2)}$ : If we apply this splitting scheme to (24), then we obtain

$$
\begin{align*}
& \left\{a_{0}^{(1)}\left(\frac{\partial T_{n-1}^{(1)}}{\partial n_{\eta}}+\frac{\partial T_{n}^{(1)}}{\partial n_{\zeta}}\right)+a_{1}^{(1)}\left[\sum_{m=0}^{n-1} T_{m}^{(1)}\left(\frac{\partial T_{n-m-1}^{(1)}}{\partial n_{\eta}}+\frac{\partial T_{n-m}^{(1)}}{\partial n_{\zeta}}\right)\right]\right. \\
& \left.=a_{0}^{(2)}\left(\frac{\partial T_{n-1}^{(2)}}{\partial n_{\eta}}+\frac{\partial T_{n}^{(2)}}{\partial n_{\zeta}}\right)+a_{1}^{(2)}\left[\sum_{m=0}^{n-1} T_{m}^{(2)}\left(\frac{\partial T_{n-m-1}^{(2)}}{\partial n_{\eta}}+\frac{\partial T_{n-m}^{(2)}}{\partial n_{\zeta}}\right)\right]\right\}\left.\right|_{\partial \Omega^{(1,2)}} . \tag{28}
\end{align*}
$$

- Temperature difference at $\partial \Omega^{(1,2)}$ : For (25) we obtain

$$
\begin{align*}
& \left\{ \pm \epsilon\left(T_{n}^{(2)}-T_{n}^{(1)}\right)=a_{0}^{(1)} b_{1}\left(\frac{\partial T_{n-1}^{(1)}}{\partial n_{\eta}}+\frac{\partial T_{n}^{(1)}}{\partial n_{\zeta}}\right)\right. \\
& +a_{1}^{(1)} b_{1} \sum_{m=0}^{n-1} T_{m}^{(1)}\left(\frac{\partial T_{n-m-1}^{(1)}}{\partial n_{\eta}}+\frac{\partial T_{n-m}^{(1)}}{\partial n_{\zeta}}\right)  \tag{29}\\
& \left.+\left[a_{0}^{(1)}\right]^{2} b_{2}\left[\sum_{m=0}^{n-2}\left(\frac{\partial T_{m}^{(i)}}{\partial n_{\eta}}+\frac{\partial T_{m+1}^{(i)}}{\partial n_{\zeta}}\right)\left(\frac{\partial T_{n-m-2}^{(i)}}{\partial n_{\eta}}+\frac{\partial T_{n-m-1}^{(i)}}{\partial n_{\zeta}}\right)\right]\right\}\left.\right|_{\partial \Omega^{(1,2)}} .
\end{align*}
$$

On the left-hand side of (29), we find the small parameter $\epsilon$ as a factor. To derive the different-order terms in the expansion of the temperature field in (20), we start with the lowest reasonable order $n=1$. If we would apply $\pm\left(T_{n-1}^{(2)}-T_{n-1}^{(1)}\right)$ instead of $\pm \epsilon\left(T_{n}^{(2)}-T_{n}^{(1)}\right)$, then the left side in Eq. (29) would be equal to zero for $n=1$, because $T_{0}^{(2)}=T_{0}^{(1)}=T_{0}$.

We have to choose ansatzes for $T_{n}^{(i)}$, which satisfy the conditions (27) - (29). Once these ansatzes are found and their integration constants have been determined by the conjugate conditions, the homogenizing operator

$$
\begin{equation*}
\langle\cdot\rangle=\frac{1}{V} \int_{-\frac{L_{3}}{2}}^{\frac{L_{3}}{2}} \int_{-\frac{L_{2}}{2}}^{\frac{L_{2}}{2}} \int_{-\frac{L_{1}}{2}}^{\frac{L_{1}}{2}}(\cdot) \mathrm{d} \zeta_{1} \mathrm{~d} \zeta_{2} \mathrm{~d} \zeta_{3}, \tag{30}
\end{equation*}
$$

is applied to both sides of (27) in order to determine the homogenized or effective material parameters, where $V=L_{1} L_{2} L_{3}$.

In the following, we simplify the problem under consideration, and we take the unit cell is cubic with the side lengths $\ell_{1}=\ell_{2}=\ell_{3}=\ell$ in the notation of the slow coordinate variables, and $L_{1}=L_{2}=L_{3}=L$ in the notation of the fast coordinate variables.

We have presented a method based on asymptotic homogenization to derive the effective heat equations of different asymptotic orders, which also take nonlinear effects into account. The degree of nonlinearity results from two sources, the amount of terms, which are taken into account in the thermal conductivity model (1), and the number of terms which are taken into account in the thermal resistance model for the interface $\partial \Omega^{(1,2)}$ in (11). The here proposed asymptotic homogenization paradigm allows to study a wide range of thermal effects. In the following sections we apply this method to study composites with a large volume fractions of the inclusions close to the maximum volume fraction, and small volume fractions of the inclusions.

- In Sec. 4 we apply the close packing model, which is also denoted as the lubrication theory to study the case of large inclusions. In this section, we mainly study the case of large spherical inclusions. We will show, that the obtained results applicable to problems of heat diffusion in arbitrary directions in the $\mathbf{E}_{1}-\mathbf{E}_{2}$-plane for both spherical inclusions and cylindrical inclusions. At the end of that section, we also briefly discuss layered composite materials.
- In Sec. 5 we apply the three-phase model in order to study the effective properties of the composite when the volume fractions of the inclusions are considered to be small. Two different types of inclusions will be considered. In the first part we study heat transfer in directions perpendicular to the parallel cylindrical inclusions. In the second case, we apply the three-phase model in order to obtain the effective thermal properties of composites with spherical inclusions.

The herein studied limiting cases of large and small volume fractions of the inclusions might be matched in order to obtain the effective thermal properties of the material for intermediate volume fractions for the inclusion, for example by the application of two-point Padé approximants [39]. This matching the limiting solutions lies beyond the scope of the present article.

## 4. Densely packed composites: using of lubrication theory

The main idea of the lubrication theory relies on changing the boundary value problem with possibly uneven surfaces of the inclusion from the original space into the space of a simplified geometry. Figure 2 shows two examples for inclusions with uneven geometries. It should be noted that while employing the inclusions with a large size, these inclusions are almost in touch and the most important physical processes (for instance, heat flux) take place in a very thin domain. The


Figure 2: Two cubic unit cells in terms of the fast coordinate variables $\zeta_{k}$, where $k=1,2,3$. The left unit cell has a spherical inclusion, and the right unit cell a cylindrical inclusion with an axis oriented in the $\zeta_{3}$-direction.
lubrication theory plays a key role in calculations of the high contrast, densely packed composites. In order to define the character of an asymptotic behavior, one needs to employ methods, which clearly exhibit the physical behavior of the processes, which occur in the investigated composites. For the high contrast, densely packed composites, the most adequate approaches are represented by network approximation methods [40] and lubrication theory [21]. Note that the lubrication theory is more suitable in our case, because it allows to obtain solutions for a large interval of parameters, for instance, for a finite but large heat conductivity of the inclusions. Such model has been justified and applied in different studies on asymptotic homogenization, for example by Kalamkarov et al. [22] for heat diffusion problems, for by Andrianov et al. [11, 41] for wave propagation problems. Frankel \& Acrivos [42] applied this model to determine the effective viscosity of a concentrated suspension of solid spheres. This approach allows us to consider the heat problem direction-wise in the $\mathbf{E}_{1}, \mathbf{E}_{2}$, and $\mathbf{E}_{3}$ directions. We use terms lubrication theory or densely packed model approach, which is also dented as the concentrated suspension model or the lubrication approximation by Christensen [21]. From the mathematical standpoint we apply the thin layer approach (see Tayler [43]). This approach results into simplified models by assuming that the length scales in a direction $\mathbf{E}_{k}$ are much smaller than in the directions normal to it. The used formal procedure is to rescale the $x_{k}$ variable with a small parameter $\epsilon$ expressing the ration of the relative length scales. For a cubic unit cell with a large inclusion in its center, the symmetry of the presented problem in the space of a simplified geometry allows us to consider a single direction $\mathbf{E}_{k}$, where $k=1,2,3$, and to generalize the results for the three-dimensional case. Figure 3 shows a brief example of the lubrication theory model for heat propagation in the $\zeta_{1}$-direction. The figure shows a cross-sectional area of the cubic unit cell in the $\mathbf{E}_{1}-\mathbf{E}_{2}$ plane (all considerations for the $\mathbf{E}_{1}-\mathbf{E}_{3}$ plane are analogue to these considerations). The original inclusion geometry is replaced by an inclusion strip of the length $L^{(1)}$. In the matrix strips $\Omega_{\perp}^{(2)}$, which are perpendicular to the direction of heat diffusion, the changes in the temperature field $T_{n}^{(2)}$ in $\zeta_{1}$-directions are dominant in comparison to the changes in $\zeta_{2}$-direction, and in the matrix strips $\Omega_{\|}^{(2)}$, which are parallel to the direction of heat diffusion, the changes in the temperature field in $\zeta_{2}$-directions are dominant in comparison to the changes in $\zeta_{1}$-direction (see, for example,


Figure 3: Lubrication theory model for large volume fractions of the inclusion $\Omega^{(1)}$ and heat propagation into the $\zeta_{1-}$ direction: The figure shows a cross-sectional area of the cubic unit cell in the $\mathbf{E}_{1}-\mathbf{E}_{2}$ plane (all considerations for the $\mathbf{E}_{1}-\mathbf{E}_{3}$ plane are analogue to these considerations). The original inclusion geometry is replaced by an inclusion strip of the length $L^{(1)}$, which for a spherical inclusion corresponds to the diameter of the spherical inclusion. In the matrix strips $\Omega_{\perp}^{(2)}$ the changes in the temperature field $T_{n}^{(2)}$ in $\zeta_{1}$-directions are dominant in comparison to the changes in $\zeta_{2}$-direction, and in the matrix strips $\Omega_{\|}^{(2)}$ the changes in the temperature field in $\zeta_{2}$-directions are dominant in comparison to the changes in $\zeta_{1}$-direction.

Andrianov et al. [44]):

$$
\begin{align*}
& \text { matrix strip } \Omega_{\perp}^{(2)} \quad \frac{\partial^{2} T_{n}^{(2)}}{\partial \zeta_{1}^{2}} \gg \frac{\partial^{2} T_{n}^{(2)}}{\partial \zeta_{2}^{2}}  \tag{31a}\\
& \text { matrix strip } \Omega_{\|}^{(2)} \quad \frac{\partial^{2} T_{n}^{(2)}}{\partial \zeta_{2}^{2}} \gg \frac{\partial^{2} T_{n}^{(2)}}{\partial \zeta_{1}^{2}} \tag{31b}
\end{align*}
$$ Analogously for the considerations in the $\mathbf{E}_{1}-\mathbf{E}_{3}$ plane, for the strip $\Omega_{\perp}^{(2)}$ we obtain $\frac{\partial^{2} T_{n}^{(2)}}{\partial \zeta_{1}^{2}} \gg$ $\frac{\partial^{2} T_{n}^{(2)}}{\partial \zeta_{3}^{2}}$, and for the strip $\Omega_{\|}^{(2)}$ we obtain $\frac{\partial^{2} T_{n}^{(2)}}{\partial \zeta_{3}^{2}} \gg \frac{\partial^{2} T_{n}^{(2)}}{\partial \zeta_{1}^{2}}$. For heat transfer in the directions of $\zeta_{2}$ and $\zeta_{3}$, these considerations are applied in a similar fashion. A justification of the lubrication

theory model for spherical inclusions and cylindrical inclusions can be found, for example, in Christensen \& Lo [19].

Let us substitute $n=1$ into the heat equation (27), and we obtain for the constituent $\Omega^{(i)}$

$$
\begin{equation*}
\frac{\partial^{2} T_{1}^{(i)}}{\partial \zeta_{1}^{2}}+\frac{\partial^{2} T_{1}^{(i)}}{\partial \zeta_{2}^{2}}+\frac{\partial^{2} T_{1}^{(i)}}{\partial \zeta_{3}^{2}}=0, \quad i=1,2 \tag{32}
\end{equation*}
$$

Bakhvalov \& Panasenko [37] have shown that for such symmetric unit cell the condition (21) can be replaced by two boundary conditions in the center and at the outer boundaries of the unit cell in the form

$$
\begin{align*}
& \left.\left\{T_{n}^{(1)}=0\right\}\right|_{\zeta_{k}=0},  \tag{33a}\\
& \left.\left\{T_{n}^{(1)}=0\right\rangle\right|_{\zeta_{k}= \pm \frac{L_{k}}{2}} . \tag{33b}
\end{align*}
$$

This replacement has been applied in different works on the asymptotic analysis of the effective properties of periodic materials, for example, in [11] for the effective mechanical properties of composites, and in [29] for the effective thermal properties.

By applying the lubrication theory model to a cubic unit cell with a large inclusion (see Fig. 3 and Eqs. (31)) for the separate considerations in the $\mathbf{E}_{k}$ directions, where $k=1,2,3$, we can replace the ansatz in (32) by the following set of ansatzes for $T_{1}^{(i)}$,

$$
\begin{equation*}
\frac{\partial^{2} T_{1}^{(i)}}{\partial \zeta_{k}^{2}}=0 \quad \Leftrightarrow \quad T_{1}^{(i)}=\left(c_{k, 1}^{(i)}+c_{k, 2}^{(i)} \zeta_{k}\right) \frac{\partial T_{0}}{\partial \eta_{k}}, \quad k=1,2,3, \quad i=1,2, \tag{34}
\end{equation*}
$$

where $c_{k, 1}^{(i)}$ and $c_{k, 2}^{(i)}$ are four integration constants for each direction of the heat flux $\mathbf{E}_{k}$.
In the interface conjugate conditions (28) and (29) we find the directional derivatives $\frac{\partial}{\partial n_{\eta}}$ and $\frac{\partial}{\partial n_{\xi}}$. For the asymptotic lubrication model these derivatives take the forms $\frac{\partial}{\partial n_{\eta}}=\frac{\partial}{\partial n_{k}}$ and $\frac{\partial}{\partial n_{\xi}}=$ $\frac{\partial}{\partial \zeta_{k}}$, where $k=1,2,3$. The conjugate conditions (28) and (29) in the interface $\partial \Omega^{(1,2)}$ then take the following forms:

- Equality of the heat flux at $\partial \Omega^{(1,2)}$ : For $n=1$, conjugate condition (28) takes the following form after collecting the terms and canceling out $\frac{\partial T_{0}}{\partial \eta_{k}}$ on both sides:

$$
\begin{equation*}
\left[a_{0}^{(1)}+a_{1}^{(1)} T_{0}\right]\left(1+c_{k, 2}^{(1)}\right)=\left[a_{0}^{(2)}+a_{1}^{(2)} T_{0}\right]\left(1+c_{k, 2}^{(2)}\right), \quad k=1,2,3 . \tag{35}
\end{equation*}
$$

- Temperature fifference at $\partial \Omega^{(1,2)}$ : For $n=1$, the conjugate condition (29) becomes

$$
\begin{equation*}
\epsilon\left[\left(c_{1, k}^{(2)}-c_{1, k}^{(1)}\right) \pm \frac{L_{1}}{2}\left(c_{2, k}^{(2)}-c_{2, k}^{(1)}\right)\right]=b_{1}\left[a_{0}^{(1)}+a_{1}^{(1)} T_{0}\right]\left(1+c_{2, k}^{(1)}\right), \quad k=1,2,3, \tag{36}
\end{equation*}
$$

where $L_{1}=\epsilon^{-1} \ell_{1}$. Note that in the here considered first approximation equation (36) is independent from $b_{2}$. The upper sign in " $\pm$ " results from the boundary condition at $\zeta_{k}=$ $L_{1} / 2$, and the bottom sign results from the boundary condition at $\zeta_{k}=-L_{1} / 2$.

In the ansatz for $T_{1}^{(i)}$ in Eq. (34) we find four constants $c_{k, 1}^{(i)}$ and $c_{k, 2}^{(i)}$, which are determined from the four conjugate conditions (33), (35) and (36).

Let us apply the homogenizing operator (30) to the heat equation (27) for $n=2$, and we obtain

$$
\begin{align*}
& \frac{1}{L^{3}} \sum_{k=1}^{3} \int_{-\frac{L}{2}}^{\frac{L}{2}} \int_{-\frac{L}{2}}^{\frac{L}{2}} \int_{-\frac{L}{2}}^{\frac{L}{2}} a_{0}^{(i)}\left(\frac{\partial^{2} T_{0}}{\partial \eta_{k}^{2}}+\frac{\partial^{2} T_{1}^{(i)}}{\partial \eta_{k} \partial \zeta_{k}}\right)+a_{1}^{(i)}\left(\frac{\partial T_{0}}{\partial \eta_{k}}+\frac{\partial T_{1}^{(i)}}{\partial \zeta_{k}}\right)^{2} \\
+ & a_{1}^{(i)} T_{0}\left(\frac{\partial^{2} T_{0}}{\partial \eta_{k}^{2}}+\frac{\partial^{2} T_{1}^{(i)}}{\partial \eta_{k} \partial \zeta_{k}}\right) \mathrm{d} \zeta_{k} \mathrm{~d} \zeta_{r} \mathrm{~d} \zeta_{s}  \tag{37}\\
= & \frac{1}{L^{3}} \sum_{k=1}^{3} \int_{-\frac{L}{2}}^{3} \int_{-\frac{L}{2}}^{\frac{L}{2}} \int_{-\frac{L}{2}}^{\frac{L}{2}} \rho_{p}^{(i)} \frac{\partial T_{0}}{\partial t} \mathrm{~d} \zeta_{k} \mathrm{~d} \zeta_{r} \mathrm{~d} \zeta_{s}, \quad r \neq k, r \neq s, s \neq k .
\end{align*}
$$

Although the substitution $n=2$ has been applied, all terms which contain the correction terms $T_{2}^{(2)}$ have been canceled out (also see Appendix A and [29]).

We substitute the now known forms of $T_{1}^{(i)}$ into (37), and expand the result into a McLaurin series for the homogenized term $T_{0}$ of the temperature field. After neglecting all terms of a higher order than the terms in the given boundary value problem, we obtain a homogenized heat equation in the form of the homogenized parameters $\langle\cdot\rangle$ of the order $O\left(\epsilon^{0}\right)$,

$$
\begin{equation*}
\sum_{k=1}^{3}\left\{\left\langle a_{0}\right\rangle \frac{\partial^{2} T_{0}}{\partial \eta_{k}^{2}}+\left\langle a_{1}\right\rangle\left[\left(\frac{\partial T_{0}}{\partial \eta_{k}}\right)^{2}+T_{0} \frac{\partial^{2} T_{0}}{\partial \eta_{k}^{2}}\right]+O\left(\epsilon^{1}\right)\right\}=\left\langle\rho_{p}\right\rangle \frac{\partial T_{0}}{\partial t}, \tag{38}
\end{equation*}
$$

where on the left side $\left\langle a_{0}\right\rangle$ and $\left\langle a_{1}\right\rangle$ are homogenized parameters which result from thermal conductivities of the constituents, the geometry of the unit cell, and the bonding factors. On the right side, $\left\langle\rho_{p}\right\rangle$ is a homogenized parameter which results from the product of the specific heat capacities and the mass densities of the constituents and the geometry. These homogenized parameters have the forms

$$
\begin{align*}
& \left\langle a_{0}\right\rangle=\frac{\left(\gamma_{1}+\alpha_{1}\right) \ell}{\left[N+N_{b}\right]^{2}},  \tag{39a}\\
& \left\langle a_{1}\right\rangle=\frac{\beta_{1} \ell}{\left[N+N_{b}\right]^{2}},  \tag{39b}\\
& \left\langle\rho_{p}\right\rangle=\frac{\rho_{p}^{(1)} \ell_{k}^{(1)}+\rho_{p}^{(2)} \ell_{k}^{(2)}}{\ell}, \quad k=1,2,3, \tag{39c}
\end{align*}
$$

where $\ell_{k}^{(1)}$ for $k=1,2,3$ are the lengths of the inclusions in the $\mathbf{E}_{k}$ directions in terms of the slow coordinate variables, $\ell_{k}^{(2)}=\ell_{k}-\ell_{k}^{(1)}$, and

$$
\begin{align*}
& \alpha_{1}=\left[a_{0}^{(1)}\right]^{2} a_{0}^{(2)} \ell_{k}^{(2)}+a_{0}^{(1)}\left[a_{0}^{(2)}\right]^{2} \ell_{k}^{(1)}, \quad k=1,2,3,  \tag{40a}\\
& \beta_{1}=\left[a_{0}^{(1)}\right]^{2} a_{1}^{(2)} \ell_{k}^{(2)}+a_{1}^{(1)}\left[a_{0}^{(2)}\right]^{2} \ell_{k}^{(1)},  \tag{40b}\\
& \gamma_{1}=2\left[a_{0}^{(1)} a_{0}^{(2)}\right]^{2} b_{1},  \tag{40c}\\
& N=1,2,3,  \tag{40d}\\
& N=a_{0}^{(1)} \ell_{k}^{(2)}+a_{0}^{(2)} \ell_{k}^{(1)}, \quad k=1,2,3,  \tag{40e}\\
& N_{b}=2 a_{0}^{(1)} a_{0}^{(2)} b_{1} .
\end{align*}
$$

Note that parameters in (40c) and (40e) include the constant $b_{1}$, which takes into account the thermal resistance at the interface $\partial \Omega^{(1,2)}$. The homogenization scheme in (34)-(37) can be continuously repeated in order to derive the homogenized heat equations of higher asymptotic orders $\epsilon^{n}, n \geq 2$.
Once the effective parameters $\left\langle a_{0}\right\rangle$ and $\left\langle a_{0}\right\rangle$ have been determined, we obtain the homogenized thermal conductivity $\langle k\rangle$ and the homogenized heat flux $\langle q\rangle$ of the order $\epsilon^{0}$ in the form

$$
\begin{align*}
& \langle k\rangle=\left\langle a_{0}\right\rangle+T_{0}\left\langle a_{1}\right\rangle,  \tag{41a}\\
& \langle q\rangle=-\left[\left\langle a_{0}\right\rangle+T_{0}\left\langle a_{1}\right\rangle\right] \frac{\partial T_{0}}{\partial \eta_{k}}, \quad k=1,2,3 . \tag{41b}
\end{align*}
$$

In the case of $a_{1}^{(1)}=a_{1}^{(2)}=0$ the effective thermal conductivity $\langle k\rangle=\left\langle a_{0}\right\rangle$ becomes

$$
\begin{equation*}
\left\langle a_{0}\right\rangle=\frac{a_{0}^{(1)} a_{0}^{(2)} \ell}{a_{0}^{(1)} \ell^{(2)}+a_{0}^{(2)} \ell^{(1)}+2 a_{0}^{(1)} a_{0}^{(2)} b_{1}}, \tag{42}
\end{equation*}
$$

which is temperature-independent. The result in (42) shows some analogies to the effective elastic properties of composites with imperfect bonding which have been obtained by Topol [45]. In the case of the absence of thermal resistance, $b_{1}=0$, (42) reduces to

$$
\begin{equation*}
\left\langle a_{0}\right\rangle=\frac{a_{0}^{(1)} a_{0}^{(2)} \ell}{a_{0}^{(1)} \ell^{(2)}+a_{0}^{(2)} \ell^{(1)}} . \tag{43}
\end{equation*}
$$

The form (43) for effective parameter in linear problems is well known from different problems in the field of mechanics. For example, Andrianov et al. [11] obtained a similar form for the effective elastic material parameters for wave propagation in layered composite for three-dimensional problems with large volume fractions of the inclusions. Zhang et al. [14] obtained this result in (43) as well as results for the effective thermal parameters of higher asymptotic orders.

### 4.1. Heat diffusion in a layered composite

The asymptotic homogenization of a layered composite is a well studied topic. Nevertheless, this relatively simple case of a layered material is useful to illustrate and to highlight the different features of the effective heat equation which has been obtained by the homogenization technique. Figure 4 shows a layered composite with the unit cell length $\ell$. The material is considered to consist of to alternating layers $\Omega^{(1)}$ and $\Omega^{(2)}$ with the lengths $\ell^{(1)}$ and $\ell^{(2)}$, respectively, in the $\mathbf{E}_{1}$-direction, so that $\ell^{(1)}+\ell^{(2)}=\ell$. In such case the governing heat equation can be derived from (38), which then takes the form

$$
\begin{equation*}
\left\langle a_{0}\right\rangle \frac{\partial^{2} T_{0}}{\partial \eta_{1}^{2}}+\left\langle a_{1}\right\rangle\left[\left(\frac{\partial T_{0}}{\partial \eta_{1}}\right)^{2}+T_{0} \frac{\partial^{2} T_{0}}{\partial \eta_{1}^{2}}\right]+\mathcal{O}\left(\epsilon^{1}\right)=\left\langle\rho_{p}\right\rangle \frac{\partial T_{0}}{\partial t} . \tag{44}
\end{equation*}
$$

While (38) is valid for large size of the inclusions, i.e., $\ell_{k}^{(1)} \rightarrow \ell_{k}$, where $k=1,2,3$, Eq. (44) is valid for arbitrary thicknesses of the layers.


Figure 4: One-dimensional heat diffusion in a layered composite. The material is considered to consist of to alternating layers $\Omega^{(1)}$ and $\Omega^{(2)}$ with the lengths $L^{(1)}$ and $L^{(2)}$, respectively, in the $\mathbf{E}_{1}$-direction in terms of the fast coordinate variable $\zeta_{1}$, so that $L^{(1)}+L^{(2)}=L$, where $L$ is the total length of a single unit cell.

### 4.2. Numerical examples

We present two numerical examples to illustrate the different features of the herein derived homogenized heat equation. In the first example, we study a one-dimensional heat-diffusion problem in a layered composite, in which we contrast the results of the homogenized heat equation and the results of the heterogeneous original problem. In the second example, we study two-dimensional heat diffusion in a quadratic plate. The different results illustrate the influences of the temperature-dependent thermal conductivity of the constituents and varying interfacial conditions on the heat propagation in the plate. In both examples, we apply the finite difference method to treat the heat equations (38) and (44). Such method is described in detail in works such as [46], and the details of the herein applied form of such method are briefly summed up in Appendix B.

Heat diffusion in a layered composite. In the present example we consider a composite which consists of two alternating layers $\Omega^{(1)}$ and $\Omega^{(2)}$. The properties of $\Omega^{(1)}$ are based on the parameters of austenitic steel (Kh18N10T), and the properties of $\Omega^{(2)}$ are based on the parameters of aluminum 99.99, and the specific values of these parameters are cited from [47] for 293.14 K , and they are as follows:

| constituent |  | $\Omega^{(1)}$ | $\Omega^{(2)}$ |
| :--- | :--- | :--- | :--- |
| length | $\ell_{1}^{(i)}$ | $\ell_{1}^{(1)}=0.5 \ell$ | $\ell_{1}^{(2)}=0.5 \ell$ |
| thermal conductivity | $a_{0}^{(i)}\left[\mathrm{W} \mathrm{m}^{-1} \mathrm{~K}^{-1}\right]$ | 14.5 | 238 |
| mass density | $\rho^{(i)}\left[\mathrm{kg} \mathrm{m}^{-3}\right]$ | 7900 | 2700 |
| specific heat capacity | $c_{p}^{(i)}\left[\mathrm{J} \mathrm{kg}^{-1} \mathrm{~K}^{-1}\right]$ | 470 | 945 |

The thermal parameters are taken to be temperature-independent, $a_{1}^{(i)}=0$, and the thermal resistance at the interface $\partial \Omega^{(1,2)}$ is neglected, $b_{1}=0$. We consider a layered composite of the length $L=0.1 \mathrm{~m}$ in the direction $\mathbf{E}_{1}$ of heat diffusion, $x_{1} \in[0, L]$. The length of one unit cell is taken to be $\ell$, and both constituents to have the same thickness of $\ell_{1}^{(1)}=\ell_{1}^{(2)}=\ell / 2$. Heat diffusion analyzed by the application of the finite difference method. Therefore $L$ is subdivided into 100


Figure 5: One-dimensional heat diffusion in a composite with two alternating layers $\Omega^{(1)}$ and $\Omega^{(1)}$.
intervals, so that all 101 noted are located at $x_{1}=N \mathrm{~mm}$, where $N=0,1,2, \ldots, 101$. At all times $t$, the nodes for $N=1,2$ have the temperature 323.15 K , and the nodes for $N=100,101$ have the temperature 273.15 K . At time $t=0$ all further nodes have the temperature 273.15 K . We want to contrast the solutions for the heat distribution at time $t=120 \mathrm{~s}$ (in $24 \cdot 10^{3}$ steps) in the material four different thicknesses for $\ell_{1}^{(1)}=\ell_{2}^{(1)}:$ (a) 50 mm , (b) 10 mm , (c) 5 mm , and (d) 2 mm . Figure 5 compares these cases to the homogenized solution of the order $O\left(\epsilon^{0}\right)$ in (44). In panel (a) we find that heat diffusion just took place in constituent $\Omega^{(1)}$. In the then following panels the thickness decreases, and the solution for the heterogeneous materials comes closer to the homogenized solution. Although the solution for the heterogeneous materials and the homogenized solution in panel (d) are pretty close together, we still find a small but visible difference between these solutions. If we would consider a heterogeneous material with a finer microstructure, then we would have to apply a finer mesh, and therefore larger computing times.

Nonlinear heat diffusion in a quadratic plate. In the present example we consider twodimensional heat diffusion in a quadratic plate with the side lengths $L=0.1 \mathrm{~m}$, so that $x_{1} \in[0, L]$, $x_{2} \in[0, L]$, and $\frac{\partial T}{\partial x_{3}}=0$. The microstructure consists of quadratic unit cells of the side length $\ell$, where $\ell \ll L$, with quadratic inclusions $\Omega^{(1)}$ of the side lengths $\ell_{1}^{(1)}=\ell_{2}^{(1)}=0.95 \ell$. The governing heat Eq. is given by (38). The material properties of constituent $\Omega^{(1)}$ are based on properties of copper 99.99, and the properties of constituent $\Omega^{(2)}$ are based on the properties of
aluminum 99.99. These properties are taken from [47], and they are as follows:

| constituent |  | $\Omega^{(1)}$ | $\Omega^{(2)}$ |
| :--- | :--- | :--- | :--- |
| length | $\ell^{(i)}$ | $\ell_{k}^{(1)}=0.95 \ell$ | $\ell_{k}^{(1)}=0.05 \ell$ |
| thermal conductivity | $a_{0}^{(i)}\left[\mathrm{W} \mathrm{m}^{-1} \mathrm{~K}^{-1}\right]$ | 401 | 238 |
| mass density | $\rho^{(i)}\left[\mathrm{kg} \mathrm{m}^{-3}\right]$ | 8960 | 2700 |
| specific heat capacity | $c_{p}^{(i)}\left[\mathrm{J} \mathrm{kg}^{-1} \mathrm{~K}^{-1}\right]$ | 385 | 945 |

The plate is subdivided into $21 \times 21$ nodes. At all times $t$, the nodes located at the edges $x_{1}=L$ and $x_{2}=L$ have the temperature 273.13 K , and all other edge nodes have the temperature 373.13 K . At time $t=0$ all other nodes have the temperature 273.13 K . The temperature distribution for a later time $t=4 \mathrm{~s}$ is illustrated in Fig. 6.

- The panels (a)-(c) of Fig. 6 illustrate the heat diffusion for temperature-independent thermal parameters, $\left\langle a_{1}\right\rangle=0$, and different values of the thermal resistance. Panel (a) is for the absence of any thermal resistance at $\partial \Omega^{(1,2)}, b_{1}=0$, panel (b) is for $b_{1}=0.001 \mathrm{~W}^{-1} \mathrm{~K}$, and panel (c) is for $b_{1}=0.01 \mathrm{~W}^{-1} \mathrm{~K}$. These panels illustrate how increasing the values for $b_{1}$ slow down the diffusion of heat in the plate.
- For the bottom three panels (d)-(f) of Fig. 6 we assume the total absence of any thermal resistance at the interface $\partial \Omega^{(1,2)}$, so that $b_{1}=0$. We take the thermal conductivity of constituent $\Omega^{(1)}$ to be temperature-dependent, and therefore we define the parameter $a_{1}^{(1)}$ relative to $a_{0}^{(1)}$,

$$
\begin{equation*}
a_{1}^{(1)}=M / \mathrm{K} a_{0}^{(1)} . \tag{45}
\end{equation*}
$$

For negative values for $M$, the values for the thermal conductivity $\kappa^{(1)}$ decrease with increasing temperatures. Such decrease of the thermal conductivity is usual for many metals in the considered temperature range [47]. Panel (d) is for $M=-1 / 1000$, panel (e) is for $M=-1 / 500$, and panel ( f ) is for $M=-1 / 400$. These panels show the change in the temperature diffusion when the thermal conductivity decreases with rising temperatures.

## 5. Low volume fraction of the inclusions: using of three-phase model

In the case of low volume fractions of the inclusions, $\frac{\nu^{(1)}}{v} \rightarrow 0$, we will apply the three-phase model in order to obtain the effective thermal properties of the composite. The three-phase model is also denoted as the self-consistent approximation, and it was proposed by Hershey [1] and Kerner [3], and then later further developed by Kröner [4], van der Poel [6], and Hill [2]. The theory behind this approach is explained, for example, in Christensen \& Lo [19] and Christensen [21]. The application of the three-phase model for the asymptotic analysis of heat conduction problems with small inclusions has been applied in different works, for example in [20]. In this approach, the original problem is replaced by a unit cell which contains one single inclusion $\Omega^{(1)}$, the first phase, which is surrounded by the matrix $\Omega^{(2)}$, the second phase. This inclusionmatrix part is surrounded by a third phase $\Omega^{(3)}$ with the same effective and yet unknown thermal properties as the composite on the macro-scale. By introducing a third phase $\Omega^{(3)}$, we also have to consider the interaction between the matrix and the third phase at their common interface $\partial \Omega^{(2,3)}$. At this interface we do not consider any thermal resistance, so that the conjugate conditions can be stated as follows:


Figure 6: Two-dimensional heat diffusion in a quadratic plate: The top three panels (a)-(c) illustrate the heat diffusion for temperature-independent thermal parameters and different values of the thermal resistance. Panel (a) is for $b_{1}=0$, panel (b) is for $b_{1}=0.001 \mathrm{~W}^{-1} \mathrm{~K}$, and (c) is for $b_{1}=0.01 \mathrm{~W}^{-1} \mathrm{~K}$. The bottom three panels (d)-(f) show the heat distribution in the plate for temperature-dependent thermal conductivities of the inclusion.

- Equality of the heat flux in $\partial \Omega^{(2,3)}$ : Analogously to (46), we obtain

$$
\begin{align*}
& \left\{a_{0}^{(2)}\left(\frac{\partial T_{n-1}^{(2)}}{\partial n_{\eta}}+\frac{\partial T_{n}^{(2)}}{\partial n_{\zeta}}\right)+a_{1}^{(2)}\left[\sum_{m=0}^{n-1} T_{m}^{(1)}\left(\frac{\partial T_{n-m-1}^{(2)}}{\partial n_{\eta}}+\frac{\partial T_{n-m}^{(2)}}{\partial n_{\zeta}}\right)\right]\right.  \tag{46}\\
& \left.=a_{0}^{(3)}\left(\frac{\partial T_{n-1}^{(3)}}{\partial n_{\eta}}+\frac{\partial T_{n}^{(3)}}{\partial n_{\zeta}}\right)+a_{1}^{(3)}\left[\sum_{m=0}^{n-1} T_{m}^{(3)}\left(\frac{\partial T_{n-m-1}^{(3)}}{\partial n_{\eta}}+\frac{\partial T_{n-m}^{(3)}}{\partial n_{\zeta}}\right)\right]\right\}\left.\right|_{\partial \Omega^{(2,3)}} .
\end{align*}
$$

- Temperature difference in $\partial \Omega^{(2,3)}$ : In absence of any thermal resistance, the temperatures are equal at $\partial \Omega^{(2,3)}$

$$
\begin{equation*}
\left.\left\{\left(T_{n}^{(2)}=T_{n}^{(3)}\right)\right\}\right|_{\partial \Omega^{(2,3)}} . \tag{47}
\end{equation*}
$$

In the following we will apply the three-phase model to analyze two different problems, which are illustrated in Fig. 2:

1. In the first case we analyze the effective properties of a composite in which the inclusions are arranged in a regular pattern of parallel cylindrical fibers. Heat diffusion is studied in the directions perpendicular to the fiber orientation.
2. In the second case, the inclusions are taken to have spherical shapes.


Figure 7: Three-phase model: A single unit cell of the composite. In this approach, the original problem is replaced by a unit cell which contains one single inclusion $\Omega^{(1)}$, the first phase, which is surrounded by the matrix $\Omega^{(2)}$, the second phase. This inclusion-matrix part is surrounded by a third phase $\Omega^{(3)}$ with the same effective properties as the composite on the macro-scale.

In this three-phase model, the original problems are studies by the application of an asymptotic model in which the original inclusion-matrix cell is replaced by a cylindrical cell in the case of parallel fibers, and by a spherical cell in the case of spherical inclusions (see Fig. 7). Such a modeling cell consists of the inclusion $\Omega^{(1)}$ in its center, a surrounding matrix phase $\Omega^{(2)}$. This inclusion-matrix part is surrounded by a third phase $\Omega^{(3)}$ with the same effective properties as the composite on the macro-scale. Such replacement has been applied in different works, and it is based on the zero-order approximation of the boundary shape perturbation method (see, for example, Guz \& Nemish [48] and Kalamkarov et al. [49]).

### 5.1. Three-phase model applied to a composite with fiber inclusions

We consider an array of parallel fibers in the matrix, which are oriented in the $\mathbf{E}_{3}$-direction. The centers of the fibers form a square lattice, and we assume heat diffusion in the $\mathbf{E}_{1}-\mathbf{E}_{2}$-plane perpendicular to the fiber orientation. Because $\frac{\partial T^{(i)}}{\partial \eta_{3}}=\frac{\partial T^{(i)}}{\partial \zeta_{3}}=0$, the considered boundary value problem can be reduced to a two-dimensional problem. The fibers have a circular cross-sectional area with the radius $r^{(1)}$ in the notation of the fast coordinate variables.

It is now more convenient to consider this problem in a cylindrical coordinate system which is defined by the three base unit vectors $\left\{\mathbf{E}_{r_{c}}, \mathbf{E}_{\phi}, \mathbf{E}_{\zeta_{3}}\right\}$, and therefore we replace the Cartesian fast coordinate variables in $\zeta$ by cylindrical fast coordinate variables $\zeta_{c}$ with the elements $\left\{r, \phi, \zeta_{3}\right\}$. These coordinate systems are related via

$$
\begin{array}{ll}
\zeta_{1}=r \cos \phi, & r=\sqrt{\zeta_{1}^{2}+\zeta_{2}^{2}} \\
\zeta_{2}=r \sin \phi, & \phi=\operatorname{atan} 2\left(\zeta_{2}, \zeta_{1}\right) \tag{48b}
\end{array}
$$

where $r \geq 0$ and $0 \leq \phi \leq 2 \pi$.
We replace the previously applied notation of correction term $T_{n}^{(i)}(\boldsymbol{\eta}, \zeta, t)$ of the temperature field by a notation in which we apply the cylindrical coordinates:

$$
\begin{equation*}
\bar{T}_{n}^{(i)}\left(\boldsymbol{\eta}, \zeta_{c}, t\right)=T_{n}^{(i)}(\boldsymbol{\eta}, \zeta, t), \quad i=1,2,3 . \tag{49}
\end{equation*}
$$

The conjugate conditions (33) for the center and the outer boundaries of the original unit cell are replaced by the two conditions at the center of the cylindrical cell and at $r \rightarrow \infty$ (see, for example, [20]),

$$
\begin{align*}
& \left.\left\{\bar{T}_{n}^{(1)}=0\right\}\right|_{r \rightarrow 0}  \tag{50a}\\
& \left.\left\{\frac{\partial \bar{T}_{n}^{(3)}}{\partial r}=0\right\}\right|_{r \rightarrow \infty} \tag{50b}
\end{align*}
$$

where $n=1,2,3, \ldots$. Substituting $n=1$ into the heat equation (27), we obtain the following equation for the first correction term $\bar{T}_{1}^{(i)}$ of the temperature in the three constituents $\Omega^{(i)}$,

$$
\begin{equation*}
\frac{\partial^{2} \bar{T}_{1}^{(i)}}{\partial \zeta_{1}^{2}}+\frac{\partial^{2} \bar{T}_{1}^{(i)}}{\partial \zeta_{2}^{2}}=0, \quad i=1,2,3 \tag{51}
\end{equation*}
$$

Both $\zeta_{1}$ and $\zeta_{2}$ are fast Cartesian coordinates, and $\bar{T}_{1}^{(i)}$ is now defined in terms of the cylindrical coordinates $r$ and $\phi$. Therefore in (51) we apply the derivatives with respect to $\zeta_{1}$ and $\zeta_{2}$ in the forms

$$
\begin{align*}
\frac{\partial}{\partial \zeta_{1}} & =\cos \phi \frac{\partial}{\partial r}-\frac{\sin \phi}{r} \frac{\partial}{\partial \phi}  \tag{52a}\\
\frac{\partial}{\partial \zeta_{2}} & =\sin \phi \frac{\partial}{\partial r}+\frac{\cos \phi}{r} \frac{\partial}{\partial \phi} \tag{52b}
\end{align*}
$$

so that (51) becomes

$$
\begin{equation*}
\frac{\partial^{2} \bar{T}_{1}^{(i)}}{\partial r^{2}}+\frac{1}{r} \frac{\partial \bar{T}_{1}^{(i)}}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} \bar{T}_{1}^{(i)}}{\partial \phi^{2}}=0, \quad i=1,2,3 \tag{53}
\end{equation*}
$$

We now have to choose ansatzes which are capable to satisfy the conditions (50) and (53), and we choose

$$
\begin{equation*}
\bar{T}_{1}^{(i)}=\frac{\partial T_{0}}{\partial n_{\eta}}\left[c_{1}^{(i)} r+c_{2}^{(i)} r^{-1}\right], \quad i=1,2,3 \tag{54}
\end{equation*}
$$

where $\frac{\partial T_{0}}{\partial n_{\eta}}=\frac{\partial T_{0}}{\partial \eta_{1}} \cos \phi+\frac{\partial T_{0}}{\partial \eta_{2}} \sin \phi$ is the directional derivative in radial direction $\mathbf{n}=\mathbf{E}_{1} \cos \phi+$ $\mathbf{E}_{2} \sin \phi$, normal to the interfaces of the three constituents. The six parameters $c_{1}^{(i)}$ and $c_{2}^{(i)}$ for $i=1,2,3$ are determined from the two conjugate conditions in (50), which immediately $\operatorname{give} c_{2}^{(1)}=c_{1}^{(3)}=0$, and from the four conjugate conditions at the interfaces $\partial \Omega^{(1,2)}$ and $\partial \Omega^{(2,3)}$. Specifically, the conjugate conditions at the interface $\partial \Omega^{(1,2)}$ are given in Eqs. (28) and (29), and for the interface $\partial \Omega^{(2,3)}$ in (46) and (47), and for the here discussed boundary value problem these conjugate conditions take the following forms for the $\epsilon^{0}$ order considerations:

- Equality of the heat flux at the interface $\partial \Omega^{(1,2)}$ : From (28) we obtain

$$
\begin{equation*}
\left[a_{0}^{(1)}+a_{1}^{(1)} T_{0}\right]\left(1+c^{(1)}\right)=\left[a_{0}^{(2)}+a_{1}^{(2)} T_{0}\right]\left(1+c_{1}^{(2)}-c_{2}^{(2)}\left[r^{(1)}\right]^{-2}\right) . \tag{55}
\end{equation*}
$$

- Temperature difference at the interface $\partial \Omega^{(1,2)}$ : From (29) we obtain

$$
\begin{equation*}
\pm \epsilon\left[\left(c_{1}^{(2)}-c^{(1)}\right) r^{(1)}+c_{2}^{(2)}\left[r^{(1)}\right]^{-1}\right]=b_{1}\left[a_{0}^{(1)}+a_{1}^{(1)} T_{0}\right]\left(1+c^{(1)}\right) . \tag{56}
\end{equation*}
$$

- Equality of the heat flux at the interface $\partial \Omega^{(2,3)}$ : From (46) we obtain

$$
\begin{equation*}
\left[a_{0}^{(2)}+a_{1}^{(2)} T_{0}\right]\left(1+c_{1}^{(2)}-c_{2}^{(2)}\left[r^{(2)}\right]^{-2}\right)=\left[a_{0}^{(3)}+a_{1}^{(3)} T_{0}\right]\left(1-c_{2}^{(3)}\left[r^{(2)}\right]^{-2}\right) \tag{57}
\end{equation*}
$$

- Temperature difference at the interface $\partial \Omega^{(2,3)}$ : From (47) we obtain

$$
\begin{equation*}
c_{1}^{(2)} r^{(2)}+c_{2}^{(2)}\left[r^{(2)}\right]^{-1}=c^{(3)}\left[r^{(2)}\right]^{-1} . \tag{58}
\end{equation*}
$$

For the herein considered two-dimensional problem in terms of the fast Cartesian coordinates, the left side of heat Eq. (27) takes the following form,

$$
\begin{align*}
H^{(i)} & =\sum_{k=1}^{2} a_{0}^{(i)}\left(\frac{\partial^{2} T_{0}}{\partial \eta_{k}^{2}}+\frac{\partial^{2} T_{1}^{(i)}}{\partial \eta_{k} \partial \zeta_{k}}\right)+a_{1}^{(i)}\left(\frac{\partial T_{0}}{\partial \eta_{k}}+\frac{\partial T_{1}^{(i)}}{\partial \zeta_{k}}\right)^{2}  \tag{59}\\
& +a_{1}^{(i)} T_{0}\left(\frac{\partial^{2} T_{0}}{\partial \eta_{k}^{2}}+\frac{\partial^{2} T_{1}^{(i)}}{\partial \eta_{k} \partial \zeta_{k}}\right)
\end{align*}
$$

where $H^{(i)}=H^{(i)}(\boldsymbol{\eta}, \boldsymbol{\zeta})$. Recalling $\frac{\partial^{2}}{\partial \eta_{1} \partial \eta_{2}}=0$ and applying the change from fast Cartesian coordinate variables to cylindrical coordinate variables in (49), Eq. (59) takes the following form after substitution of the ansatzes (54),

$$
\begin{align*}
\bar{H}^{(i)} & =\sum_{k=1}^{2} a_{0}^{(i)}\left(\frac{\partial^{2} T_{0}}{\partial \eta_{k}^{2}}+\frac{\partial^{2} \bar{T}_{1}^{(i)}}{\partial \eta_{k} \partial \zeta_{k}}\right)+a_{1}^{(i)}\left(\frac{\partial T_{0}}{\partial \eta_{k}}+\frac{\partial \bar{T}_{1}^{(i)}}{\partial \zeta_{k}}\right)^{2}  \tag{60}\\
& +a_{1}^{(i)} T_{0}\left(\frac{\partial^{2} T_{0}}{\partial \eta_{k}^{2}}+\frac{\partial^{2} \bar{T}_{1}^{(i)}}{\partial \eta_{k} \partial \zeta_{k}}\right)
\end{align*}
$$

where $\bar{H}^{(i)}=\bar{H}^{(i)}\left(\boldsymbol{\eta}, \boldsymbol{\zeta}_{c}\right)$. The specific forms of the derivatives in (60) are presented in Appendix C.1.
over (60) we obtain

$$
\begin{align*}
& \frac{1}{A}\left\{\int_{0}^{2 \pi} \int_{0}^{r^{(1)}} \bar{H}^{(1)} r \mathrm{~d} r \mathrm{~d} \phi+\int_{0}^{2 \pi} \int_{r^{(1)}}^{r^{(2)}} \bar{H}^{(2)} r \mathrm{~d} r \mathrm{~d} \phi+\int_{0}^{2 \pi} \int_{r^{(2)}}^{r^{(3)}} \bar{H}^{(3)} r \mathrm{~d} r \mathrm{~d} \phi\right] \\
= & \frac{1}{A}\left\{a_{0}^{(1)} A^{(1)} \bar{\alpha}_{0}^{(1)}+a_{0}^{(2)} A^{(2)} \bar{\alpha}_{0}^{(2)}+\xlongequal[0]{a_{0}^{(3)} A^{(3)} \bar{\alpha}_{0}^{(2)}}\right.  \tag{62}\\
+ & a_{1}^{(1)} A^{(1)} \bar{\alpha}_{1}^{(1)}+a_{1}^{(2)} A^{(2)} \bar{\alpha}_{1}^{(2)}+a_{1}^{(3)} A^{(3)} \bar{\alpha}_{1}^{(3)} \\
+ & \left.a_{1}^{(1)} A^{(1)} T_{0} \bar{\alpha}_{0}^{(1)}+a_{1}^{(2)} A^{(2)} T_{0} \bar{\alpha}_{0}^{(2)}+\xlongequal{a_{1}^{(3)} A^{(3)} T_{0} \bar{\alpha}_{0}^{(3)}}\right\},
\end{align*}
$$

where we have applied the abbreviations

$$
\begin{align*}
& \bar{\alpha}_{0}^{(1)}=\left(c_{1}^{(1)}+1\right) \alpha_{0}^{(3)},  \tag{63a}\\
& \bar{\alpha}_{0}^{(2)}=\left(c_{1}^{(2)}+1\right) \alpha_{0}^{(3)},  \tag{63b}\\
& \bar{\alpha}_{0}^{(3)}=\left[\frac{\partial^{2} T_{0}}{\partial \eta_{1}^{2}}+\frac{\partial^{2} T_{0}}{\partial \eta_{2}^{2}}\right], \tag{63c}
\end{align*}
$$

and

$$
\begin{align*}
& \bar{\alpha}_{1}^{(1)}=\left(c_{1}^{(1)}+1\right)^{2}\left[\left(\frac{\partial T_{0}}{\partial \eta_{1}}\right)^{2}+\left(\frac{\partial T_{0}}{\partial \eta_{2}}\right)^{2}\right]  \tag{64a}\\
& \bar{\alpha}_{1}^{(2)}=\left[\left(c_{1}^{(2)}+1\right)^{2}+\frac{\left[c_{2}^{(2)}\right]^{2}}{2\left[r^{(1)} r^{(2)}\right]^{2}}\right]\left[\left(\frac{\partial T_{0}}{\partial \eta_{1}}\right)^{2}+\left(\frac{\partial T_{0}}{\partial \eta_{2}}\right)^{2}\right]  \tag{64b}\\
& \bar{\alpha}_{1}^{(3)}=\left[\frac{\left[c_{2}^{(3)}\right]^{2}}{\frac{2\left[r^{(2)} r^{(3)}\right]^{2}}{}}+\frac{1}{=}\right]\left[\left(\frac{\partial T_{0}}{\partial \eta_{1}}\right)^{2}+\left(\frac{\partial T_{0}}{\partial \eta_{2}}\right)^{2}\right] . \tag{64c}
\end{align*}
$$

In (62), $A=A^{(1)}+A^{(2)}+A^{(3)}=\pi\left[r^{(3)}\right]^{2}$ is the cross-sectional area of the unit cell, $A^{(1)}=\pi\left[r^{(1)}\right]^{2}$ is the cross-sectional area of $\Omega^{(1)}, A^{(2)}=\pi\left(\left[r^{(2)}\right]^{2}-\left[r^{(1)}\right]^{2}\right)$ is the cross-sectional area of $\Omega^{(2)}$, and $A^{(3)}=\pi\left(\left[r^{(3)}\right]^{2}-\left[r^{(2)}\right]^{2}\right)$ is the cross-sectional area of $\Omega^{(3)}$. Equation (62) is equal to the left hand side of the homogenized heat equation in the form

$$
\begin{equation*}
\sum_{k=1}^{2}\left\{\left\langle a_{0}\right\rangle_{c} \frac{\partial^{2} T_{0}}{\partial \eta_{k}^{2}}+\underset{23}{\left\langle a_{1}\right\rangle_{c}}\left[\left(\frac{\partial T_{0}}{\partial \eta_{k}}\right)^{2}+T_{0} \frac{\partial^{2} T_{0}}{\partial \eta_{k}^{2}}\right]\right\}, \tag{65}
\end{equation*}
$$

where $\left\langle a_{0}\right\rangle_{c}$ and $\left\langle a_{1}\right\rangle_{c}$ are the effective thermal parameters. The outer phase $\Omega^{(3)}$ of the unit cell has the same properties as overall thermal properties the composite, so that $\left\langle a_{0}\right\rangle_{c}=a_{0}^{(3)}$ and $\left\langle a_{1}\right\rangle_{c}=a_{1}^{(3)}$. If we now write "(65)=(62)", subtract the double underlined terms in (62) and (64) from both sides, and multiply both sides with $A$, then we arrive to an equation in the following form:

$$
\begin{align*}
& \sum_{k=1}^{2}\left\{\left\langle a_{0}\right\rangle_{c} \frac{\partial^{2} T_{0}}{\partial \eta_{k}^{2}}+\left\langle a_{1}\right\rangle_{c}\left[\left(\frac{\partial T_{0}}{\partial \eta_{k}}\right)^{2}+T_{0} \frac{\partial^{2} T_{0}}{\partial \eta_{k}^{2}}\right]\right\} \\
= & \frac{1}{A^{(1)}+A^{(2)}}\left[a_{0}^{(1)} A^{(1)}\left(c_{1}^{(1)}+1\right)\left[\frac{\partial^{2} T_{0}}{\partial \eta_{1}^{2}}+\frac{\partial^{2} T_{0}}{\partial \eta_{2}^{2}}\right]\right. \\
+ & a_{0}^{(2)} A^{(2)}\left(c_{1}^{(2)}+1\right)\left[\frac{\partial^{2} T_{0}}{\partial \eta_{1}^{2}}+\frac{\partial^{2} T_{0}}{\partial \eta_{2}^{2}}\right] \\
+ & a_{1}^{(1)} A^{(1)}\left(c_{1}^{(1)}+1\right)^{2}\left[\left(\frac{\partial T_{0}}{\partial \eta_{1}}\right)^{2}+\left(\frac{\partial T_{0}}{\partial \eta_{2}}\right)^{2}\right]  \tag{66}\\
+ & a_{1}^{(2)} A^{(2)}\left[\left(c_{1}^{(2)}+1\right)^{2}+\frac{\left[c_{2}^{(2)}\right]^{2}}{2\left[r^{(1)} r^{(2)}\right]^{2}}\right]\left[\left(\frac{\partial T_{0}}{\partial \eta_{1}}\right)^{2}+\left(\frac{\partial T_{0}}{\partial \eta_{2}}\right)^{2}\right] \\
+ & a_{1}^{(1)} A^{(1)}\left(c_{1}^{(1)}+1\right) T_{0}\left[\frac{\partial^{2} T_{0}}{\partial \eta_{1}^{2}}+\frac{\partial^{2} T_{0}}{\partial \eta_{2}^{2}}\right] \\
+ & \left.a_{1}^{(2)} A^{(2)}\left(c_{1}^{(2)}+1\right) T_{0}\left[\frac{\partial^{2} T_{0}}{\partial \eta_{1}^{2}}+\frac{\partial^{2} T_{0}}{\partial \eta_{2}^{2}}\right]\right\} .
\end{align*}
$$

Because the radius $r^{(3)}$ of the unit cell is taken to be of infinite length in the asymptotic model, $r^{(3)} \rightarrow \infty$, the single underlined term in (64) has vanished. Note that due to the conjugate conditions at the interfaces the parameters $c_{1}^{(i)}$ and $c_{3}^{(i)}$ are also functions of $T_{0}$ and its derivatives. If we substitute $c_{1}^{(i)}$ and $c_{3}^{(i)}$ into (66), linearize the result and neglect all terms of higher order than in the effective heat equation, then we obtain the effective parameters by comparing the different terms on the left-hand sides and right-hand sides of (66).

- By comparing the factors of $\frac{\partial^{2} T_{0}}{\partial \eta_{1}^{2}}$ (or $\frac{\partial^{2} T_{0}}{\partial \eta_{2}^{2}}$ ), we obtain

$$
\begin{equation*}
\left\langle a_{0}\right\rangle_{c}=a_{0}^{(2)} \frac{a_{0}^{(1)} \bar{r}_{+}+a_{0}^{(2)} \bar{r}_{-}+a_{0}^{(1)} a_{0}^{(2)} \hat{b}_{1} \bar{r}_{-}}{a_{0}^{(1)} \bar{r}_{-}+a_{0}^{(2)} \bar{r}_{+}+a_{0}^{(1)} a_{0}^{(2)} \hat{b}_{1} \bar{r}_{+}}, \tag{67}
\end{equation*}
$$

where $\bar{r}_{+}=\left[r^{(2)}\right]^{2}+\left[r^{(1)}\right]^{2}, \bar{r}_{-}=\left[r^{(2)}\right]^{2}-\left[r^{(1)}\right]^{2}$, and $\hat{b}_{1}=b_{1} / r^{(1)}$.

- If we compare the factors of either $T_{0} \frac{\partial^{2} T_{0}}{\partial \eta_{1}} \frac{\text { or }}{24}\left(\frac{\partial T_{0}}{\partial \eta_{1}}\right)^{2}$ on both sides of (66) and substitute (67),
then we obtain

$$
\begin{align*}
\left\langle a_{1}\right\rangle_{c} & =-\left\{\left(\left[a_{0}^{(1)}\right]^{2}+\left[a_{0}^{(2)}\right]^{2}\right) a_{1}^{(2)}\left[r^{(1)}\right]^{4}-2\left(\left[a_{0}^{(1)}\right]^{2}+\left[a_{0}^{(2)}\right]^{2}\right) a_{1}^{(2)}\left[r^{(2)}\right]^{4}\right. \\
& -8 a_{1}^{(1)}\left[a_{0}^{(2)}\right]^{2}\left[r^{(1)} r^{(2)}\right]^{2}+\left(\left[a_{0}^{(1)}\right]^{2}+\left[a_{0}^{(2)}\right]^{2}\right) a_{1}^{(2)}\left[r^{(1)} r^{(2)}\right]^{2} \\
& +\left(6\left[r^{(1)} r^{(2)}\right]^{2}-2\left[r^{(1)}\right]^{4}-4\left[r^{(2)}\right]^{4}\right) a_{0}^{(1)} a_{0}^{(2)} a_{1}^{(2)} \\
& +2\left(a_{0}^{(1)}\left[a_{0}^{(2)}\right]^{2}-\left[a_{0}^{(1)}\right]^{2} a_{0}^{(2)}\right) a_{1}^{(2)} \hat{b}_{1}\left[r^{(1)}\right]^{4} \\
& -4\left(a_{0}^{(1)}\left[a_{0}^{(2)}\right]^{2}+\left[a_{0}^{(1)}\right]^{2} a_{0}^{(2)}\right) a_{1}^{(2)} \hat{b}_{1}\left[r^{(2)}\right]^{4}  \tag{68}\\
& +\left[a_{0}^{(1)} a_{0}^{(2)}\right]^{2} a_{1}^{(2)} b_{1}^{2}\left(\left[r^{(1)}\right]^{4}-2\left[r^{(2)}\right]^{4}+\left[r^{(1)} r^{(2)}\right]^{2}\right) \\
& \left.+\left(2 a_{0}^{(1)}\left[a_{0}^{(2)}\right]^{2}+6\left[a_{0}^{(1)}\right]^{2} a_{0}^{(2)}\right) a_{1}^{(2)} \hat{b}_{1}\left[r^{(1)} r^{(2)}\right]^{2}\right\} \\
& /\left\{2 \left[a_{0}^{(1)}\left(\left[r^{(2)}\right]^{2}-\left[r^{(1)}\right]^{2}\right)+a_{0}^{(2)}\left(\left[r^{(2)}\right]^{2}+\left[r^{(1)}\right]^{2}\right)\right.\right. \\
& \left.\left.+a_{0}^{(1)} a_{0}^{(2)} \hat{b}_{1}\left(\left[r^{(2)}\right]^{2}+\left[r^{(1)}\right]^{2}\right)\right]^{2}\right\} .
\end{align*}
$$

### 5.2. Three-phase model applied to a composites with spherical inclusions

We consider spherical inclusions with the radius $r^{(1)}$ in terms of the fast coordinate variables. This problem will be considered in a spherical coordinate system which is defined by the three base unit vectors $\left\{\mathbf{E}_{r}, \mathbf{E}_{\phi}, \mathbf{E}_{\theta}\right\}$, and therefore we replace the Cartesian fast coordinate variables in $\zeta$ by spherical fast coordinate variables $\boldsymbol{\zeta}_{s}$ with the elements $\{r, \phi, \theta\}$,

$$
\begin{array}{ll}
\zeta_{1}=r \sin \theta \cos \phi, & r=\sqrt{\zeta_{1}^{2}+\zeta_{2}^{2}+\zeta_{3}^{2}}, \\
\zeta_{2}=r \sin \theta \sin \phi, & \phi=\operatorname{atan} 2\left(\zeta_{2}, \zeta_{1}\right), \\
\zeta_{3}=\cos \theta, & \theta=\arccos \left(\zeta_{3} / \sqrt{\zeta_{1}^{2}+\zeta_{2}^{2}+\zeta_{3}^{2}}\right), \tag{69c}
\end{array}
$$

where $r \geq 0,0 \leq \phi \leq 2 \pi$, and $0 \leq \theta \leq \pi$.
We replace the previously applied notation of correction term $T_{n}^{(i)}(\boldsymbol{\eta}, \zeta, t)$ of the temperature field by a notation in which we apply the fast spherical coordinates:

$$
\begin{equation*}
\hat{T}_{n}^{(i)}\left(\boldsymbol{\eta}, \boldsymbol{\zeta}_{s}, t\right)=T_{n}^{(i)}(\boldsymbol{\eta}, \zeta, t), \quad i=1,2,3 . \tag{70}
\end{equation*}
$$

The conjugate conditions (33) for the center and the outer boundaries of the unit cell then take the forms (50), where now $r$ is the spherical radial coordinate. Substituting $n=1$ into the heat equation (27), we obtain the following equation for the first correction term $\hat{T}_{1}^{(i)}$ of the temperature in the three constituents $\Omega^{(i)}$,

$$
\begin{equation*}
\frac{\partial^{2} \hat{T}_{1}^{(i)}}{\partial \zeta_{1}^{2}}+\frac{\partial^{2} \hat{T}_{1}^{(i)}}{\partial \zeta_{2}^{2}}+\frac{\partial^{2} \hat{T}_{1}^{(i)}}{\partial \zeta_{3}^{2}}=0, \quad i=1,2,3 \tag{71}
\end{equation*}
$$

In (71) $\zeta_{1}, \zeta_{2}$ and $\zeta_{3}$ are fast Cartesian coordinates, and $\hat{T}_{1}^{(i)}$ is now defined in terms of the fast spherical coordinates $r, \theta$, and $\phi$. Therefore we apply the derivatives with respect to $\zeta_{1}, \zeta_{2}$, and
$\zeta_{3}$ in the forms

$$
\begin{align*}
& \frac{\partial}{\partial \zeta_{1}}=\cos \phi \sin \theta \frac{\partial}{\partial r}-\frac{\sin \phi}{r \sin \theta} \frac{\partial}{\partial \phi}+\frac{\cos \phi \cos \theta}{r} \frac{\partial}{\partial \theta}  \tag{72a}\\
& \frac{\partial}{\partial \zeta_{2}}=\sin \phi \sin \theta \frac{\partial}{\partial r}+\frac{\cos \phi}{r \sin \theta} \frac{\partial}{\partial \phi}+\frac{\sin \phi \cos \theta}{r} \frac{\partial}{\partial \theta}  \tag{72b}\\
& \frac{\partial}{\partial \zeta_{3}}=\cos \theta \frac{\partial}{\partial r}-\frac{\sin \theta}{r} \frac{\partial}{\partial \theta} \tag{72c}
\end{align*}
$$

so that (71) becomes

$$
\begin{equation*}
\frac{\partial^{2} \hat{T}_{1}^{(i)}}{\partial r^{2}}+\frac{2}{r} \frac{\partial \hat{T}_{1}^{(i)}}{\partial r}+\frac{1}{r^{2} \sin ^{2} \theta} \frac{\partial^{2} \hat{T}_{1}^{(i)}}{\partial^{2} \phi}+\frac{\cos \theta}{r \sin \theta} \frac{\partial T_{1}^{(i)}}{\partial \theta}+\frac{1}{r^{2}} \frac{\partial^{2} T_{1}^{(i)}}{\partial \theta^{2}}=0, \tag{73}
\end{equation*}
$$

where $i=1,2,3$. Ansatzes which satisfy (50) and (73) are

$$
\begin{equation*}
T_{1}^{(i)}=\frac{\partial T_{0}}{\partial n_{\eta}}\left[c_{1}^{(i)} r+c_{2}^{(i)} r^{-2}\right], \quad i=1,2,3, \tag{74}
\end{equation*}
$$

where $\frac{\partial T_{0}}{\partial n_{\eta}}=\left[\frac{\partial T_{0}}{\partial \eta_{1}} \sin \theta \cos \phi+\frac{\partial T_{0}}{\partial \eta_{2}} \sin \theta \sin \phi+\frac{\partial T_{0}}{\partial \eta_{3}} \cos \theta\right]$ is the directional derivative in radial direction $\mathbf{n}=\mathbf{E}_{1} \sin \theta \cos \phi+\mathbf{E}_{2} \sin \theta \sin \phi+\mathbf{E}_{3} \cos \theta$. As in the previous section, the six parameters $c_{1}^{(i)}$ and $c_{2}^{(i)}$ for $i=1,2,3$ are determined from the two conjugate conditions in (50), which immediately give $c_{2}^{(1)}=c_{1}^{(3)}=0$, from the four conjugate conditions at the interface $\partial \Omega^{(1,2)}$ in Eqs. (28) and (29), and for the interface $\partial \Omega^{(2,3)}$ in Eqs. (46) and (47):

- Equality of the heat flux at the interface $\partial \Omega^{(1,2)}$ : From (28) we obtain

$$
\begin{equation*}
\left[a_{0}^{(1)}+a_{1}^{(1)} T_{0}\right]\left(1+c^{(1)}\right)=\left[a_{0}^{(2)}+a_{1}^{(2)} T_{0}\right]\left(1+c_{1}^{(2)}-2 c_{2}^{(2)}\left[r^{(1)}\right]^{-3}\right) . \tag{75}
\end{equation*}
$$

- Temperature difference at the interface $\partial \Omega^{(1,2)}$ : From (29) we obtain

$$
\begin{equation*}
\pm \epsilon\left[\left(c_{1}^{(2)}-c^{(1)}\right) r^{(1)}+c_{2}^{(2)}\left[r^{(1)}\right]^{-2}\right]=b_{1}\left[a_{0}^{(1)}+a_{1}^{(1)} T_{0}\right]\left(1+c^{(1)}\right) . \tag{76}
\end{equation*}
$$

- Equality of the heat flux at the interface $\partial \Omega^{(2,3)}$ : From (46) we obtain

$$
\begin{equation*}
\left[a_{0}^{(2)}+a_{1}^{(2)} T_{0}\right]\left(1+c_{1}^{(2)}-2 c_{2}^{(2)}\left[r^{(2)}\right]^{-3}\right)=\left[a_{0}^{(3)}+a_{1}^{(3)} T_{0}\right]\left(1-2 c_{2}^{(3)}\left[r^{(2)}\right]^{-3}\right) \tag{77}
\end{equation*}
$$

- Temperature difference at the interface $\partial \Omega^{(2,3)}$ : From (47) we obtain

$$
\begin{equation*}
c_{1}^{(2)} r^{(2)}+c_{2}^{(2)}\left[r^{(2)}\right]^{-2}=c^{(3)}\left[r^{(2)}\right]^{-2} \tag{78}
\end{equation*}
$$

For the herein considered problem in terms of the Cartesian coordinates, the left side of (27) takes the following form,

$$
\begin{align*}
H^{(i)} & =\sum_{k=1}^{3} a_{0}^{(i)}\left(\frac{\partial^{2} T_{0}}{\partial \eta_{k}^{2}}+\frac{\partial^{2} T_{1}^{(i)}}{\partial \eta_{k} \partial \zeta_{k}}\right)+a_{1}^{(i)}\left(\frac{\partial T_{0}}{\partial \eta_{k}}+\frac{\partial T_{1}^{(i)}}{\partial \zeta_{k}}\right)^{2}  \tag{79}\\
& +a_{1}^{(i)} T_{0}\left(\frac{\partial^{2} T_{0}}{\partial \eta_{k}^{2}}+\frac{\partial^{2} T_{1}^{(i)}}{\partial \eta_{k} \partial \zeta_{k}}\right),
\end{align*}
$$ in (70), Eq. (79) takes the following form after then after substitution of (54)

$$
\begin{align*}
\hat{H}^{(i)} & =\sum_{k=1}^{3} a_{0}^{(i)}\left(\frac{\partial^{2} T_{0}}{\partial \eta_{k}^{2}}+\frac{\partial^{2} \hat{T}_{1}^{(i)}}{\partial \eta_{k} \partial \zeta_{k}}\right)+a_{1}^{(i)}\left(\frac{\partial T_{0}}{\partial \eta_{k}}+\frac{\partial \hat{T}_{1}^{(i)}}{\partial \zeta_{k}}\right)^{2}  \tag{80}\\
& +a_{1}^{(i)} T_{0}\left(\frac{\partial^{2} T_{0}}{\partial \eta_{k}^{2}}+\frac{\partial^{2} \hat{T}_{1}^{(i)}}{\partial \eta_{k} \partial \zeta_{k}}\right)
\end{align*}
$$

$$
\begin{align*}
& \frac{1}{V}\left\{\int_{0}^{\pi} \int_{0}^{2 \pi} \int_{0}^{r^{(1)}} \hat{H}^{(1)} r^{2} \sin \theta \mathrm{~d} r \mathrm{~d} \phi \mathrm{~d} \theta+\int_{0}^{\pi} \int_{0}^{2 \pi} \int_{r^{(1)}}^{r^{(2)}} \hat{H}^{(2)} r^{2} \sin \theta \mathrm{~d} r \mathrm{~d} \phi \mathrm{~d} \theta\right. \\
+ & \left.\int_{0}^{\pi} \int_{0}^{2 \pi} \int_{r^{(2)}}^{r^{(3)}} \hat{H}^{(3)} r^{2} \sin \theta \mathrm{~d} r \mathrm{~d} \phi \mathrm{~d} \theta\right\}  \tag{82}\\
= & \frac{1}{V}\left\{a_{0}^{(1)} V^{(1)} \hat{\alpha}_{0}^{(1)}+a_{0}^{(2)} V^{(2)} \hat{\alpha}_{0}^{(2)}+\underset{a_{0}^{(3)} V^{(3)}}{\overline{\alpha_{0}^{(3)}}}\right. \\
+ & a_{1}^{(1)} V^{(1)} \hat{\alpha}_{1}^{(1)}+a_{1}^{(2)} V^{(2)} \hat{\alpha}_{1}^{(2)}+a_{1}^{(3)} V^{(3)} \hat{\alpha}_{1}^{(3)} \\
+ & \left.a_{1}^{(1)} V^{(1)} T_{0} \hat{\alpha}_{0}^{(1)}+a_{1}^{(2)} V^{(2)} T_{0} \hat{\alpha}_{0}^{(2)}+\xlongequal[=]{a_{1}^{(3)} V^{(3)}} T_{0} \hat{\alpha}_{0}^{(3)}\right\},
\end{align*}
$$

where we have applied the abbreviations

$$
\begin{align*}
& \hat{\alpha}_{0}^{(1)}=\left(c_{1}^{(1)}+1\right)\left[\frac{\partial^{2} T_{0}}{\partial \eta_{1}^{2}}+\frac{\partial^{2} T_{0}}{\partial \eta_{2}^{2}}+\frac{\partial^{2} T_{0}}{\partial \eta_{3}^{2}}\right],  \tag{83a}\\
& \hat{\alpha}_{0}^{(2)}=\left(c_{1}^{(2)}+1\right)\left[\frac{\partial^{2} T_{0}}{\partial \eta_{1}^{2}}+\frac{\partial^{2} T_{0}}{\partial \eta_{2}^{2}}+\frac{\partial^{2} T_{0}}{\partial \eta_{3}^{2}}\right],  \tag{83b}\\
& \hat{\alpha}_{0}^{(3)}=\left[\frac{\partial^{2} T_{0}}{\partial \eta_{1}^{2}}+\frac{\partial^{2} T_{0}}{\partial \eta_{2}^{2}}+\frac{\partial^{2} T_{0}}{\partial \eta_{3}^{2}}\right] \tag{83c}
\end{align*}
$$

and

$$
\begin{align*}
& \hat{\alpha}_{1}^{(1)}=\left(c_{1}^{(1)}+1\right)^{2}\left[\left(\frac{\partial T_{0}}{\partial \eta_{1}}\right)^{2}+\left(\frac{\partial T_{0}}{\partial \eta_{2}}\right)^{2}+\left(\frac{\partial T_{0}}{\partial \eta_{3}}\right)^{2}\right],  \tag{84a}\\
& \hat{\alpha}_{1}^{(2)}=\left[\left(c_{1}^{(2)}+1\right)^{2}+\frac{4\left[c_{2}^{(2)}\right]^{2}}{5\left[r^{(1)} r^{(2)}\right]^{3}}\right]\left[\left(\frac{\partial T_{0}}{\partial \eta_{1}}\right)^{2}+\left(\frac{\partial T_{0}}{\partial \eta_{2}}\right)^{2}+\left(\frac{\partial T_{0}}{\partial \eta_{3}}\right)^{2}\right],  \tag{84b}\\
& \hat{\alpha}_{1}^{(3)}=\left[\underline{\frac{4\left[c_{2}^{(3)}\right]^{2}}{5\left[r^{(2)} r^{(3)}\right]^{3}}}+\underline{1}=\left[\left(\left(\frac{\partial T_{0}}{\partial \eta_{1}}\right)^{2}+\left(\frac{\partial T_{0}}{\partial \eta_{2}}\right)^{2}+\left(\frac{\partial T_{0}}{\partial \eta_{3}}\right)^{2}\right] .\right.\right. \tag{84c}
\end{align*}
$$

In (82), $V=V^{(1)}+V^{(2)}+V^{(3)}=\frac{4}{3} \pi\left[r^{(3)}\right]^{3}$ is the volume of the unit cell, $V^{(1)}=\frac{4}{3} \pi\left[r^{(1)}\right]^{3}$ is the volume of $\Omega^{(1)}, V^{(2)}=\frac{4}{3} \pi\left(\left[r^{(2)}\right]^{3}-\left[r^{(1)}\right]^{3}\right)$ is the volume of $\Omega^{(2)}$, and $V^{(3)}=\frac{4}{3} \pi\left(\left[r^{(3)}\right]^{3}-\left[r^{(2)}\right]^{3}\right)$ is the volume of $\Omega^{(3)}$. Equation (82) is equal to the left hand side of the homogenized heat equation in the form

$$
\begin{equation*}
\sum_{k=1}^{3}\left\{\left\langle a_{0}\right\rangle_{s} \frac{\partial^{2} T_{0}}{\partial \eta_{k}^{2}}+\left\langle a_{1}\right\rangle_{s}\left[\left(\frac{\partial T_{0}}{\partial \eta_{k}}\right)^{2}+T_{0} \frac{\partial^{2} T_{0}}{\partial \eta_{k}^{2}}\right]\right\}, \tag{85}
\end{equation*}
$$

where $\left\langle a_{0}\right\rangle_{c}$ and $\left\langle a_{1}\right\rangle_{c}$ are the effective thermal parameters. The outer phase $\Omega^{(3)}$ of the unit cell has the same properties as overall thermal properties, so that $\left\langle a_{0}\right\rangle_{c}=a_{0}^{(3)}$ and $\left\langle a_{1}\right\rangle_{c}=a_{1}^{(3)}$. If we now write " $(85)=(82)$ ", subtract the double underlined terms in (82) and (84) from both sides and multiply both sides with $V$, then we arrive to an equation in the following form:

$$
\begin{align*}
& \sum_{k=1}^{3}\left\{\left\langle a_{0}\right\rangle_{s} \frac{\partial^{2} T_{0}}{\partial \eta_{k}^{2}}+\left\langle a_{1}\right\rangle_{s}\left[\left(\frac{\partial T_{0}}{\partial \eta_{k}}\right)^{2}+T_{0} \frac{\partial^{2} T_{0}}{\partial \eta_{k}^{2}}\right]\right\}, \\
= & \frac{1}{V^{(1)}+V^{(2)}}\left\{a_{0}^{(1)} V^{(1)}\left(c_{1}^{(1)}+1\right)\left[\frac{\partial^{2} T_{0}}{\partial \eta_{1}^{2}}+\frac{\partial^{2} T_{0}}{\partial \eta_{2}^{2}}+\frac{\partial^{2} T_{0}}{\partial \eta_{3}^{2}}\right]\right. \\
+ & a_{0}^{(2)} V^{(2)}\left(c_{1}^{(2)}+1\right)\left[\frac{\partial^{2} T_{0}}{\partial \eta_{1}^{2}}+\frac{\partial^{2} T_{0}}{\partial \eta_{2}^{2}}+\frac{\partial^{2} T_{0}}{\partial \eta_{3}^{2}}\right] \\
+ & a_{1}^{(1)} V^{(1)}\left(c_{1}^{(1)}+1\right)^{2}\left[\left(\frac{\partial T_{0}}{\partial \eta_{1}}\right)^{2}+\left(\frac{\partial T_{0}}{\partial \eta_{2}}\right)^{2}+\left(\frac{\partial T_{0}}{\partial \eta_{3}}\right)^{2}\right]  \tag{86}\\
+ & a_{1}^{(2)} V^{(2)}\left[\left(c_{1}^{(2)}+1\right)^{2}+\frac{4\left[c_{2}^{(2)}\right]^{2}}{5\left[r^{(1)} r^{(2)}\right]^{3}}\right]\left[\left(\frac{\partial T_{0}}{\partial \eta_{1}}\right)^{2}+\left(\frac{\partial T_{0}}{\partial \eta_{2}}\right)^{2}+\left(\frac{\partial T_{0}}{\partial \eta_{3}}\right)^{2}\right] \\
+ & a_{1}^{(1)} V^{(1)}\left(c_{1}^{(1)}+1\right) T_{0}\left[\frac{\partial^{2} T_{0}}{\partial \eta_{1}^{2}}+\frac{\partial^{2} T_{0}}{\partial \eta_{2}^{2}}+\frac{\partial^{2} T_{0}}{\partial \eta_{3}^{2}}\right] \\
+ & a_{1}^{(2)} V^{(2)}\left(c_{1}^{(2)}+1\right) T_{0}\left[\frac{\partial^{2} T_{0}}{\partial \eta_{1}^{2}}+\frac{\partial^{2} T_{0}}{\partial \eta_{2}^{2}}+\frac{\partial^{2} T_{0}}{\partial \eta_{3}^{2}}\right] .
\end{align*}
$$

Because the radius $r^{(3)}$ of the unit cell is taken to be of infinite length in the asymptotic model, $r^{(3)} \rightarrow \infty$, the single underlined term in (84) has vanished. The parameters $c_{1}^{(i)}$ and $c_{3}^{(i)}$ are also functions of $T_{0}$ and its derivatives. If we substitute $c_{1}^{(i)}$ and $c_{3}^{(i)}$ into (86), linearize the result and neglect all terms of higher order than in the effective heat equation, then we obtain the effective parameters.

- By comparing the factors $\frac{\partial^{2} T_{0}}{\partial \eta_{1}^{2}}$ in (86) we obtain

$$
\begin{equation*}
\left\langle a_{0}\right\rangle_{s}=a_{0}^{(2)} \frac{a_{0}^{(1)}\left(\left[r^{(2)}\right]^{3}+2\left[r^{(1)}\right]^{3}\right)+2 a_{0}^{(2)} \hat{r}_{-}+2 a_{0}^{(1)} a_{0}^{(2)} \hat{b}_{1} \hat{r}_{-}}{a_{0}^{(1)} \hat{r}_{-}+a_{0}^{(2)}\left(2\left[r^{(2)}\right]^{3}+\left[r^{(1)}\right]^{3}\right)+a_{0}^{(1)} a_{0}^{(2)} \hat{b}_{1}\left(2\left[r^{(2)}\right]^{3}+\left[r^{(1)}\right]^{3}\right)}, \tag{87}
\end{equation*}
$$

where $\hat{r}_{-}=\left[r^{(2)}\right]^{3}-\left[r^{(1)}\right]^{3}, \hat{b}_{1}=b_{1} / r^{(1)}$.

- If we compare the factors of either $T_{0} \frac{\partial^{2} T_{0}}{\partial \eta_{2}}$ or $\left(\frac{\partial T_{0}}{\partial \eta}\right)^{2}$ on both sides of (86) and substitute (87), then we obtain

$$
\begin{align*}
\left\langle a_{1}\right\rangle_{s} & =-\left\{4\left(\left[a_{0}^{(1)}\right]^{2}+\left[a_{0}^{(2)}\right]^{2}\right) a_{1}^{(2)}\left[r^{(1)}\right]^{6}-\left(5\left[a_{0}^{(1)}\right]^{2}+20\left[a_{0}^{(2)}\right]^{2}\right) a_{1}^{(2)}\left[r^{(2)}\right]^{6}\right. \\
& -45 a_{1}^{(1)}\left[a_{0}^{(2)}\right]^{2}\left[r^{(1)} r^{(2)}\right]^{3}+\left(\left[a_{0}^{(1)}\right]^{2}+16\left[a_{0}^{(2)}\right]^{2}\right) a_{1}^{(2)}\left[r^{(1)} r^{(2)}\right]^{3} \\
& -a_{0}^{(1)} a_{0}^{(2)} a_{1}^{(2)}\left(8\left[r^{(1)}\right]^{6}+20\left[r^{(2)}\right]^{6}-28\left[r^{(1)} r^{(2)}\right]^{3}\right) \\
& +8\left(a_{0}^{(1)}\left[a_{0}^{(2)}\right]^{2}-\left[a_{0}^{(1)}\right]^{2} a_{0}^{(2)}\right) a_{1}^{(2)} \hat{b}_{1}\left[r^{(1)}\right]^{6} \\
& -\left(40 a_{0}^{(1)}\left[a_{0}^{(2)}\right]^{2}+20\left[a_{0}^{(1)}\right]^{2} a_{0}^{(2)}\right) a_{1}^{(2)} \hat{b}_{1}\left[r^{(2)}\right]^{6}  \tag{88}\\
& +\left[a_{0}^{(1)} a_{0}^{(2)}\right]^{2} a_{1}^{(2)} \hat{b}_{1}^{2}\left(4\left[r^{(1)}\right]^{6}-20\left[r^{(2)}\right]^{6}+16\left[r^{(1)} r^{(2)}\right]^{3}\right) \\
& \left.+\left(32 a_{0}^{(1)}\left[a_{0}^{(2)}\right]^{2}+28\left[a_{0}^{(1)}\right]^{2} a_{0}^{(2)}\right) a_{1}^{(2)} \hat{b}_{1}\left[r^{(1)} r^{(2)}\right]^{3}\right\} \\
& /\left\{5 \left[a_{0}^{(1)}\left(\left[r^{(2)}\right]^{3}-\left[r^{(1)}\right]^{3}\right)+a_{0}^{(2)}\left(2\left[r^{(2)}\right]^{3}+\left[r^{(1)}\right]^{3}\right)\right.\right. \\
& \left.\left.+a_{0}^{(1)} a_{0}^{(2)} \hat{b}_{1}\left(2\left[r^{(2)}\right]^{3}+\left[r^{(1)}\right]^{3}\right)\right]^{2}\right\} .
\end{align*}
$$

### 5.3. Numerical examples

The present sections presents some numerical examples for the effective thermal conductivities which are obtained by the application of the three-phase model. The first part of the numerical examples compares some special cases of our results to known results from the literature, and the second part analyzes the influence of temperature-dependence of the thermal conductivity of the constituents as well as the impact of the thermal resistance on the effective properties.

Comparison of the present solution for the effective thermal conductivity to known results. We consider a composite which consists of the inclusions $\Omega^{(1)}$ which are embedded in the matrix $\Omega^{(2)}$, and we assume no thermal resistance between the constituents, so that $b_{1}=0$. The effective thermal conductivity is taken to be temperature independent and defined as

$$
\langle k\rangle= \begin{cases}\left\langle a_{0}\right\rangle_{c} & \text { for cylindrical inclusions },  \tag{89}\\ \left\langle a_{0}\right\rangle_{s} & \text { for spherical inclusions },\end{cases}
$$



Figure 8: Panel (a): normalized effective thermal conductivity $\left\langle a_{0}\right\rangle_{c} / a_{0}^{(2)}$ versus the volume fraction $v^{(1)} / v$ of the cylindrical inclusions. The thin solid lines correspond to the present solution in (67), and all other lines to the results of Perrins et al. [50]. Panel (b): normalized effective thermal conductivity $\left\langle a_{0}\right\rangle_{c} / a_{0}^{(2)}$ versus the volume fraction $v^{(1)} / v$ of the spherical inclusions. The thin solid lines correspond to the present solution in (87), and the thick line to the results of McPhedran \& McKenzie [51].
where $\left\langle a_{0}\right\rangle_{c}$ is given in (67), and $\left\langle a_{0}\right\rangle_{s}$ is given in (87).

- Panel (a) of Fig. 8 shows the normalized effective thermal conductivity $\left\langle a_{0}\right\rangle_{c} / a_{0}^{(2)}$ versus the volume fraction $v^{(1)} / v$ of the inclusion. The thin solid lines correspond to the present solution in (67), and all other lines to the results of Perrins et al. [50].
- Panel (b) of Fig. 8 shows the normalized effective thermal conductivity $\left\langle a_{0}\right\rangle_{s} / a_{0}^{(2)}$ versus the volume fraction $v^{(1)} / v$ of the inclusion. The thin solid lines correspond to the present solution in (87), and the thick line to the results of McPhedran \& McKenzie [51].

For both the results for the cylindrical and spherical inclusions we find that there herein obtained results coincide well with the results from the literature in the case of small and intermediate volume fractions of the inclusion.

Effective temperature-dependent thermal conductivity for thermal resistance between the constituents. Consider a composite which consists of the inclusions $\Omega^{(1)}$ which are embedded in the matrix $\Omega^{(2)}$. The inclusion $\Omega^{(1)}$ is assumed to have the temperature-dependent thermal conductivity, $k^{(1)}=a_{0}^{(1)}+T_{0} a_{1}^{(1)}$, where $a_{0}^{(1)}=100 \mathrm{~W} \mathrm{~m}^{-1} \mathrm{~K}^{-1}$, and $T_{0}=293.15 \mathrm{~K}$ are chosen. We
apply Eq. (45), which allows as to define $a_{1}^{(1)}$ relative to $a_{0}^{(1)}$ by the parameter $M$. If $M>0$, then the conductivity increases with rising temperatures, and if $M<0$, then the conductivity decreases with rising temperatures. The matrix is assumed to have a constant thermal conductivity of $k^{(2)}=a_{0}^{(2)}=a_{0}^{(1)} / 10$. The thermal resistance between the constituents at their common interface $\Omega^{(1,2)}$ is defined by the parameter $b_{1}$.
From the geometry of the composites, the thermal properties of the constituents, and the thermal resistance we obtain the effective thermal conductivity $\langle k\rangle$,

$$
\langle k\rangle= \begin{cases}\left\langle a_{0}\right\rangle_{c}+T_{0}\left\langle a_{1}\right\rangle_{c} & \text { for cylindrical inclusions, }  \tag{90}\\ \left\langle a_{0}\right\rangle_{s}+T_{0}\left\langle a_{1}\right\rangle_{s} & \text { for spherical inclusions },\end{cases}
$$

where $\left\langle a_{0}\right\rangle_{c}$ and $\left\langle a_{1}\right\rangle_{c}$ are given in (67) and (68), respectively, and $\left\langle a_{0}\right\rangle_{s}$ and $\left\langle a_{1}\right\rangle_{c}$ are given in (87) and (88), respectively.


Figure 9: Normalized effective thermal conductivity $\langle k\rangle / k^{(2)}$ versus $v^{(1)} / v^{(2)}$ for cylindrical inclusions and different values for $M$, where $v^{(1)} / v^{(2)}=\pi / 4$ corresponds to the maximum volume fraction of the inclusions. The upper curves in a certain line style correspond the positive values for $M$, and the lower curves correspond to negative values for $M$.

- Figure 9 show the normalized effective thermal conductivity $\langle k\rangle / k^{(2)}$ versus $v^{(1)} / v^{(2)}$ for cylindrical inclusions and different values for $M$, where $v^{(1)} / v^{(2)}=\pi / 4$ corresponds to the maximum volume fraction of the inclusions. The upper curves in a certain line style correspond the positive values for $M$, and the lower curves correspond to negative values for $M$. Panel (a) shows the case of the absence of any thermal resistance between the constituents, panel (b) shows the case of $\hat{b}^{(1)}=b_{1} r^{(1)}=0.01 \mathrm{~W}^{-1} \mathrm{~K}$, panel (c) shows the case of $\hat{b}^{(1)}=0.1 \mathrm{~W}^{-1} \mathrm{~K}$, and panel (d) shows the case of $\hat{b}^{(1)} \rightarrow \infty$. Decreasing values for $M$ result in lower values for the thermal conductivity. If $\hat{b}_{1}$ becomes sufficiently large, then the
effective properties decrease with increasing values of the inclusion. The case of $\hat{b}^{(1)} \rightarrow \infty$ describes a thermally insulated inclusion. In such case, the effective thermal conductivity depends on the geometry of the inclusions, but not on their thermal properties.
- Figure 10 show the normalized effective thermal conductivity $\langle k\rangle / k^{(2)}$ versus $v^{(1)} / v^{(2)}$ for spherical inclusions and different values for $M$, where $v^{(1)} / v^{(2)}=\pi / 6$ corresponds to the maximum volume fraction of the inclusions. As in the previous part, panel (a) shows the


Figure 10: Normalized effective thermal conductivity $\langle k\rangle / k^{(2)}$ versus $v^{(1)} / v^{(2)}$ for spherical inclusions and different values for $M$, where $\nu^{(1)} / \nu^{(2)}=\pi / 6$ corresponds to the maximum volume fraction of the inclusions. The upper curves in a certain line style correspond the positive values for $M$, and the lower curves correspond to negative values for $M$.
case of the absence of any thermal resistance between the constituents, panel (b) shows the case of $\hat{b}^{(1)}=b_{1} r^{(1)}=0.01 \mathrm{~W}^{-1} \mathrm{~K}$, panel (c) shows the case of $\hat{b}^{(1)}=0.1 \mathrm{~W}^{-1} \mathrm{~K}$, and panel (d) shows the case of $\hat{b}^{(1)} \rightarrow \infty$.

## 6. Conclusions

In the present article we applied the AHM in order to obtain the effective thermal properties of a composite with a regular microstructure. These effective or homogenized thermal properties of the heterogeneous solid are obtained analytically in an explicit form. The thermal conductivity of the single constituents has been taken to be a polynomial in terms of the temperature, and the thermal resistance at the interface of the constituents has been taken to be nonlinear. The details of the heat diffusion model and the conjugate conditions are presented in Sec. 2. A general form of the homogenized heat equation is then derived in Sec. 3. This article then discusses some specific cases of the composite structure.

In Sec. 4, we apply the AHM to derive a homogenized heat equation which is capable to describe the behavior of composites with inclusions of large volume fractions by the application of the well-known lubrication theory, see Christensen \& Lo [19] and Christensen [21]. The relatively simple case of a layered composite is also discussed to highlight some features of our results. In the numerical examples we illustrate both the impact of the different material parameters of the constituents and the interaction of the constituents on the effective thermal behavior. In these numerical examples, the finite difference method has been applied.

Different articles on the application of the AHM have shown, that the three-phase model is a useful method to derive the effective properties of periodic composites for the case of low volume-fractions of the inclusions. In the framework of this article we applied this method in Sec. 5, and we considered two cases for inclusions, parallel fibers and spherical inclusions. We also took into account thermal resistance at the common interfaces between the inclusions and the matrix. A special case of the our nonlinear homogenized solution, the linear case in absence of thermal resistance, has been compared to well-known results, i.e., to Perrins et al. [50] for cylindrical inclusions and to McPhedran \& McKenzie [51] for spherical inclusions. This comparison has shown that especially for small volume fractions of the inclusions our results coincidence the results from the literature. In the then following examples we studied the impact of temperature-dependent thermal conductivity and thermal resistance on the effective thermal properties of the composites.
For intermediate values of the volume fractions the results from the lubrication theory and the three-phase model can be combined, for example by the application of Padé approximants (see, for example [52,53]). In such approach, the results of the three-phase model will dominate when $\frac{v^{(1)}}{v}$ takes small values, and the results of the lubrication theory will dominate if $\frac{v^{(1)}}{v}$ becomes larger. For works which apply Padé approximants in the homogenization theory of heat transfer problems, we refer to the articles of Andrianov et al. [54] and Gałka et al. [16].

There herein present results find their applications in different fields of engineering, for example in the automotive industry, in the field of civil engineering, and also in military and space industry. Different studies are devoted to the development of encapsulated spherical phasechanging materials (PCM) in order to improve the thermal efficiency of buildings (see, for example, Didier et al. [55] and Krupa et al. [56]), especially for civil engineering applications in regions with rough climatic conditions such as the Arabian/Persian Gulf. Rockets and space vehicles are subjected to extreme thermal conditions, which motivates the development of new composite materials with the required thermal properties, for example by the use of a matrix components with stronger nonlinear thermal properties than the reinforcing component; see for example Fisher et al. [57] on ceramic composite thermal protection systems, Jenkins [58] on fibrous refractory composite insulation (FRCI) tiles applicable to the NASA Space Shuttle orbiter.

Together with the evaluation of the effective thermal properties the there herein presented asymptotic approaches allow to determine the distribution of the local temperature and flux fields on microlevel. This may be crucially important for the materials, which are used at rapidly changing temperatures under extreme conditions.

## Appendix A. Simplification of the homogenized heat equation

In order to derive the homogenized heat Eq. (36), we have applied

$$
\begin{equation*}
\int_{-\frac{L}{2}}^{\frac{L}{2}} a_{k}^{(i)}\left(\frac{\partial^{2} T_{n-1}^{(i)}}{\partial \eta_{k} \partial \zeta_{k}}+\frac{\partial^{2} T_{n}^{(i)}}{\partial \zeta_{k}^{2}}\right) \mathrm{d} \zeta=0 \tag{A.1}
\end{equation*}
$$

where $k=1,2$. This procedure removed all terms which contain the yet unknown corrections terms $T_{2}^{(i)}$ in (37). For details on the proof of (A.1), we refer to Appendix A1 in Topol [45].

## Appendix B. Finite difference method

We apply finite difference method to approximate the solution to the homogenized equation (38) numerically. Therefore, let us apply the central difference scheme for the different forms of the derivatives of $T_{0}$ with respect to $\eta=\eta_{k}$ at the location $\eta=\eta_{p}$ and time $t=t_{q}$ which occur in the homogenized heat equation,

$$
\begin{align*}
\left.\frac{\partial T_{0}(\eta, t)}{\partial \eta}\right|_{\eta_{p}, t_{q}} & \approx \frac{T_{p+1}^{q}-T_{p-1}^{q}}{2 \delta \eta}  \tag{B.1a}\\
\left.\left(\frac{\partial T_{0}(\eta, t)}{\partial \eta}\right)^{2}\right|_{\eta_{p}, t_{q}} & \approx \frac{\left[T_{p+1}^{q}\right]^{2}-2 T_{p+1}^{q} T_{p-1}^{q}+\left[T_{p-1}^{q}\right]^{2}}{4 \delta \eta^{2}}  \tag{B.1b}\\
\left.\frac{\partial^{2} T_{0}(\eta, t)}{\partial \eta^{2}}\right|_{\eta_{p}, t_{q}} & \approx \frac{T_{p+1}^{q}-2 T_{p}^{q}+T_{p-1}^{q}}{\delta \eta^{2}} \tag{B.1c}
\end{align*}
$$

where $\delta \eta=\eta_{p+1}-\eta_{p}$ is a location step. The subscript $p$ in $T_{p}^{q}$ refers to the location $\eta_{p}$, and the superscript $q$ refers to the time $t_{q}$, i.e., $T_{p+1}^{q}=T_{0}\left(\eta_{p}+\delta \eta, t_{q}\right), T_{p}^{q}=T_{0}\left(\eta_{p}, t_{q}\right)$, and $T_{p-1}^{q}=$ $T_{0}\left(\eta_{p}-\delta \eta, t_{q}\right)$. Let us now also apply the forward difference method to approximate the derivative of $T_{0}$ with respect to $t$ at the location $\eta=\eta_{p}$ and time $t=t_{q}$,

$$
\begin{equation*}
\left.\frac{\partial T_{0}(\eta, t)}{\partial t}\right|_{\eta_{p}, t_{q}} \approx \frac{T_{p}^{q+1}-T_{p}^{q}}{\delta t} \tag{B.2}
\end{equation*}
$$

where $\delta t=t_{q+1}-t_{q}$ is time step, $T_{p}^{q+1}=T_{0}\left(\eta_{p}, t_{q}\right)$, and $T_{p}^{q+1}=T_{0}\left(\eta_{p}, t_{q}+\delta t\right)$. If the substitute the finite difference approximations (B.1) and (B.2) into the homogenized heat Eq. (38), we derive the following systems of equations,

$$
\begin{align*}
\frac{T_{p}^{q+1}-T_{p}^{q}}{\delta t} & =\left\langle\bar{a}_{0}\right\rangle \frac{T_{p+1}^{q}-2 T_{p}^{q}+T_{p-1}^{q}}{\delta \eta^{2}}+\left\langle\bar{a}_{1}\right\rangle\left[\frac{\left[T_{p+1}^{q}\right]^{2}-2 T_{p+1}^{q} T_{p-1}^{q}+\left[T_{p-1}^{q}\right]^{2}}{4 \delta \eta^{2}}\right.  \tag{B.3}\\
& \left.+T_{p}^{q} \frac{T_{p+1}^{q}-2 T_{p}^{q}+T_{p-1}^{q}}{\delta \eta^{2}}\right],
\end{align*}
$$

where $\left\langle\bar{a}_{i}\right\rangle=\left\langle a_{i}\right\rangle /\left\langle\rho_{p}\right\rangle$. If we now rewrite (B.3) in the following way

$$
\begin{align*}
T_{p}^{q+1} & =\left\{\left\langle\bar{a}_{0}\right\rangle\left[\frac{T_{p+1}^{q}-2 T_{p}^{q}+T_{p-1}^{q}}{\delta \eta^{2}}\right]+\left\langle\bar{a}_{1}\right\rangle\left[\frac{\left[T_{p+1}^{q}\right]^{2}-2 T_{p+1}^{q} T_{p-1}^{q}+\left[T_{p-1}^{q}\right]^{2}}{4 \delta \eta^{2}}\right.\right.  \tag{B.4}\\
& \left.\left.+T_{p}^{q} \frac{T_{p+1}^{q}-2 T_{p}^{q}+T_{p-1}^{q}}{\delta \eta^{2}}\right]\right\} \delta t+T_{p}^{q},
\end{align*}
$$

then we obtain an iteration scheme in which the temperature distribution $T_{p}^{q+1}$ at the location $\eta_{p}$ at time $t_{q-1}$ is obtained from the temperature distribution at the earlier time step $t_{q}$. This process is started with a given set of initial values for $T_{p}^{q+1}$.

## Appendix C. Abbreviations in Sec. 5

## Appendix C.1. Cylindrical Inclusions

In (60) we have applied the abbreviations

$$
\begin{align*}
& \frac{\partial^{2} T_{0}}{\partial \eta_{1}^{2}}+\frac{\partial^{2} \hat{T}_{1}^{(i)}}{\partial \eta_{1} \partial \zeta_{1}}=\frac{\partial^{2} T_{0}}{\partial \eta_{1}^{2}}+\cos \phi \frac{\partial^{2} \bar{T}_{1}^{(i)}}{\partial \eta_{1} \partial r}-\frac{\sin \phi}{r} \frac{\partial^{2} \bar{T}_{1}^{(i)}}{\partial \eta_{1} \partial \phi}  \tag{C.1a}\\
& \frac{\partial T_{0}}{\partial \eta_{1}}+\frac{\partial \hat{T}_{1}^{(i)}}{\partial \zeta_{1}}=\frac{\partial T_{0}}{\partial \eta_{1}}+\cos \phi \frac{\partial \bar{T}_{1}^{(i)}}{\partial r}-\frac{\sin \phi}{r} \frac{\partial \bar{T}_{1}^{(i)}}{\partial \phi}, \tag{C.1b}
\end{align*}
$$

and

$$
\begin{align*}
& \frac{\partial^{2} T_{0}}{\partial \eta_{2}^{2}}+\frac{\partial^{2} \hat{T}_{1}^{(i)}}{\partial \eta_{2} \partial \zeta_{2}}=\frac{\partial^{2} T_{0}}{\partial \eta_{2}^{2}}+\sin \phi \frac{\partial^{2} \bar{T}_{1}^{(i)}}{\partial \eta_{2} \partial r}+\frac{\cos \phi}{r} \frac{\partial^{2} \bar{T}_{1}^{(i)}}{\partial \eta_{2} \partial \phi}  \tag{C.2a}\\
& \frac{\partial T_{0}}{\partial \eta_{2}}+\frac{\partial \hat{T}_{1}^{(i)}}{\partial \zeta_{2}}=\frac{\partial^{2} T_{0}}{\partial \eta_{2}^{2}}+\sin \phi \frac{\partial^{2} \bar{T}_{1}^{(i)}}{\partial \eta_{2} \partial r}+\frac{\cos \phi}{r} \frac{\partial^{2} \bar{T}_{1}^{(i)}}{\partial \eta_{2} \partial \phi} \tag{C.2b}
\end{align*}
$$

## Appendix C.2. Spherical Inclusions

In (80) we have applied the abbreviations

$$
\begin{align*}
\frac{\partial^{2} T_{0}}{\partial \eta_{1}^{2}}+\frac{\partial^{2} T_{1}^{(i)}}{\partial \eta_{1} \partial \zeta_{1}} & =\frac{\partial^{2} T_{0}}{\partial \eta_{1}^{2}}+\cos \phi \sin \theta \frac{\partial^{2} \hat{T}_{1}^{(1)}}{\partial \eta_{1} \partial r} \\
& -\frac{\sin \phi}{r \sin \theta} \frac{\partial^{2} \hat{T}_{1}^{(1)}}{\partial \eta_{1} \partial \phi}+\frac{\cos \phi \cos \theta}{r} \frac{\partial^{2} \hat{T}_{1}^{(1)}}{\partial \eta_{1} \partial \theta}  \tag{C.3a}\\
\frac{\partial T_{0}}{\partial \eta_{1}}+\frac{\partial T_{1}^{(i)}}{\partial \zeta_{1}} & =\frac{\partial T_{0}}{\partial \eta_{1}}+\cos \phi \sin \theta \frac{\partial \hat{T}_{1}^{(1)}}{\partial r}-\frac{\sin \phi}{r \sin \theta} \frac{\partial \hat{T}_{1}^{(1)}}{\partial \phi} \\
& +\frac{\cos \phi \cos \theta}{r} \frac{\partial \hat{T}_{1}^{(1)}}{\partial \theta} \tag{C.3b}
\end{align*}
$$

and

$$
\begin{align*}
\frac{\partial^{2} T_{0}}{\partial \eta_{2}^{2}}+\frac{\partial^{2} \hat{T}_{1}^{(i)}}{\partial \eta_{2} \partial \zeta_{2}} & =\frac{\partial^{2} T_{0}}{\partial \eta_{2}^{2}}+\sin \phi \sin \theta \frac{\partial^{2} \hat{T}_{1}^{(1)}}{\partial \eta_{2} \partial r} \\
& +\frac{\cos \phi}{r \sin \theta} \frac{\partial^{2} \hat{T}_{1}^{(1)}}{\partial \eta_{2} \partial \phi}+\frac{\sin \phi \cos \theta}{r} \frac{\partial^{2} \hat{T}_{1}^{(1)}}{\partial \eta_{2} \partial \theta}  \tag{C.4a}\\
\frac{\partial T_{0}}{\partial \eta_{2}}+\frac{\partial \bar{T}_{1}^{(i)}}{\partial \zeta_{2}} & =\frac{\partial T_{0}}{\partial \eta_{2}}+\sin \phi \sin \theta \frac{\partial \hat{T}_{1}^{(1)}}{\partial r}+\frac{\cos \phi}{r \sin \theta} \frac{\partial \hat{T}_{1}^{(1)}}{\partial \phi} \\
& +\frac{\sin \phi \cos \theta}{r} \frac{\partial \hat{T}_{1}^{(1)}}{\partial \theta} \tag{C.4b}
\end{align*}
$$

and

$$
\begin{align*}
& \frac{\partial^{2} T_{0}}{\partial \eta_{3}^{2}}+\frac{\partial^{2} \hat{T}_{1}^{(i)}}{\partial \eta_{3} \partial \zeta_{3}}=\frac{\partial^{2} T_{0}}{\partial \eta_{3}^{2}}+\cos \theta \frac{\partial^{2} T_{1}^{(1)}}{\partial \eta_{3} \partial r}-\frac{\sin \theta}{r} \frac{\partial^{2} T_{0}}{\partial \eta_{3} \partial \theta}  \tag{C.5a}\\
& \frac{\partial T_{0}}{\partial \eta_{3}}+\frac{\partial \bar{T}_{1}^{(i)}}{\partial \zeta_{3}}=\frac{\partial T_{0}}{\partial \eta_{3}}+\cos \theta \frac{\partial T_{1}^{(1)}}{\partial r}-\frac{\sin \theta}{r} \frac{\partial T_{1}^{(1)}}{\partial \theta} \tag{C.5b}
\end{align*}
$$
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