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Abstract

We present new alternative complete asymptotic expansions for the time harmonic low–frequency magnetic
field perturbation caused by the presence of a conducting permeable object as its size tends to zero for the
eddy current approximation of the Maxwell system. Our new alternative formulations enable a natural
extension of the well known rank 2 magnetic polarizability tensor (MPT) object characterisation to higher
order tensor descriptions by introducing generalised MPTs (GMPTs) using multi-indices. In particular, we
identify the magnetostatic contribution, provide new results on the symmetries of GMPTs, derive explicit
formulae for the real and imaginary parts of GMPT coefficients and also describe the spectral behaviour
of GMPT coefficients. We also introduce the concept of harmonic GMPTs (HGMPTs) that have fewer
coefficients than other GMPT descriptions of the same order. We describe the scaling, translation and
rotational properties of HGMPTs and describe an approach for obtaining those HGMPT coefficients that
are invariant under the action of a symmetry group. Such an approach is one candidate for selecting
features in object classification for hidden object identification using HGMPTs.
Keywords: Asymptotic analysis, eddy current, inverse problems, magnetic polarizability tensor, metal
detection, spectral problems.
MSC Classification: 35R30; 35B30

1 Introduction

Characterising highly conducting objects from low frequency magnetic field perturbations is important
in metal detection, where the goal is to locate and identify concealed inclusions in an otherwise uniform
background material. Applications of metal detection include airport, transport hub and event security,
the search for artefacts of archaeological significance, the investigation of crime scenes using forensic sci-
ence, the recycling of metals and in the search for landmines and unexploded ordnance. Being able to
better characterise objects offers considerable advantages in reducing the number of false positives in metal
detection and, in particular, to accelerate and improve object location and discrimination.

Ammari, et al [2, 3] have established the leading order term in an asymptotic expansion of the perturbed
magnetic field pHα ´H0qpxq due to the presence of a highly conducting permeable object as its size, α,
tends to zero, which describes the metal detection problem. In [6] we have shown that the leading order
term in the expansion includes a complex symmetric rank 2 magnetic polarizability tensor (MPT), which
provides an object description. We have obtained explicit formulae for the MPT coefficients that depend
on the object geometry, its size, material properties and frequency of excitation. In a series of works,
we have explored the properties of MPTs including providing several different splittings and formulations
for obtained MPT coefficients [7, 9] and also investigated the spectral properties of their coefficients [9].
Together with Wilson, we have also developed efficient computational algorithms for the computation of
the MPT coefficients and their spectral signature [14] that have allowed us to generate a large dictionary
of object characterisations [12] and apply machine learning algorithms to identify hidden objects using
classification [15], which exploit the MPT’s spectral signature.

While using an MPT’s spectral signature offers considerable benefits to using an object characterisation
based on an MPT at a fixed frequency, the object description, in this case, is only through at most
6 independent complex coefficients as a function of frequency, limiting the amount of information that
can be said about hidden object and preventing its material description to be separated from its shape.
To improve this, a complete asymptotic expansion of pHα ´ H0qpxq due to the presence of a highly
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conducting permeable object as α Ñ 0 has been established in [8], extending the expansion obtained by
Ammari et al. in [2, 3]. This expansion provides improved object characterisation through the introduction
of generalised magnetic polarizability tensors (GMPTs), which, in their simplest form, agree with the
MPT object characterisation. The higher order terms in the expansion play an important role when the
background field at the position of the object is non-uniform. This is indeed the case in many practical
metal detection scenarios where the fields generated by coils at the position of concealed objects is far
from uniform and the GMPTs allow this information to be used in a smart way. Recent work has also
shown that GMPT coefficients can also be measured in practice and the measurement coefficients agree
with numerical simulations [13]. For a related scalar electrical impedance tomography (EIT) problem, it is
known that the complete set of generalised polarisation/polarizability tensors (GPTs) uniquely determine
an object’s shape and its admittivity [5].

While explicit formulae for GMPT coefficients have been established in [8], the properties of GMPTs
and the choice of suitable invariants for object classification remains open. This work addresses the prop-
erties of GMPTs and introduces the concept of harmonic GMPTs (HGMPTs) building on the harmonic
generalised polarizability tensors, which we have introduced for a simpler scalar EIT problem and the con-
cept of (contracted) generalised polarizability tensors ((C)GPTs) [4]. These object descriptions have fewer
independent coefficients than other GPTs of the same order. We also describe an approach for determining
the independent coefficients of HGMPTs that are invariant under the action of a symmetry group, which
offers possibilities for object classification using (H)GMPTs. Specifically, the novelties of this work are:

1. We derive complete asymptotic expansions of pHα ´H0qpxq as α Ñ 0 using both tensorial index
and multi-index notation, which lead to improved object characterisations using higher order GMPTs
that are a natural extension of the rank 2 MPT description first obtained in [6].

2. We provide a splitting of the GMPT obtained in 1., extending the result for MPTs in [7], which
makes the magnetostatic contribution to the GMPT explicit.

3. We derive symmetry properties of GMPTs, extending the known complex symmetric property of
MPTs previously obtained in [6].

4. We derive explicit formulae for the real and imaginary parts of GMPTs, extending those known for
MPTs previously obtained in [9].

5. We derive a result giving insights in to the spectral behaviour of the GMPT coefficients, extending
what is known for the spectral behaviour of MPT coefficients in [9].

6. We derive a new form of GMPTs called harmonic GMPTs (HGMPTs), which have coefficients that
are invariant under rotation for objects that are a member of a particular symmetry group.

The work is organised as follows: We first fix some notation in Section 2. Then, in Section 3, we
briefly recall the mathematical model. In Section 4, we present a series of alternative complete asymptotic
expansions for pHα ´H0qpxq and introduce alternative forms of GMPTs using both tensorial and multi-
indices. In Section 5, we explore some properties of GMPTs. This is followed by the introduction of the
concept of HGMPTs in Section 6. We finish with some concluding remarks.

2 Notation

We denote by ek the unit basis vector associated with the kth coordinate direction in a standard orthonor-
mal coordinate system x “ px1, x2, x3q and, hence, the kth component of a vector field v in this system
is ek ¨ v “ pvqk “ vk. We will often use Einstein index summation notation so that a vector can be
described as v “ vkek and a rank 2 tensor using a calligraphic font as M “ Mkjek b ej . We will use
a Gothic font for higher order tensors so that a rank 3 tensor using tensorial indices can be described
as D “ Dijkei b ej b ek. We will also use Gothic font for higher rank tensors that use both tensorial

and multi-indices. For example, when considering expressions of the form
ÿ

β,γ,|β|“|γ|“0

xβDβδ
ij y

δei b ej ,

involving the coefficients Dβδ
ij of a rank 2 ` |β| ` |δ| rank tensor, with the subscripts i and j being ten-

sorial indices and the superscripts β and γ being multi-indices, and summation is implied over i and j
and is explicit over β and γ. Here, the multi-indices β “ pβ1, β2, β3q and δ “ pδ1, δ2, δ3q have properties

β! “ β1!β2!β3!, |β| “ β1 ` β2 ` β3, xβ “ xβ1

1 xβ2

2 xβ3

3 , Bβx p¨q “ B
β1
x1
Bβ2
x2
Bβ3
x3
p¨q. Finally, we also use Gothic font

for higher rank tensors that use both tensorial indices and additional indices associated with instances m
and n of polynomials Pmp pxq, P

n
q pxq of degree p and q. Hence, when considering expressions of the form
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ÿ

p“0

ÿ

q“0

p
ÿ

m“´p

q
ÿ

n“´q

Pmp pxqD
pmqn
ij Pmq pyqei b ej , involving the coefficients Dpmqn

ij of a rank 2 ` p ` q rank

tensor, summation is implied over the tensorial indices while that over the indices associated with instances
of the polynomials is explicit.

3 Mathematical model

We briefly recall from [2, 6] the mathematical model of interest in this work: Our interest lies in the char-
acterisation of a single homogeneous conducting permeable object. Following previous work, we describe
a single inclusion by Bα :“ αB ` z, which means it can be thought of as unit sized object B, scaled by α
and translated by z. We assume the background is non–conducting and non–permeable and introduce the
position-dependent conductivity and permeability as

σα “

"

σ˚ in Bα,
0 in Bcα “ R3zBα

, µα “

"

µ˚ in Bα
µ0 in Bcα

,

where µ0 :“ 4π ˆ 10´7H/m is the permeability of free space, 0 ă µ˚ ă 8 and 0 ď σ˚ ă 8. In principal,
µ˚ and σ˚ do not need to be homogeneous in Bα, and we have previously considered this situation for
MPT object characterisations in [10]. In this work, we assume µ˚ and σ˚ are homogeneous in Bα for
simplicity of presentation. We will also use the position dependent relative permeability µ̃r :“ µα{µ0 with
µ̃r “ µr :“ µ˚{µ0 inside Bα and µ̃r “ 1 in Bcα. For metal detection, the eddy current approximation
of Maxwell’s equations is appropriate, since σ˚ is large and the angular frequency ω “ 2πf is small (a
rigorous justification involves the object topology [1]). In this case, the electric and magnetic interaction
fields, Eα and Hα, respectively, satisfy

∇ˆHα “ σαEα ` J0, ∇ˆEα “ iωµαHα, (1)

in R3 and decay as Op1{|x|q as |x| Ñ 8. In the above, J0 is a solenoidal external current source with
support in Bcα. In the absence of an object, the background fields E0 and H0 satisfy (1) with α “ 0.

The task is to find an economical description of pHα ´H0qpxq at a position x away from Bα, which
characterises the object’s shape and material parameters by a small number of parameters separately from
its position z for the regime where

ν :“ ωσ˚µ0α
2,

is order one, µr is also order one as αÑ 0.

4 Complete asymptotic expansion

In the following, we present several different equivalent complete asymptotic expansions for pHα´H0qpxq
as αÑ 0, which allow us to introduce different object characterisations.

4.1 Original form using tensor indices

For comparison with subsequent sections, we first recall the complete asymptotic expansions for pHα ´

H0qpxq as αÑ 0 previously derived in [8].

Theorem 4.1 (Ledger and Lionheart [8]). For any M ą 0, the magnetic field perturbation in the presence
of a small conducting object Bα “ αB ` z for the eddy current model when ν and µr are order one and x
is away from the location z of the inclusion is completely described by the asymptotic formula

pHα ´H0qpxqi “
M´1
ÿ

m“0

M´1´m
ÿ

p“0

pD2`m
x Gpx, zqqi,Kpm`1qMKpm`1qJpp`1qpD

p
zpH0pzqqqJpp`1q`

pRpxqqi, (2)

Jpp` 1q :“rj, Jppqs “ rj, j1, j2, ¨ ¨ ¨ , jps,

Kpm` 1q :“rk,Kpmqs “ rk, k1, k2, ¨ ¨ ¨ , kms,
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with |Rpxq| ď Cα3`M }H0}WM`1,8pBαq, Gpx, zq :“ 1{p4π|x´z|q. In the above, Jppq and Kpmq are p– and
m–tuples of integers, respectively, with each element taking values 1, 2, 3, and Einstein index summation is
implied over Kpm` 1q and Jpp` 1q. Also

pD2`m
x Gpx, zqqi,Kpm`1q “

˜

m
ź

`“1

Bxk`

¸

pBxkpBxipGpx, zqqqq,

pDp
zpH0pzqqqJpp`1q “

˜

p
ź

`“1

Bzj`

¸

pH0pzq ¨ ejq,

and the coefficients of a rank 2` p`m generalised magnetic polarizability tensor (GMPT) are defined by

MKpm`1qJpp`1q :“´ CKpm`1qJpp`1q `NKpm`1qJpp`1q,

where ,

CKpm`1qJpp`1q :“´
iνα3`m`pp´1qm

2pm` 1q!p!pp` 2q
ek¨

ż

B

ξ ˆ
`

pΠpξqqKpmqpθJpp`1q ` pΠpξqqJppqej ˆ ξq
˘

dξ, (3a)

NKpm`1qJpp`1q :“
`

1´ µ´1
r

˘ α3`m`pp´1qm

p!m!
ek¨

ż

B

pΠpξqqKpmq

ˆ

1

p` 2
∇ξ ˆ θJpp`1q ` pΠpξqqJppqej

˙

dξ. (3b)

Furthermore, θJpp`1q satisfy the transmission problem

∇ξ ˆ µ
´1
r ∇ξ ˆ θJpp`1q ´ iνθJpp`1q “ iνpΠpξqqJppqej ˆ ξ in B, (4a)

∇ξ ¨ θJpp`1q “ 0, ∇ξ ˆ∇ξ ˆ θJpp`1q “ 0 in Bc :“ R3zB, (4b)

rnˆ θJpp`1qsΓ “ 0 on Γ :“ BB, (4c)

rnˆ µ̃´1
r ∇ξ ˆ θJpp`1qsΓ “ ´pp` 2qrµ̃´1

r sΓpnˆ ejpΠpξqqJppqq on Γ, (4d)
ż

Γ

n ¨ θJpp`1qdξ “ 0, (4e)

θJpp`1q “ Op|ξ|´1q as |ξ| Ñ 8, (4f)

pΠpξqqJppq :“
p
ź

`“1

ξj` “ ξj1ξj2 ¨ ¨ ¨ ξjp and in the case Jppq “ H then pΠpξqqJppq “ 1. Furthermore, µ̃pξq :“

µpξq{µ0 so that µ̃r “ µr for ξ P B and µ̃r “ 1 otherwise, and r¨sΓ “ ¨|` ´ ¨|´ denotes the jump with |`
denoting evaluation just outside of Γ and |´ just inside.

Note that, compared to [8], we have chosen simplified the notation so that qC is now written as C and
|

|M as M.

Remark 4.2. In the case where M “ 1, (2) reduces to

pHα ´H0qpxqi “pD
2
xGpx, zqqikMkjpH0pzqqj ` pRpxqqi,

where |Rpxq| ď Cα4}H0}W 2,8pBαq and M “Mkjekbej is the complex symmetric rank 2 MPT previously
obtained in [6] with alternative explicit expressions for Mkj derived in [7] and [9] agreeing with those of
MKpm`1qJpp`1q in this case.

4.2 Multi-index form

The asymptotic expansion presented in Theorem 4.1 can be alternatively obtained using a combination of
tensor and multi-indices. This is achieved by using tensor indices, to reflect the vectorial nature of the
problem, and multi-indices, to reflect summation over higher order derivatives of D2

xGpx, zq and H0pzq.
The alternative form is presented as the following result:
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Theorem 4.3. For any M ą 0, the magnetic field perturbation in the presence of a small conducting
object Bα “ αB ` z for the eddy current model when ν and µr are order one and x is away from the
location z of the inclusion is completely described by the asymptotic formula

pHα ´H0qpxqi “
M´1
ÿ

β,|β|“0

M´1´|β|
ÿ

δ,|δ|“0

Bβx ppD
2
xGpx, zqqikqM

βδ
kj B

δ
zppH0pzqqjq ` pRpxqqi, (5)

with |Rpxq| ď Cα3`M }H0}WM`1,8pBαq. In the above, β “ pβ1, β2, β3q and δ “ pδ1, δ2, δ3q are multi-indices
and the coefficients of a rank 2`|β|` |δ| generalised magnetic polarizability tensor (GMPT) are defined by

Mβδ
kj :“´ Cβδkj `Nβδ

kj ,

where

Cβδkj :“´
iνα3`|β|`|δ|p´1q|β|

2β!δ!p|β| ` 1qp|δ| ` 2q
ek ¨

ż

B

ξ ˆ
´

ξβpθδj ` ξ
δej ˆ ξq

¯

dξ,

Nβδ
kj :“

`

1´ µ´1
r

˘ α3`|β|`|δ|p´1q|β|

β!δ!
ek ¨

ż

B

ξβ
ˆ

1

|δ| ` 2
∇ξ ˆ θ

δ
j ` ξ

δej

˙

dξ.

Furthermore, θδj satisfy the transmission problem

∇ξ ˆ µ
´1
r ∇ξ ˆ θ

δ
j ´ iνθδj “ iνξδej ˆ ξ in B, (6a)

∇ξ ¨ θ
δ
j “ 0, ∇ξ ˆ∇ξ ˆ θ

δ
j “ 0 in Bc, (6b)

rnˆ θδj sΓ “ 0 on Γ, (6c)

rnˆ µ̃´1
r ∇ξ ˆ θ

δ
j sΓ “ ´p|δ| ` 2qrµ̃´1

r sΓpnˆ ejqξ
δ on Γ, (6d)

ż

Γ

n ¨ θδjdξ “ 0, (6e)

θδj “ Op|ξ|´1q as |ξ| Ñ 8. (6f)

Proof. This result can be obtained by following similar steps to the proof of Theorem 4.1 in [8], except
instead of the form of the Taylor’s series used in (23), (24) in [8], the alternative forms

A0pαξ ` zq “µ0

ÿ

β,|β|“0

α1`|β|

β!p|β| ` 2q
Bβz ppH0pzqqjqξ

βej ˆ ξ, (7a)

∇ˆA0pαξ ` zq “µ0H0pαξ ` zq “ µ0

ÿ

β,|β|“0

α|β|

β!
Bβz ppH0pzqqjqξ

βej , (7b)

where β “ pβ1, β2, β3q are multi-indices. Similarly, (47) and (48) in [8] are replaced by

∇xGpx,yq “
8
ÿ

β,|β|“0

p´1q|β|

β!
Bβx p∇xpGpx, zqqqpy ´ zq

β , (8a)

D2
xGpx,yq “

8
ÿ

β,|β|“0

p´1q|β|

β!
Bβx pD

2
xpGpx, zqqqpy ´ zq

β , (8b)

then, by following the steps in [8], we arrive at the alternative form of the asymptotic formula provided in
(43) as

pHα ´H0qpxq “ ´ iνα3
M´1
ÿ

β,|β|“0

M´1´|β|
ÿ

δ,|δ|“0

p´1q|β|α|β|`|δ|

δ!β!p|β| ` 1qp|δ| ` 2q
ż

B

pBβx pD
2
xGpx, zqqξqξ

β
ˆ pθδj ` ξ

δej ˆ ξqdξB
δ
zppH0pzqqjq

` α3
`

1´ µ´1
r

˘

M´1
ÿ

β,|β|“0

M´1´|β|
ÿ

δ,|δ|“0

p´1q|β|α|β|`|δ|

β!δ!
Bβx ppD

2
xGpx, zqqikqei b ek

ż

B

ξβ
ˆ

1

|δ| ` 2
∇ˆ θδj ` ξ

δej

˙

dξBδzppH0pzqqjq `Rpxq. (9)
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Then, by introducing,

pHα ´H0qpxqi “
M´1
ÿ

β,|β|“0

M´1´|β|
ÿ

δ,|δ|“0

Bβx ppD
2
xGpx, zqq`kqA

βδ
i`kjB

δ
zpH0pzqjq

`

M´1
ÿ

β,|β|“0

M´1´|β|
ÿ

δ,|δ|“0

Bβx ppD
2
xGpx, zqqikqN

βδ
kj B

δ
zpH0pzqjq ` pRpxqqi,

where

Aβδi`kj :“´ iν
p´1q|β|α3`|β|`|δ|

δ!β!p|β| ` 1qp|δ| ` 2q
ei ¨

ż

B

pξq`ξ
βek ˆ pθ

δ
j ` ξ

δej ˆ ξqdξ,

Nβδ
kj :“

`

1´ µ´1
r

˘ p´1q|β|α3`|β|`|δ|

β!δ!
ek ¨

ż

B

ξβ
ˆ

1

|δ| ` 2
∇ˆ θδj ` ξ

δej

˙

dξ,

and following similar steps to Lemma 6.3 and Lemma 6.4 in [8] we obtain

Aβδi`kj “ εikrC
βδ
r`j ,

Cβδr`j “ ε`rkqC
βδ
kj ,

where εijk denotes the standard Levi-Cevita permutation symbol. Combining this with properties of
D2
xGpx, zq leads to the final result.

4.2.1 Split field formulation

In order to separately identify the contributions to the GMPTs associated with conducting and magnetic
effects we derive the following.

Theorem 4.4. For any M ą 0, the magnetic field perturbation in the presence of a small conducting
object Bα “ αB ` z for the eddy current model when ν and µr are order one and x is away from the
location z of the inclusion is completely described by the asymptotic formula

pHα ´H0qpxqi “
M´1
ÿ

β,|β|“0

M´1´|β|
ÿ

δ,|δ|“0

Bβx ppD
2
xGpx, zqqikqM

βδ
kj B

δ
zppH0pzqqjq ` pRpxqqi, (10)

with |Rpxq| ď Cα3`M }H0}WM`1,8pBαq. In the above, β “ pβ1, β2, β3q and δ “ pδ1, δ2, δ3q are multi-indices
and the coefficients of a rank 2`|β|` |δ| generalised magnetic polarizability tensor (GMPT) are defined by

Mβδ
kj :“´ pCσ˚qβδkj ` pN

σ˚q
βδ
kj ` pN

0q
βδ
kj ,

where parenthesis have been used to make the presentation clearer and

pCσ˚qβδkj :“´
iνα3`|β|`|δ|p´1q|β|

2β!δ!p|β| ` 1qp|δ| ` 2q
ek ¨

ż

B

ξ ˆ
´

ξβpθ
p0q,δ
j ` θ

p1q,δ
j q

¯

dξ, (11a)

pNσ˚q
βδ
kj :“

`

1´ µ´1
r

˘ α3`|β|`|δ|p´1q|β|

β!δ!
ek ¨

ż

B

ξβ
ˆ

1

|δ| ` 2
∇ξ ˆ θ

p1q,δ
j

˙

dξ, (11b)

pN0q
βδ
kj :“

`

1´ µ´1
r

˘ α3`|β|`|δ|p´1q|β|

β!δ!
ek ¨

ż

B

ξβ
ˆ

1

|δ| ` 2
∇ξ ˆ θ

p0q,δ
j

˙

dξ. (11c)

In the above, θ
p1q,δ
j and θ

p0q,δ
j satisfy the transmission problems

∇ξ ˆ µ
´1
˚ ∇ξ ˆ θ

p1q,δ
j ´ iνpθ

p1q,δ
j ` θ

p0q,δ
j q “ 0 in B, (12a)

∇ξ ¨ θ
p1q,δ
j “ 0, ∇ξ ˆ∇ξ ˆ θ

p1q,δ
j “ 0 in Bc, (12b)

rnˆ θ
p1q,δ
j sΓ “ 0 on Γ, (12c)

rnˆ µ̃´1
r ∇ξ ˆ θ

p1q,δ
j sΓ “ 0 on Γ, (12d)

ż

Γ

n ¨ θ
p1q,δ
j dξ “ 0, (12e)

θ
p1q,δ
j “ Op|ξ|´1q as |ξ| Ñ 8, (12f)
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and

∇ξ ˆ µ
´1
r ∇ξ ˆ θ

p0q,δ
j “ 0 in B, (13a)

∇ξ ¨ θ
p0q,δ
j “ 0, ∇ξ ˆ∇ξ ˆ θ

p0q,δ
j “ 0 in Bc, (13b)

rnˆ θ
p0q,δ
j sΓ “ 0 on Γ, (13c)

rnˆ µ̃´1
r ∇ξ ˆ θ

p0q,δ
j sΓ “ 0 on Γ, (13d)

ż

Γ

n ¨ θ
p0q,δ
j dξ “ 0, (13e)

θ
p0q,δ
j ´ ξδej ˆ ξ “ Op|ξ|´1q as |ξ| Ñ 8, (13f)

respectively.

Proof. We cannot set θδj “ θ
p1q,δ
j ` θ

p0q,δ
j ´ ξδej ˆ ξ in Theorem 4.3 since ∇ξ ¨ pξ

δej ˆ ξq ‰ 0 in general.
Instead, we need to replace (39) in [8] with

w0pξq “ w
p1q
0 pξq `w

p0q
0 pξq ´

P
ÿ

δ,|δ|“0

iωµ0
α|δ|

δ!
BδzppH0pzqqjqξ

δej ˆ ξ,

where we can show that

∇ξ ¨

¨

˝

P
ÿ

δ,|δ|“0

iωµ0
α|δ|

δ!
BδzppH0pzqqjqξ

δej ˆ ξ

˛

‚“ 0,

which, instead of the transmission problem for w0, allows the introduction of the transmission problems

for w
p1q
0 and w

p0q
0 as

∇ξ ˆ µ
´1
r ∇ξ ˆ pw

p0q
0 `w

p1q
0 q ´ iνpw

p0q
0 `w

p1q
0 q “ 0 in B,

∇ξ ˆ∇ξ ˆw
p1q
0 “ 0 in Bc,

∇ξ ¨w
p1q
0 “ 0 in Bc,

rnˆw
p1q
0 sΓ “ 0, rnˆ µ̃´1

r ∇ˆwp1q0 sΓ “ 0 on Γ,

w
p1q
0 “ Op|ξ|´1q as |ξ| Ñ 8,

and

∇ξ ˆ µ
´1
r ∇ξ ˆw

p0q
0 “ 0 in B,

∇ξ ˆ∇ξ ˆw
p0q
0 “ 0 in Bc,

∇ξ ¨w
p0q
0 “ 0 in B YBc,

rnˆw
p0q
0 sΓ “ 0, rnˆ µ̃´1

r ∇ˆwp0q0 sΓ “ 0 on Γ,

w
p0q
0 ´

¨

˝

P
ÿ

δ,|δ|“0

iωµ0
α|δ|

δ!
BδzppH0pzqqjqξ

δej ˆ ξ

˛

‚“ Op|ξ|´1q as |ξ| Ñ 8,

respectively. By introducing

w
p0q
0 “

P
ÿ

δ,|δ|“0

iωµ0
α|δ|

δ!
BδzppH0pzqqjqθ

p0q,δ
j ,

w
p1q
0 “

P
ÿ

δ,|δ|“0

iωµ0
α|δ|

δ!
BδzppH0pzqqjqθ

p1q,δ
j ,

and following similar steps to the proof of Theorem 4.3 the result then follows.

Remark 4.5. Theorem 4.4 provides a natural extension of the splitting of an MPT, described in Lemma
1 of [7], to the case of GMPTs in terms of multi-indices.
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5 GMPT properties

In this section, we consider some properties of GMPTs including their symmetries, explicit formulae for
their real and imaginary parts and also consideration of their spectral behaviour.

5.1 GMPT symmetries

Introducing

DKpm`1qJpp`1q :“p´1qm2pm` 1q!p!pp` 2qCKpm`1qJpp`1q

“´ iνα3`m`pek ¨

ż

B

ξ ˆ
`

pΠpξqqKpmqpθJpp`1q ` pΠpξqqJppqej ˆ ξq
˘

dξ,

then we have the following result on the symmetry of the tensor coefficients:

Lemma 5.1. For objects with µ˚ “ µ0 the following symmetry holds

DKpm`1qJpp`1q “ DJpp`1qKpm`1q. (14)

Proof. By using the transmission problem (4) we get

DKpm`1qJpp`1q “´ α
3`m`p

ż

B

iν
`

θJpp`1q ` pΠpξqqJppqej ˆ ξ
˘

¨ ek ˆ ξpΠpξqqKpmqdξ

“´ α3`m`p

ż

B

∇ˆ µ´1
r ∇ˆ θJpp`1q ¨

1

iν

`

∇ˆ µ´1
r ∇ˆ θKpm`1q ´ iνθKpm`1q

˘

dξ.

Next, by applying integration by parts
ż

B

∇ˆ µ´1
r ∇ˆ θJpp`1q ¨ θKpm`1qdξ “

ż

B

µ´1
r ∇ˆ θJpp`1q ¨∇ˆ θKpm`1qdξ

`

ż

B

∇ ¨
`

µ´1
r ∇ˆ θJpp`1q ˆ θKpm`1q

˘

dξ,

and then using the transmission conditions in (4) gives
ż

B

∇ ¨
`

µ´1
r ∇ˆ θJpp`1q ˆ θKpm`1q

˘

dξ “

ż

Γ

θKpm`1q ¨
`

n´ ˆ µ´1
r ∇ˆ θJpp`1q

˘

|´dξ

“

ż

Γ

θKpm`1q ¨
`

n´ ˆ∇ˆ θJpp`1q

˘

|`dξ `

ż

Γ

pp` 2qrµ̃´1
r sΓθKpm`1q ¨

`

n´ ˆ ej
˘

pΠpξqqJppqdξ

“´

ż

Bc
∇ ¨

`

∇ˆ θJpp`1q ˆ θKpm`1q

˘

dξ `

ż

B

pp` 2qrµ̃´1
r sΓ∇ ¨

`

ejpΠpξqqJppq ˆ θKpm`1q

˘

dξ

“

ż

Bc
∇ˆ θJpp`1q ¨∇ˆ θKpm`1qdξ

`

ż

B

pp` 2qrµ̃´1
r sΓ

`

θKpm`1q ¨∇ˆ pejpΠpξqqJppqq ´∇ˆ θKpm`1q ¨ ejpΠpξqqJppq
˘

dξ.

Considering the product pD2`m
x Gpx, zqqi,Kpm`1qDKpm`1qJpp`1q and the above expression, we have

pD2`m
x Gpx, zqqi,Kpm`1q

ż

B

∇ ¨
`

µ´1
r ∇ˆ θJpp`1q ˆ θKpm`1q

˘

dξ “

pD2`m
x Gpx, zqqi,Kpm`1q

ˆ
ż

Bc
∇ˆ θJpp`1q ¨∇ˆ θKpm`1qdξ

´

ż

B

pp` 2qrµ̃´1
r sΓ

`

∇ˆ θKpm`1q ¨ ejpΠpξqqJppq
˘

dξ

˙

.

So that

DKpm`1qJpp`1q “ ´α
3`m`p

ˆ
ż

B

1

iν
∇ˆ µ´1

r ∇ˆ θJpp`1q ¨∇ˆ µ´1
r ∇ˆ θKpm`1qdξ

´

ż

BYBc
µ̃´1
r ∇ˆ θJpp`1q ¨∇ˆ θKpm`1qdξ `

ż

B

pp` 2qrµ̃´1
r sΓ

`

∇ˆ θKpm`1q ¨ ejpΠpξqqJppq
˘

dξ

˙

,

with the required symmetry following for µ˚ “ µ0.
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Corollary 5.2. If using mutli-indices, we can introduce

Dβδ
kj :“p´1q|β|2β!δ!p|β| ` 1qp|δ| ` 2qCβδkj

“´ iνα3`|β|`|δ|ek ¨

ż

B

ξ ˆ
´

ξβpθδj ` ξ
δej ˆ ξq

¯

dξ, (15)

and following analogous steps to the proof of Lemma 5.1 obtain

Dβδ
kj “´ α

3`m`p

ˆ
ż

B

1

iν
∇ˆ µ´1

r ∇ˆ θδj ¨∇ˆ µ´1
r ∇ˆ θβkdξ

´

ż

BYBc
µ̃´1
r ∇ˆ θδj ¨∇ˆ θ

β
kdξ `

ż

B

p|δ| ` 2qrµ̃´1
r sΓ

´

∇ˆ θβk ¨ ejpξq
δ
¯

dξ

˙

,

and, hence,
Dβδ
kj “ Dδβ

jk , (16)

for µ˚ “ µ0.

Corollary 5.3. In the case of general µ˚,

Mβδ
kj :“´ Cβδkj `Nβδ

kj ,

“
α3`m`pp´1q|β|

β!δ!

ˆ

1

2p|β| ` 1qp|δ| ` 2q

ˆ
ż

B

1

iν
∇ˆ µ´1

r ∇ˆ θδj ¨∇ˆ µ´1
r ∇ˆ θβkdξ

´

ż

BYBc
µ̃´1
r ∇ˆ θδj ¨∇ˆ θ

β
kdξ `

ż

B

p|δ| ` 2qrµ̃´1
r s

´

∇ˆ θβk ¨ ejpξq
δ
¯

dξ

˙

` rµ̃´1
r sek ¨

ż

B

pξqβ
ˆ

1

|δ| ` 2
∇ˆ θδj ` ξ

δej

˙

dξ.

Thus, we see that we have the symmetry

Mβδ
kj

p´1q|β|
“

Mδβ
jk

p´1q|δ|
“Mδβ

jk ,

if |δ| “ 2|β|.

The analogous form of (15) for the split fields is

Dβδ
kj :“p´1q|β|2β!δ!p|β| ` 1qp|δ| ` 2qCβδkj

“´ iνα3`|β|`|δ|ek ¨

ż

B

ξ ˆ
´

ξβpθ
p0q,δ
j ` θ

p1q,δ
j q

¯

dξ,

and a related symmetry result for this case can be established also.

Remark 5.4. The symmetry properties listed in this section extend the known complex symmetric prop-
erty of rank 2 MPTs obtained in [9, 6].

5.2 Real and imaginary parts of GMPTs

In this section, we establish explicit formulae for the real and imaginary parts of the coefficients of GMPTs
through the following result:

Lemma 5.5. For objects with µ˚ “ µ0, the coefficients of Dβδ
kj satisfy

Dβδ
kj “´ α

3`|β|`|δ|

ˆ
ż

B

i

ν
∇ˆ µ´1

r ∇ˆ θp1q,βk ¨∇ˆ µ´1
r ∇ˆ θp1q,δj dξ

˙

´

ż

BYBc
µ̃´1
r ∇ˆ θp1q,βk ¨∇ˆ θp1q,δj dξ

˙

, (17)

and can be written in the form Dβδ
kj “ Rβδ

kj ` iIβδkj where

Rβδ
kj “RepDβδ

kj q “ α3`|β|`|δ|

ˆ
ż

BYBc
µ̃´1
r ∇ˆ θp1q,βk ¨∇ˆ θp1q,δj dξ

˙

, (18a)

Iβδkj “ImpDβδ
kj q “ ´α

3`|β|`|δ|

ˆ
ż

B

1

ν
∇ˆ µ´1

r ∇ˆ θp1q,βk ¨∇ˆ µ´1
r ∇ˆ θp1q,δj dξ

˙

, (18b)

and the overbar denotes the complex conjugate.
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Proof. The first part of the proof follows similar steps to Lemma 5.1, but we note that since µ˚ “ µ0 then

ξβek ˆ ξ “ θ
p0q,β
k and since θ

p0q,β
k P R3 we have

ξβek ˆ ξ “θ
p0q,β
k “ θ

p0q,β
k “

1

iν

ˆ

∇ˆ µ´1
r ∇ˆ θp1q,βk ´ θ

p1q,β
k

˙

.

Thus, we obtain

Dβδ
kj “ ´α

3`|β|`|δ|

ˆ
ż

B

i

ν
∇ˆ µ´1

r ∇ˆ θp1q,δj ¨∇ˆ µ´1
r ∇ˆ θp1q,βk dξ ´

ż

B

∇ˆ µ´1
r ∇ˆ θp1q,δj ¨ θ

p1q,β
k dξ

˙

,

and a further application of integration parts gives (17). Next, we proceed in an analogous way to the

proof of Theorem 5.1 in [9] and introduce the real and imaginary parts of Dβδ
kj as

Rβδ
kj “ RepDβδ

kj q “α
3`|β|`|δ|Im

ˆ
ż

B

1

ν
∇ˆ µ´1

r ∇ˆ θp1q,δj ¨∇ˆ µ´1
r ∇ˆ θp1q,βk dξ

˙

` α3`|β|`|δ|Re

ˆ
ż

BYBc
µ̃´1
r ∇ˆ θp1q,δj ¨∇ˆ θp1q,βk dξ

˙

,

and

Iβδkj “ ImpDβδ
kj q “ ´ α

3`|β|`|δ|Re

ˆ
ż

B

1

ν
∇ˆ µ´1

r ∇ˆ θp1q,δj ¨∇ˆ µ´1
r ∇ˆ θp1q,βk dξ

˙

` α3`|β|`|δ|Im

ˆ
ż

BYBc
µ̃´1
r ∇ˆ θp1q,δj ¨∇ˆ θp1q,βk dξ

˙

,

respectively. Continuing to follow the proof of Theorem 5.1 from [9], and by using properties of the complex
conjugate and our earlier symmetry result (16) for the tensor in multi-index form, we achieve the desired
result.

Remark 5.6. Lemma 5.5 shows that for µ˚ “ µ0, explicit formulae for the real and imaginary parts of a
GMPT can be obtained that are similar to those known for a rank 2 MPTs obtained in Theorem 5.1 of [9].

5.3 Spectral behaviour of GMPT coefficients

The spectral behaviour of θ
p1q,β
k as a function of ν presented in the lemma below can be obtained in an

analogous way to that of θ
p1q
k derived in Lemma 8.2 of [9].

Lemma 5.7. The weak solution to (12) for ν P r0,8q can be expressed as the convergent series

θ
p1q,β
k “ ´

8
ÿ

n“1

iν

iν ´ λn
Pnpθ

p0q,β
k q “

8
ÿ

n“1

βnPnpθ
p0q,β
k q, βn :“ ´

iν

iν ´ λn
,

where Pnpθ
p0q,β
k q “ φnxθ

p0q,β
k ,φnyL2pBq, xu,vyL2pBq :“

ş

B
u ¨ vdξ, pλn,φnq satisfy (39) in [9] and

Repβnq “ ´
ν2

ν2 ` λ2
n

, Impβnq “
νλn

ν2 ` λ2
n

.

Furthermore, by applying similar arguments to the proof of Lemma 8.5 in [9], we can also obtain the

following result on the spectral behaviour of Rβδ
kj and Rβδ

kj with ν:

Lemma 5.8. The coefficients of Rβδ
kj and Iβδkj can be expressed as the convergent series

Rβδ
kj “´

α3`|β|`|δ|

4

8
ÿ

n“1

Repβnqλnxφn,θ
p0q,β
k yL2pBqxφn,θ

p0q,δ
j yL2pBq,

Iβδkj “´
α3`|β|`|δ|

4

8
ÿ

n“1

Impβnqλnxφn,θ
p0q,β
k yL2pBqxφn,θ

p0q,δ
j yL2pBq.

Remark 5.9. Lemma 5.8 shows that the spectral behaviour of the GMPT coefficients is very similar to
that of the MPT coefficients previously obtained in Lemma 8.5 of [9]. This has also been borne out in both
the measurement and computation of GMPT coefficients that has been presented in [13].
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6 Harmonic GMPTs

For the purpose of this section, we assume that

• The object is located at the origin so that z “ 0.

• The background H0 is generated by a small exciting coil at position s sufficiently far from the object
so that it can be described as dipole source with moment d in the form

pH0p0qqi “pD
2
zGpz, sqqijpdqj

“pD2
xGpx, sqqij |x“0pdqj , (19)

at the position of the object with derivatives

BδzppH0pzqqiq|z“0 “B
δ
xppD

2
xGpx, sqqijq|x“0pdqj

“p´1q|δ|BδsppD
2
sGps,0qqijqpdqj .

Application of these assumptions to (10) gives

pHα ´H0qpxqi “
M´1
ÿ

β,|β|“0

M´1´|β|
ÿ

δ,|δ|“0

p´1q|δ|Bβx pD
2
xGpx,0qqikqM

βδ
kj B

δ
sppD

2
sGps,0qqj`qpdq` ` pRpxqqi. (20)

6.1 Green’s function expansions

Recall that the Laplace free space Green’s function Gpx,x1q, where x and x1 are the points with spherical
coordinates pr, θ, ψq and pr1, θ1, ψ1q, respectively, can also be expressed in terms of the (complex) spherical
harmonics Y mn pθ, ψq and Y mn pθ

1, ψ1q of homogeneous degree n and order m, with ´n ď m ď n and then in
terms of the functions Km

n pxq “ 1{rn`1Y mn pθ, ψq and Hm
n px

1q “ r1
n
Y mn pθ

1, ψ1q as (e.g. [11])

Gpx,x1q “
8
ÿ

n“0

|x1|n

|x|n`1

1

2n` 1

n
ÿ

m“´n

Y mn pθ, φqY
m
n pθ

1, φ1q

“

8
ÿ

n“0

1

2n` 1

n
ÿ

m“´n

Km
n pxqH

m
n px

1q, (21)

provided that |x1| ă |x|. Noting that Hm
n px

1q are homogenous harmonic functions and that Km
n pxq are also

harmonic, we observe that (21) is harmonic with respect to x1 and x, respectively. Furthermore, Gpx,x1q
can be expressed in terms of real valued harmonic polynomials I`npxq and I`

1

n px
1q as

Gpx,x1q “
8
ÿ

n“0

1

2n` 1

1

|x|2n`1

n
ÿ

m“´n

n
ÿ

`1“´n

n
ÿ

`“´n

aIH
`1mI

`1

n px
1qaIH

`mI
`
npxq

“

8
ÿ

n“0

1

2n` 1

1

|x|2n`1

n
ÿ

`“´n

I`npx
1qI`npxq,

since the coefficients aIH
`m satisfy

řn
m“´n a

IH
`1ma

IH
`m “ δ`1`, provided that I`npxq are normalised appropri-

ately [11]. Furthermore, from [11], we have

Gpx,x1q “
8
ÿ

β,|β|“0

1

2|β| ` 1

|β|
ÿ

m“´|β|

Km
|β|pxqa

MH
βm px

1qβ . (22)

For |x1| in a compact set and as |x| Ñ 8, a Taylor expansion [5][pg. 77] gives

Gpx,x1q “
8
ÿ

β,|β|“0

p´1q|β|

β!
BβxGpx,0qpx

1qβ , (23)

so that

1

2|β| ` 1

|β|
ÿ

m“´|β|

Km
|β|pxqa

MH
βm “

p´1q|β|

β!
BβxGpx,0q. (24)
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Building on the above, we can also relate higher derivatives of D2
xGpx,0q to higher order derivatives of

Km
|β|pxq by differentiating (22) term by term, since it is absolutely and uniformly convergent, giving

D2
xGpx,x

1q “

8
ÿ

β,|β|“0

1

2|β| ` 1

|β|
ÿ

m“´|β|

D2
xpK

m
|β|pxqqa

MH
βm px

1qβ , (25)

and constructing a Taylor series expansion of D2
xGpx,x

1q for |x1| in a compact set as |x| Ñ 8 in the form

D2
xGpx,x

1q “

8
ÿ

β,|β|“0

p´1q|β|

β!
Bβx pD

2
xGpx,0qqpx

1qβ . (26)

Thus, by comparing (25) and (26),

p´1q|β|

β!
Bβx pD

2
xGpx,0qq “

1

2|β| ` 1

|β|
ÿ

m“´|β|

D2
xpK

m
|β|pxqqa

MH
βm “

1

2|β| ` 1

|β|
ÿ

m“´|β|

D2
xpK

m
|β|pxqqa

MH
βm , (27)

since D2
xGpx,x

1q is real.

6.2 Harmonic GMPT expansion

Using the alternative forms of Green function expansions allow us to introduce what we call a harmonic
GMPT (HGMPT) expansion for the assumptions listed in Section 6. The advantage of HGMPTs is that
they require fewer coefficients than GMPTs to characterise an object for a given rank.

Theorem 6.1. For any M ą 0, the magnetic field perturbation in the presence of a small conducting object
Bα “ αB ` z for the eddy current model when ν and µr are order one and x is away from the location z
of the inclusion under the assumptions in Section 6 is completely described by the asymptotic formula

pHα ´H0qpxqi “
M´1
ÿ

`“0

M´1´`
ÿ

t“0

ÿ̀

p“´`

t
ÿ

q“´t

ˆ

D2
x

ˆ

1

|x|2``1
Ip` pxq

˙˙

ik

MH,`ptq
kj

ˆ

D2
s

ˆ

1

|s|2t`1
Iqt psq

˙˙

jo

do

` pRpxqqi, (28)

with |Rpxq| ď Cα3`M }H0}WM`1,8pBαq. In the above, MH,`ptq
kj are the coefficients of rank 2```t HGMPTs

given by

MH,`ptq
kj “

iνα3```tp´1q`

2p`` 1qpt` 2qp2`` 1qp2t` 1q
ek ¨

ż

B

ξ ˆ
´

Ip` pξqpψ
p0q,t,q
j `ψ

p1q,t,q
j q

¯

dξ

`
`

1´ µ´1
r

˘ α3```tp´1q`

p2`` 1qp2t` 1q
ek ¨

ż

B

Ip` pξq

ˆ

1

t` 2
∇ξ ˆψ

p1q,t,q
j

˙

dξ

`
`

1´ µ´1
r

˘ α3```tp´1q`

p2`` 1qp2t` 1q
ek ¨

ż

B

Ip` pξq

ˆ

1

t` 2
∇ξ ˆψ

p0q,t,q
j

˙

dξ, (29)

where ψ
p0q,t,q
j and ψ

p1q,t,q
j satisfy the transmission problems

∇ξ ˆ µ
´1
r ∇ξ ˆψ

p0q,t,q
j “ 0 in B, (30a)

∇ξ ¨ψ
p0q,t,q
j “ 0, ∇ξ ˆ∇ξ ˆψ

p0q,t,q
j “ 0 in Bc, (30b)

rnˆψ
p0q,t,q
j sΓ “ 0 on Γ, (30c)

rnˆ µ̃´1
r ∇ξ ˆψ

p0q,t,q
j sΓ “ 0 on Γ, (30d)

ψ
p0q,t,q
j ´ Iqt pξqej ˆ ξ “ Op|ξ|´1q as |ξ| Ñ 8, (30e)
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and

∇ξ ˆ µ
´1
r ∇ξ ˆψ

p1q,t,q
j ´ iνpψ

p1q,t,s
j `ψ

p0q,t,q
j q “ 0 in B, (31a)

∇ξ ¨ψ
p1q,t,q
j “ 0, ∇ξ ˆ∇ξ ˆψ

p1q,t,q
j “ 0 in Bc, (31b)

rnˆψ
p1q,t,q
j sΓ “ 0 on Γ, (31c)

rnˆ µ̃´1
r ∇ξ ˆψ

p1q,t,q
j sΓ “ 0 on Γ, (31d)

ż

Γ

n ¨ψ
p1q,t,q
j dξ “ 0, (31e)

ψ
p1q,t,q
j “ Op|ξ|´1q as |ξ| Ñ 8. (31f)

Proof. Starting from (20) and using (27) we get

pHα ´H0qpxqi “
M´1
ÿ

β,|β|“0

M´1´|β|
ÿ

δ,|δ|“0

β!δ!

p2|β| ` 1qp2|δ| ` 1q

|β|
ÿ

m“´|β|

|δ|
ÿ

n“´|δ|

pD2
xpK

m
|β|pxqqqika

MH
βmMβδ

kj pD
2
spK

n
|δ|psqqqjpdpa

MH
δn ` pRpxqqi,

“

M´1
ÿ

`“0

M´1´m
ÿ

t“0

ÿ̀

m“´`

t
ÿ

n“´t

pD2
xpK

m
` pxqqqikM

C,`mtn
kj pD2

spK
n
t psqqqjodo ` pRpxqqi, (32)

where, unlike in [11], we do not choose to take the complex conjugate ofD2
xpK

n
t psqqa

MH
δn since the contracted

type GMPTs MC are themselves complex, and have coefficients

MC,`mtn
kj “

1

p2`` 1qp2t` 1q

ÿ

β,|β|“`

ÿ

δ,|δ|“t

β!δ!aMH
βmMβδ

kja
MH
δn

“
1

p2`` 1qp2t` 1q

ÿ

β,|β|“`

ÿ

δ,|δ|“t

ˆ

aMH
βm

iνα3`|β|`|δ|p´1q|β|

2p|β| ` 1qp|δ| ` 2q
ek ¨

ż

B

ξ ˆ
´

ξβpθ
p0q,δ
j ` θ

p1q,δ
j q

¯

dξaMH
δn

` aMH
βm

`

1´ µ´1
r

˘

α3`|β|`|δ|p´1q|β|ek ¨

ż

B

ξβ
ˆ

1

|δ| ` 2
∇ξ ˆ θ

p1q,δ
j

˙

dξaMH
δn

`aMH
βm

`

1´ µ´1
r

˘

α3`|β|`|δ|p´1q|β|ek ¨

ż

B

ξβ
ˆ

1

|δ| ` 2
∇ξ ˆ θ

p0q,δ
j

˙

dξaMH
δn

˙

“
1

p2`` 1qp2t` 1q

ˆ

iνα3```tp´1q`

2p`` 1qpt` 2q
ek ¨

ż

B

ξ ˆ
´

Hm
` pξqpφ

p0q,t,n
j ` φ

p1q,t,n
j q

¯

dξ

`
`

1´ µ´1
r

˘

α3```tp´1q`ek ¨

ż

B

Hm
` ξ

ˆ

1

t` 2
∇ξ ˆ φ

p1q,t,n
j

˙

dξ

`
`

1´ µ´1
r

˘

α3```tp´1q`ek ¨

ż

B

Hm
` pξq

ˆ

1

t` 2
∇ξ ˆ φ

p0q,t,n
j

˙

dξ

˙

.

In the above, we have used
ř

β,|β|“` a
MH
βm ξ

β
“ Hm

` pξq. The vector fields φ
p0q,t,n
j pξq and φ

p1q,t,n
j pξq satisfy

the transmission problems

∇ξ ˆ µ
´1
r ∇ξ ˆ φ

p0q,t,n
j “ 0 in B, (33a)

∇ξ ¨ φ
p0q,t,n
j “ 0, ∇ξ ˆ∇ξ ˆ φ

p0q,t,n
j “ 0 in Bc, (33b)

rnˆ φ
p0q,t,n
j sΓ “ 0 on Γ, (33c)

rnˆ µ̃´1
r ∇ξ ˆ φ

p0q,t,n
j sΓ “ 0 on Γ, (33d)

φ
p0q,t,n
j ´Hn

t pξqej ˆ ξ “ Op|ξ|´1q as |ξ| Ñ 8, (33e)
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and

∇ξ ˆ µ
´1
r ∇ξ ˆ φ

p1q,t,n
j ´ iνpφ

p1q,t,n
j ` φ

p0q,t,n
j q “ 0 in B, (34a)

∇ξ ¨ φ
p1q,t,n
j “ 0, ∇ξ ˆ∇ξ ˆ φ

p1q,t,n
j “ 0 in Bc, (34b)

rnˆ φ
p1q,t,n
j sΓ “ 0 on Γ, (34c)

rnˆ µ̃´1
r ∇ξ ˆ φ

p1q,t,n
j sΓ “ 0 on Γ, (34d)

ż

Γ

n ¨ φ
p1q,t,n
j dξ “ 0, (34e)

φ
p1q,t,n
j “ Op|ξ|´1q as |ξ| Ñ 8, (34f)

respectively. Recall from [11] that

ÿ

β,|β|“`

aMH
βm ξ

β
“ Hm

` pξq “
ÿ̀

u“´`

aIH
umI

u
` pξq, (35)

are harmonic functions, and that Iu` pξq are real valued, then we can also write

ÿ

β,|β|“`

aMH
βmθ

p1q,β
k pξq “φ

p1q,`,m
k pξq “

ÿ̀

u“´`

aIH
umψ

p1q,`,u
k pξq,

ÿ

β,|β|“`

aMH
βmθ

p0q,β
k pξq “φ

p0q,`,m
k pξq “

ÿ̀

u“´`

aIH
umψ

p0q,`,u
k pξq,

where, after an appropriate replacement of indices, ψ
p0q,`,u
k pξq and ψ

p1q,`,u
k pξq are solutions to the trans-

mission problems (30) and (31), respectively. This means that

MC,`mtn
kj “

ÿ̀

u“´`

t
ÿ

v“´t

aIH
umMH,`utv

kj aIH
vn (36)

“
ÿ̀

u“´`

t
ÿ

v“´t

aIH
um

iνα3```tp´1q`

2p`` 1qpt` 2qp2`` 1qp2t` 1q
ek ¨

ż

B

ξ ˆ
´

Iu` pξqpψ
p0q,t,v
j `ψ

p1q,t,v
j q

¯

dξaIH
vn

` aIH
um

`

1´ µ´1
r

˘ α3```tp´1q`

p2`` 1qp2t` 1q
ek ¨

ż

B

Iu` pξq

ˆ

1

t` 2
∇ξ ˆψ

p1q,t,v
j

˙

dξaIH
vn

` aIH
um

`

1´ µ´1
r

˘ α3```tp´1q`

p2`` 1qp2t` 1q
ek ¨

ż

B

Iu` pξq

ˆ

1

t` 2
∇ξ ˆψ

p0q,t,v
j

˙

dξaIH
vn, (37)

and MH,`utv
kj are coefficients of what we call harmonic GMPTs (HGMPTs). We then introduce (36) into

(32) leading to

pHα ´H0qpxqi “
M´1
ÿ

`“0

M´1´`
ÿ

t“0

ÿ̀

m“´`

t
ÿ

n“´t

ÿ̀

u“´`

t
ÿ

v“´t

pD2
xpK

m
` pxqqqika

IH
umMH,`utv

kj aIH
vn

pD2
spK

n
t psqqqjodo ` pRpxqqi. (38)

Now, by using (35), we can write

Km
` pxq “

1

|x|2``1
Hm
` pxq “

1

|x|2``1

ÿ̀

p“´`

aIH
pmI

p
` pxq,

and substituting into (38) we get

pHα ´H0qpxqi “
M´1
ÿ

`“0

M´1´`
ÿ

t“0

ÿ̀

m“´`

t
ÿ

n“´t

ÿ̀

u“´`

t
ÿ

v“´t

ÿ̀

p“´`

t
ÿ

q“´t
ˆ

D2
x

ˆ

1

|x|2``1
Ip` pxq

˙˙

ik

aIH
pma

IH
umMH,`utv

kj

ˆ

D2
s

ˆ

1

|s|2t`1
Iqt psq

˙˙

jo

aIH
vna

IH
qndo ` pRpxqqi.
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Finally, using

ÿ̀

m“´`

aIH
pma

IH
um “ δpu,

completes the proof.

Corollary 6.2. It immediately follows from Theorem 6.1 that the voltage induced in a small receiving coil
at position xr with dipole moment f due to a small source coil at position xs with dipole moment d, after
truncation, is

Vsr “ pHα ´H0qpx
rqipfqi “

M´1
ÿ

`“0

M´1´`
ÿ

t“0

ÿ̀

p“´`

t
ÿ

q“´t

fi

ˆ

D2
x

ˆ

1

|x|2``1
Ip` pxq

˙
ˇ

ˇ

ˇ

ˇ

x“xr

˙

ik

MH,`ptq
kj

ˆ

D2
x

ˆ

1

|x|2t`1
Iqt pxq

˙
ˇ

ˇ

ˇ

ˇ

x“xs

˙

jo

do,

where we note the use of Roman r and s to denote the receive and source, respectively.

For what follows, we define the HGMPT matrices CH,`t
kj and NH,`t

kj with coefficients

pCH,`t
kj qpq :“´ iνek ¨

ż

B

ξ ˆ
´

Ip` pξqpψ
p0q,t,q
j `ψ

p1q,t,q
j q

¯

dξ,

pNH,`t
kj qpq :“

`

1´ µ´1
r

˘

ek ¨

ż

B

Ip` pξq
´

∇ξ ˆψ
p1q,t,q
j

¯

dξ

`
`

1´ µ´1
r

˘

ek ¨

ż

B

Ip` pξq
´

∇ξ ˆψ
p0q,t,q
j

¯

dξ,

which are of dimension p2`` 1q ˆ p2t` 1q, so that

MH,`ptq
kj “ ´

α3```rp´1q`

2p`` 1qpt` 2qp2`` 1qp2t` 1q
pCH,`t

kj qpq `
α3```tp´1q`

p2`` 1qp2t` 1q

1

t` 2
pNH,`t

kj qpq,

for ´` ď p ď `,´t ď q ď t. Additionally, we define the 1 ˆ p2t ` 1q and 1 ˆ p2` ` 1q matrices DItsj and

DI`rk with coefficients

pDItsjqq :“
3
ÿ

o“1

ˆ

D2
x

ˆ

1

|x|2t`1
Iqt pxq

˙
ˇ

ˇ

ˇ

ˇ

x“xs

˙

jo

do, ´t ď q ď t,

pDI`rkqp :“
3
ÿ

i“1

ˆ

D2
x

ˆ

1

|x|2``1
Ip` pxq

˙
ˇ

ˇ

ˇ

ˇ

x“xr

˙

ik

fi, ´` ď p ď `,

where again the Roman r and s denote receiver and source, respectively. It then follows from Corollary 6.2
that, after truncation,

Vsr “´

M´1
ÿ

`“0

M´1´`
ÿ

t“0

α3```tp´1q`

2p`` 1qpt` 2qp2`` 1qp2t` 1q

3
ÿ

k,j“1

DI`rkC
H,`t
kj pDItsjq

T

`

M´1
ÿ

`“0

M´1´`
ÿ

t“0

α3```tp´1q`

p2`` 1qp2t` 1q

1

t` 2

3
ÿ

k,j“1

DI`rkN
H,`t
kj pDItsjq

T , (39)

where T denotes the transpose. An alternative description of Vsr follows from (32) by introducing the

matrices CC,`r
kj and NC,`r

kj with coefficients

pCC,`t
kj qpq :“´ iνek ¨

ż

B

ξ ˆ
´

Hp
` pξqpφ

p0q,t,q
j ` φ

p1q,t,q
j q

¯

dξ, (40a)

pNC,`t
kj qpq :“

`

1´ µ´1
r

˘

ek ¨

ż

B

Hp
` pξq

´

∇ξ ˆ φ
p1q,t,q
j

¯

dξ

`
`

1´ µ´1
r

˘

ek ¨

ż

B

Hp
` pξq

´

∇ξ ˆ φ
p0q,t,q
j

¯

dξ, (40b)
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which are of dimension p2`` 1q ˆ p2t` 1q, so that

MC,`ptq
kj “ ´

α3```tp´1q`

2p`` 1qpt` 2qp2`` 1qp2t` 1q
pCC,`t

kj qpq `
α3```tp´1q`

p2`` 1qp2t` 1q

1

t` 2
pNC,`t

kj qpq,

for ´` ď p ď `,´t ď q ď t, and the 1ˆp2t` 1q and 1ˆp2`` 1q matrices DKt
sj and DK`

rk with coefficients

pDKt
sjqn “

3
ÿ

o“1

`

D2
xpK

n
t pxqq|x“xs

˘

jo
do, ´t ď n ď t,

pDK`
rkqm “

3
ÿ

i“1

`

D2
xpK

p
` pxqq|x“xr

˘

ik
fi, ´` ď m ď `.

Thus,

Vsr “´

M´1
ÿ

`“0

M´1´`
ÿ

t“0

α3```tp´1q`

2p`` 1qpt` 2qp2`` 1qp2t` 1q

3
ÿ

k,j“1

DK`
rkC

C,`t
kj pDKt

sjq
T

`

M´1
ÿ

`“0

M´1´`
ÿ

t“0

α3```tp´1q`

p2`` 1qp2t` 1q

1

t` 2

3
ÿ

k,j“1

DK`
rkN

C,`t
kj pDKt

sjq
T ,

is an alternative form to (39).

6.3 Transformation formulae for HGMPTs

We present results for the scaling, shifting and rotation of the HGMPT matrices. It is useful to introduce
the pp` 1q ˆ pp` 1q matrices AIH

p with entries

pAIH
p qmn :“ aIH

nm, ´p ď n ď p,´p ď m ď p,

which is unitary if Hm
n and Imn are chosen appropriately [11], so that we can write

CC,`t
kj “ AIH

` CH,`t
kj pA

IH
t q

˚, NC,`t
kj “ AIH

` NH,`t
kj pA

IH
t q

˚,

where ˚ denotes the complex conjugate transpose and

CH,`t
kj “ pAIH

` q
˚CC,`t

kj AIH
t , NH,`r

kj “ pAIH
` q

˚NC,`t
kj AIH

t .

6.3.1 Scaling

Lemma 6.3. For any positive integers `, t in the following and a real scaling parameter s ą 0 the following
holds

CC,`t
kj rsαB, ν, µrs “s

3CC,`t
kj rαB, s

2ν, µrs,

NC,`t
kj rsαB, ν, µrs “s

3NC,`t
kj rαB, s

2ν, µrs,

where rsαB, ν, µrs indicates evaluation for an object sαB with material parameters ν and µr.

Proof. Let φ
p0q,t,n
j,B pξ1q be the solution to (33). Then, since Hn

t psξ
1
q “ stHn

t pξ
1
q, we find that

1

s1`t
φ
p0q,t,n
j,sB psξ1q “ φ

p0q,t,n
j,B pξ1q,

where φ
p0q,t,n
j,sB is the solution to (33) with B replaced by sB. If φ

p1q,t,n
j,B rs2νs is the solution to (34) with ν

replaced by s2ν, we find that

1

s1`t
φ
p1q,t,n
j,sB rνspsξ1q “ φ

p1q,t,n
j,B rs2νspξ1q,
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where φ
p1q,t,n
j,sB rνs is the solution to (34) with B replaced by sB. Then, by the application of these results,

we find that

MC,`mtn
kj rsαB, ν, µrs “

1

p2`` 1qp2t` 1q

ˆ

iνα3```tp´1q`

2p`` 1qpt` 2q
ek ¨

ż

sB

ξ ˆ
´

Hm
` pξqpφ

p0q,t,n
j,sB ` φ

p1q,t,n
j,sB rνsq

¯

dξ

`
`

1´ µ´1
r

˘

α3```tp´1q`ek ¨

ż

sB

Hm
` pξq

ˆ

1

t` 2
∇ξ ˆ φ

p1q,t,n
j,sB rνs

˙

dξ,

`
`

1´ µ´1
r

˘

α3```tp´1q`ek ¨

ż

sB

Hm
` pξq

ˆ

1

t` 2
∇ξ ˆ φ

p0q,t,n
j,sB

˙

dξ

˙

“
1

p2`` 1qp2t` 1q
s3

ˆ

iνα3```tp´1q`

2p`` 1qpt` 2q
ek¨

ż

B

sξ1 ˆ
´

Hm
` psξ

1
qpφ

p0q,t,n
j,sB psξ1q ` φ

p1q,t,n
j,sB rνspsξ1qq

¯

dξ1

`
`

1´ µ´1
r

˘

α3```tp´1q`ek ¨

ż

B

Hm
` psξ

1
q

ˆ

1

t` 2

1

s
∇ξ1 ˆ ps

1`tφ
p1q,t,n
j,B rs2νsq

˙

dξ1,

`
`

1´ µ´1
r

˘

α3```tp´1q`ek ¨

ż

B

Hm
` psξ

1
q

ˆ

1

t` 2

1

s
∇ξ1 ˆ ps

1`tφ
p0q,t,n
j,B q

˙

dξ1
˙

“
1

p2`` 1qp2t` 1q
s3```t

ˆ

ips2νqα3```tp´1q`

2p`` 1qpt` 2q
ek¨

ż

B

ξ1 ˆ
´

Hm
` pξ

1
qpφ

p0q,t,n
j,B pξ1q ` φ

p1q,t,n
j,B rs2νspξ1qq

¯

dξ1

`
`

1´ µ´1
r

˘

α3```tp´1q`ek ¨

ż

B

Hm
` pξ

1
q

ˆ

1

t` 2
∇ξ1 ˆ pφ

p1q,t,n
j,B rs2νsq

˙

dξ1,

`
`

1´ µ´1
r

˘

α3```tp´1q`ek ¨

ż

B

Hm
` pξ

1
q

ˆ

1

t` 2
∇ξ1 ˆ pφ

p0q,t,n
j,B q

˙

dξ1
˙

“s3```tM`mtn
kj rαB, s2ν, µrs,

which, by replacing m with p and n by q, and using the definitions of pCC,`t
kj qpq and pNC,`t

kj qpq in (40),
completes the proof.

6.4 Translation

To deal with a translation (shift) of a HGMPT, we first recall the translation of Hm
n pξq “ rnTmn pθ, ϕq where

ξ has spherical coordinates pr, θ, ϕq. For z with spherical coordinates prz, θz, ϕzq and ξ1 with spherical
coordinates ξ ` z “ pr1, θ1, ϕ1q, Ammari et al. [4] provide the following

Hm
n pξ

1
q “ r1

n
Y mn pθ

1, ϕ1q “

pn,mq
ÿ

pν,µq

Cνµnmr
n´µ
z Y m´µn´ν pθz, ϕzqr

νY µν pθ, ϕq

“

pn,mq
ÿ

pν,µq

CνµnmH
m´µ
n´ν pzqH

µ
ν pξq,

for the translation of a spherical harmonic, which we have chosen to write in terms of Hm
n p¨q. In the above,

the real coefficient Cνµnm and the special form of summation are as defined in [4].
Building on the translation invariance property of the rank 2 MPT established in Proposition 5.1 of [3],

and the translation properties of HGPTs in Lemma 4.2 of [11], we establish the following for the translation
of HGMPTs.

Lemma 6.4. For any positive integers `, t in the following and a translation of B to Bz by a constant
vector z we have

pCC,`t
kj rBzsqmn “

p`,mq
ÿ

pν,µq

Cνµ`mH
m´µ
`´ν pzq

pt,nq
ÿ

pτ,λq

CτλtnH
n´λ
t´τ pzqpC

C,νµ
kj rBsqµτ ,

pNC,`t
kj rBzsqmn “

p`,mq
ÿ

pν,µq

Cνµ`mH
m´µ
`´ν pzq

pt,nq
ÿ

pτ,λq

CτλtnH
n´λ
t´τ pzqpN

C,νµ
kj rBsqµτ .
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Proof. Let F p0q,t,nz satisfy

∇ξ1 ˆ µ
´1
r ∇ξ1 ˆ F

p0q,t,n
z “ 0 in Bz, (41a)

∇ξ1 ¨ F
p0q,t,n
z “ 0, ∇ξ ˆ∇ξ ˆ F

p0q,t,n
z “ 0 in R3zBz, (41b)

rnˆ F p0q,t,nz sΓ “ 0 on BBz, (41c)

rnˆ µ̃´1
r ∇ξ1 ˆ F

p0q,t,n
z sΓ “ 0 on BBz, (41d)

F p0q,t,nz ´Hn
t pξ

1
qej ˆ ξ

1
“ Op|ξ1|´1q as |ξ1| Ñ 8, (41e)

and F p1q,t,nz satisify

∇ξ1 ˆ µ
´1
r ∇ξ1 ˆ F

p1q,t,n
z ´ iνpF p1q,t,nz ` F p0q,t,nz q “ 0 in Bz, (42a)

∇ξ ¨ F
p1q,t,n
z “ 0, ∇ξ1 ˆ∇ξ1 ˆ F

p1q,t,n
z “ 0 in R3zBz, (42b)

rnˆ F p1q,t,nz sΓ “ 0 on BBz, (42c)

rnˆ µ̃´1
r ∇ξ ˆ F

p1q,t,n
z sΓ “ 0 on BBz, (42d)

ż

BBz

n ¨ F p1q,t,nz dξ1 “ 0, (42e)

F p1q,t,nz “ Op|ξ1|´1q as |ξ1| Ñ 8, (42f)

and F
p0q,t,n
0 , F

p1q,t,n
0 be the corresponding solutions for z “ 0. Then,

Hn
t pξ

1
qej ˆ ξ

1
“

pt,nq
ÿ

pν,µq

CνµtnH
n´µ
t´ν pzqH

µ
ν pξqej ˆ pξ ` zq,

since Cνµrn is real, we have

F p0q,t,nz “

pt,nq
ÿ

pν,µq

CνµtnH
n´µ
t´ν pzqF

p0q,ν,µ
0 `

pt,nq
ÿ

pν,µq

CνµtnH
n´µ
t´ν pzqG

p0q,ν,µ
0 , (43a)

F p1q,t,nz “

pt,nq
ÿ

pν,µq

CνµtnH
n´µ
t´ν pzqF

p1q,ν,µ
0 `

pt,nq
ÿ

pν,µq

CνµtnH
n´µ
t´ν pzqG

p1q,ν,µ
0 . (43b)

In the above, G
p0q,t,n
0 satisfies

∇ξ ˆ µ
´1
r ∇ξ ˆG

p0q,t,n
0 “ 0 in B, (44a)

∇ξ ¨G
p0q,t,n
0 “ 0, ∇ξ ˆ∇ξ ˆG

p0q,t,n
0 “ 0 in Bc, (44b)

rnˆG
p0q,t,n
0 sΓ “ 0 on BB, (44c)

rnˆ µ̃´1
r ∇ξ ˆG

p0q,t,n
0 sΓ “ 0 on BB, (44d)

G
p0q,t,n
0 ´Hn

t pξqej ˆ z “ Op|ξ|´1q as |ξ| Ñ 8, (44e)

and G
p1q,t,n
0 satisfies

∇ξ ˆ µ
´1
r ∇ξ ˆG

p1q,t,n
0 ´ iνpG

p1q,t,n
0 `G

p0q,t,n
0 q “ 0 in B, (45a)

∇ξ ¨G
p1q,t,n
0 “ 0, ∇ξ ˆ∇ξ ˆG

p1q,t,n
0 “ 0 in Bc, (45b)

rnˆG
p1q,t,n
0 sΓ “ 0 on BB, (45c)

rnˆ µ̃´1
r ∇ξ ˆG

p1q,t,n
0 sΓ “ 0 on BB, (45d)

ż

BB

n ¨G
p1q,t,n
0 dξ “ 0, (45e)

G
p1q,t,n
0 “ Op|ξ1|´1q as |ξ| Ñ 8. (45f)

Setting G
p0q,t,n
0 “ Hn

t pξqej ˆ z “ ∇u in B then we can define ũ to be the solution to

∇2ũ “ 0 in Bc, (46a)

ũ “ u on Γ, (46b)

ũ “ Op|ξ|´1q as |ξ| Ñ 8, (46c)
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we have

G
p0q,t,n
0 “

"

Hn
t pξqej ˆ z in B

∇ũ in Bc
, G

p1q,t,n
0 “ 0.

This means that

MC,`mtn
kj rBzs “

iνα3```tp´1q`

2p`` 1qpt` 2qp2`` 1qp2t` 1q
ek ¨

ż

Bz

ξ1 ˆ
´

Hm
` pξ

1
qpF p0q,t,nz ` F p1q,t,nz q

¯

dξ1

`
`

1´ µ´1
r

˘ α3```tp´1q`

p2`` 1qp2t` 1q
ek ¨

ż

Bz

Hm
` pξ

1
q

ˆ

1

t` 2
∇ξ1 ˆ F

p1q,t,n
z

˙

dξ1

`
`

1´ µ´1
r

˘ α3```tp´1q`

p2`` 1qp2t` 1q
ek ¨

ż

Bz

Hm
` pξ

1
q

ˆ

1

t` 2
∇ξ1 ˆ F

p0q,t,n
z

˙

dξ1

“
α3```tp´1q`

2p`` 1qpt` 2qp2`` 1qp2t` 1q
ek ¨

ż

Bz

ξ1 ˆ
´

Hm
` pξ

1
q∇ξ1 ˆ∇ξ1 ˆ F

p1q,t,n
z

¯

dξ1

`
`

1´ µ´1
r

˘ α3```tp´1q`

p2`` 1qp2t` 1q
ek ¨

ż

Bz

Hm
` pξ

1
q

ˆ

1

t` 2
∇ξ1 ˆ F

p1q,t,n
z

˙

dξ1

`
`

1´ µ´1
r

˘ α3```tp´1q`

p2`` 1qp2t` 1q
ek ¨

ż

Bz

Hm
` pξ

1
q

ˆ

1

t` 2
∇ξ1 ˆ F

p0q,t,n
z

˙

dξ1,

by using the transmission problem (42). Next, using (43) and (40), we get

pCC,`t
kj rBzsqmn “´

p`,mq
ÿ

pν,µq

Cνµ`mH
m´µ
`´ν pzq

pt,nq
ÿ

pτ,λq

CτλtnH
n´λ
t´τ pzq

ek ¨

ż

B

pξ ` zq ˆ
´

Hµ
ν pξq∇ξ ˆ∇ξ ˆ F

p1q,τ,λ
0

¯

dξ

pNC,`t
kj rBzsqmn “

p`,mq
ÿ

pν,µq

Cνµ`mH
m´µ
`´ν pzq

pt,nq
ÿ

pτ,λq

CτλtnH
n´λ
t´τ pzq

ˆ

`

1´ µ´1
r

˘

ek ¨

ż

B

Hµ
ν pξq

´

∇ξ ˆ F
p1q,τ,λ
0

¯

dξ

`
`

1´ µ´1
r

˘

ek ¨

ż

B

Hµ
ν pξq

´

∇ξ ˆ F
p0q,τ,λ
0

¯

dξ

`
`

1´ µ´1
r

˘

ek ¨

ż

B

Hµ
ν pξq

´

∇ξ ˆG
p0q,τ,λ
0

¯

dξ

˙

,

with our final result immediately following, since, by replacing j with k in G
p0q,ν,µ
0 , and recalling ∇ ˆ

G
p0q,ν,µ
0 “ 0, then

ek ¨

ż

B

z ˆ
´

Hµ
ν pξq∇ξ ˆ∇ξ ˆ F

p1q,t,n
0

¯

dξ “

ż

B

∇ξ ˆ∇ξ ˆ F
p1q,t,n
0 ¨G

p0q,ν,µ
0 dξ “ 0,

by performing integration by parts.

6.5 Rotation

Consider a general rotation matrix R in terms of the Euler angles γ, β, α where the rotations are expressed
in the same manner as Section 4.3 in [4] as

R “

¨

˝

cos γ ´ sin γ 0
sin γ cos γ 0

0 0 1

˛

‚

¨

˝

cosβ 0 ´ sinβ
0 1 0

sinβ 0 cosβ

˛

‚

¨

˝

cosα ´ sinα 0
sinα cosα 0

0 0 1

˛

‚.

Following (4.8) [4] we have

Hm
n pRξq “

n
ÿ

m1“´n

ρm
1,m

n pα, β, γqHm1

n pξq, (47)

for where ρm
1,m

n is as defined in [4].
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In the following, we extend the results for the transformation of CGPTs under the action of R obtained
by Ammari it et al. in their Lemma 3.2 [4] and the transformation of MPTs under R obtained in Theorem
3.1 of [6] to the transformation of HGMPTs.

Lemma 6.5. For any positive integers `, r in the following and a transformation of B to RpBq by an
orthogonal rotation matrix R

CC,`t
kj rRpBqs “ pRqkupRqjvpQ`pRqC

C,`t
uv rBsQtpRq

T
q,

NC,`t
kj rRpBqs “ pRqkupRqjvpQ`pRqN

C,`t
uv rBsQtpRq

T
q,

where

Q`pRq :“

¨

˚

˚

˚

˝

ρ´`,´`` ρ´``1,´`
` ¨ ¨ ¨ ρ`,´``

ρ´`,´``1
` ρ´``1,´``1

` ¨ ¨ ¨ ρ`,´``1
`

. . . . . .
. . . . . .

ρ´`,`` ρ´``1,`
` ¨ ¨ ¨ ρ`,``

˛

‹

‹

‹

‚

. (48)

Proof. Let F
p0q,t,n
B,ej satisfy

∇ξ ˆ µ
´1
r ∇ξ ˆ F

p0q,t,n
B,ej “ 0 in B, (49a)

∇ξ ¨ F
p0q,t,n
B,ej “ 0, ∇ξ ˆ∇ξ ˆ F

p0q,t,n
B,ej “ 0 in Bc, (49b)

rnˆ F
p0q,t,n
B,ej sΓ “ 0 on BB, (49c)

rnˆ µ̃´1
r ∇ξ ˆ F

p0q,t,n
B,ej sΓ “ 0 on BB, (49d)

F
p0q,t,n
B,ej ´Hn

t pξqej ˆ ξ “ Op|ξ|´1q as |ξ| Ñ 8, (49e)

and F
p1q,t,n
B,ej satisfy

∇ξ1 ˆ µ
´1
r ∇ξ ˆ F

p1q,t,n
B,ej ´ iνpF

p0q,t,n
B,ej ` F

p1q,t,n
B,ej q “ 0 in B, (50a)

∇ξ ¨ F
p1q,t,n
B,ej “ 0, ∇ξ ˆ∇ξ ˆ F

p1q,t,n
B,ej “ 0 in Bc, (50b)

rnˆ F
p1q,t,n
B,ej sΓ “ 0 on BB, (50c)

rnˆ µ̃´1
r ∇ξ ˆ F

p1q,t,n
B,ej sΓ “ 0 on BB, (50d)

ż

BB

n ¨ F
p1q,t,n
B,ej dξ “ 0, (50e)

F
p1q,t,n
B,ej “ Op|ξ|´1q as |ξ| Ñ 8. (50f)

then, by combining (47) and Proposition 5.3 of [3], we have

F
p0q,t,n
RpBq,ej pRξq “

t
ÿ

n1“´t

ρn
1,n
t pα, β, γqRF

p0q,t,n1

B,RTej , F
p1q,t,n
RpBq,ej pRξq “

t
ÿ

n1“´t

ρn
1,n
t pα, β, γqRF

p1q,t,n1

B,RTej ,
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for all ξ P R3. Hence,

MC,`mtn
kj rRpBqs “

iνα3```tp´1q`

2p`` 1qpt` 2qp2`` 1qp2t` 1q
ek ¨

ż

RpBq

ξ ˆ
´

Hm
` pRξqpF

p0q,t,n
RpBq,ej ` F

p1q,t,n
RpBq,ej q

¯

dξ

`
`

1´ µ´1
r

˘ α3```tp´1q`

p2`` 1qp2t` 1q
ek ¨

ż

RpBq

Hm
` pRξq

ˆ

1

t` 2
∇ˆ F p1q,t,nRpBq,ej

˙

dξ

`
`

1´ µ´1
r

˘ α3```tp´1q`

p2`` 1qp2t` 1q
ek ¨

ż

RpBq

Hm
` pRpξqq

ˆ

1

t` 2
∇ξ ˆ F

p0q,t,n
RpBq,ej

˙

dξ

“pRqkupRqjv
ÿ̀

m1“´`

ρm
1,m

`

t
ÿ

n1“´t

ρn
1,n
t

ˆ

iνα3```tp´1q`

2p`` 1qpt` 2qp2`` 1qp2t` 1q
eu ¨

ż

B

ξ ˆ
´

Hm1
` pξqpF

p0q,t,n1

B,ev ` F
p1q,t,n1

B,ev q

¯

dξ

`
`

1´ µ´1
r

˘ α3```tp´1q`

p2`` 1qp2t` 1q
eu ¨

ż

B

Hm1
` pξq

ˆ

1

t` 2
∇ˆ F p1q,t,n

1

B,ev

˙

dξ

`
`

1´ µ´1
r

˘ α3```tp´1q`

p2`` 1qp2t` 1q
eu ¨

ż

B

Hm1
` pξq

ˆ

1

t` 2
∇ξ ˆ F

p0q,t,n1

B,ev

˙

dξ

˙

,

which follows by applying similar arguments to those in the proof of Proposition 5.3 in [3] and Theorem
3.1 in [6]. So that

pCC,`t
kj rRpBqsqmn “pRqkupRqjv

ÿ̀

m1“´`

ρm
1,m

`

t
ÿ

n1“´t

ρn
1,n
t pCC,`t

uv rBsqm1n1

“pRqkupRqjvqm` pC
C,`t
uv rBsqpq

n
r q
T ,

pNC,`t
kj rRpBqsqmn “pRqkupRqjv

ÿ̀

m1“´`

ρm
1,m

`

t
ÿ

n1“´t

ρn
1,n
t pNC,`t

uv rBsqm1n1

“pRqkupRqjvqm` pN
C,`t
uv rBsqpq

n
r q
T ,

where

qm` :“ pρ´`,m` , . . . , ρ`,m` q.

Introducing Q`pRq from (48) completes the proof.

6.6 HGMPT coefficients invariant under the action of a symmetry group

In this section, we consider how the voltage in a source–receiver pair changes if 1) the coils rotate and the
object is fixed; 2) if object rotates and the coils are fixed and then we also relate the two situations. Next,
we consider a scalar EIT problem where a procedure has already been established for determining HGPTs
coefficients invariant under the action of a symmetry group before presenting an approach to determine
the HGMPTs coefficients that are invariant under the action of a symmetry group in the vectorial eddy
current case.

6.6.1 Changes in voltage due to object rotation

If a coil arrangement rotates, with the rotation described by R, so that a new transmit location is xs1 “ Rxs

and its dipole moment is m1 “ Rm, the background magnetic field at the origin due a transmitter at xr1

can be expressed in terms of the field obtained from a transmitter at xs as

pH 1
0p0qqi “ pD

2
xGpx,0q|x“xs1 qijpm

1qj

“ pRqippRqjqpD
2
xGpx,0q|x“xsqpqpRqjtpmqt

“ pRqippD
2
xGpx,0qq|x“xsqpqpmqq “ pRqippH0p0qqp,

which follow using (19) and the properties of R.
We can also predict how the the coefficients of HGMPTs that we have derived in Theorem 6.1 will

transform if the coils are fixed and the object rotates. The coefficients of HGMPT are defined by two sets
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of indices; a set of tensorial indices, which we denote by subscripts k, j, and a further set of indices, denoted
by the subscripts `, p, t, q. The rank of the HGMPT is 2` `` t and the indices k, j, p, q are used to identify
different tensors of this rank, specifically 1 ď k, j ď 3, 0 ď ` ď M ´ 1, 0 ď t ď M ´ 1 ´ `, ´` ď p ď `
and ´t ď q ď t. In the simplest case, where M “ 1, we have MH,`prq

kj ” MC,`mrn
kj “ M00

kj “Mkj so that
HGMPTs and GMPTs in this case agree with the rank 2 MPT coefficients (up to a scaling dependent
on the definition of I0

0 pξq). Recall, that in [11] we chose the harmonic polynomials to be defined so that
xImn pxq, I

k
npxqyL2pBSq “ δmk where xu, vyL2pBSq :“

ş

BS
uvdx denotes the L2 inner product over the surface

of the unit sphere S. If an object is rotated as B1 “ RpBq, the rank 2 MPT coefficients of the transformed
object in terms of those for the original configuration are

M1
ij “ pMrRpBqsqij “ pRqippRqjqpMrBsqpq “ pRqippRqjqMpq,

with Section 6.5 providing the extension for HGMPTs.
We now consider how the voltage changes if an object B is fixed in position and both transmit and

receive coils simultaneously rotate by the same rotation matrix R. In this case, the voltage induced in a
source–receiver pair ps, rq with dipole moments f and d and the prime indicates the rotated quantities is

V 1sr “
M´1
ÿ

`“0

M´1´`
ÿ

t“0

ÿ̀

p“´`

t
ÿ

q“´t

fi
1
`

D2
x pK

p
` pxqq |x“xr1

˘

ik
pMrBsqC,`ptqkj

`

D2
x pK

q
t pxqq |x“xs1

˘

jo
do
1.

Then, noting that Kp
` px

r1q transforms in a similar way to Hp
` px

r1q “ Hp
` pRx

rq, as described in (47), we get

V 1sr “
M´1
ÿ

`“0

M´1´`
ÿ

t“0

ÿ̀

p“´`

t
ÿ

q“´t

pRqivfvpRqiwpRqkn
ÿ̀

p1“´`

ρp
1,p
` pα, β, γq

´

D2
x

´

Kp1

` pxq
¯

|x“xr

¯

wn
pMrBsqC,`ptqkj

pRqowpRqjmpRqou

t
ÿ

q1“´t

ρq
1,q
t pα, β, γq

´

D2
x

´

Kq1

t pxq
¯

|x“xs

¯

mu
dw

“

M´1
ÿ

`“0

M´1´`
ÿ

t“0

ÿ̀

p“´`

t
ÿ

q“´t

fvpRqkn
ÿ̀

p1“´`

ρp
1,p
` pα, β, γq

´

D2
x

´

Kp1

` pxq
¯

|x“xr

¯

vn
pMrBsqC,`prqkj

pRqjm

t
ÿ

q1“´t

ρq
1,q
t pα, β, γq

´

D2
x

´

Kq1

t pxq
¯

|x“xs

¯

mw
dw,

by using properties of orthogonal matrices. Swapping the order of summation gives

V 1sr “
M´1
ÿ

`“0

M´1´`
ÿ

t“0

ÿ̀

p“´`

t
ÿ

q“´t

ÿ̀

p1“´`

t
ÿ

q1“´t

`

D2
x pK

p
` pxqq |x“xr

˘

vn
fvpRqknρ

p,p1

` pα, β, γqpMrBsqC,`p
1tq1

kj

pRqjmρ
q,q1

t pα, β, γq
`

D2
x pK

q
t pxqq |x“xs

˘

mw
dw

“

M´1
ÿ

`“0

M´1´`
ÿ

t“0

ÿ̀

p“´`

t
ÿ

q“´t

`

D2
x pK

p
` pxqq |x“xr

˘

vn
fvpMrR

T pBqsqC,`ptqnm

`

D2
x pK

q
r pxqq |x“xs

˘

mw
dw,

so that V 1sr can also expressed in terms of fixed pair of source and receiver coils and a rotation of the object
by RT .

Analogously, we have

V 1sr “
M´1
ÿ

`“0

M´1´`
ÿ

r“0

ÿ̀

p“´`

t
ÿ

q“´t

fi
1

ˆ

D2
x

ˆ

1

|x|2``1
Ip` pxq

˙
ˇ

ˇ

ˇ

ˇ

x“xr1

˙

ik

pMrBsqH,`ptqkj

ˆ

D2
x

ˆ

1

|x|2t`1
Iqt pxq

˙
ˇ

ˇ

ˇ

ˇ

x“xs1

˙

jo

do
1

“

M´1
ÿ

`“0

M´1´`
ÿ

t“0

ÿ̀

p“´`

t
ÿ

q“´t

fi

ˆ

D2
x

ˆ

1

|x|2``1
Ip` pxq

˙
ˇ

ˇ

ˇ

ˇ

x“xr

˙

ik

pMrRT pBqsqH,`ptqkj

ˆ

D2
x

ˆ

1

|x|2t`1
Iqt pxq

˙
ˇ

ˇ

ˇ

ˇ

x“xs

˙

jo

do,

in terms of the HGMPT coefficients.

6.6.2 Scalar problem analogy

For a related scalar EIT problem, where object size is not considered, the induced voltage from a source,
receiver pair due to the presence of an object B with contrast k can be described as

Vsr “

8
ÿ

α,β,|α|“|β|“1

p´1q|α|`|β|

α!β!
pBαx pGpx,0qq|x“xrqMαβpB

β
x pGpx,0qq|x“xsq, (51)
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where Mα,β denote the coefficients of GPTs in terms of multi-indices, which we show in [6], can be expressed
in the alternative form

Vsr “

8
ÿ

p,q“1

1

|xr|2p`1|xs|2q`1

p
ÿ

i“´p

q
ÿ

j“´q

Iippx
rqMH

qjpiI
j
q px

sq,

where MH
qjpi are what we call the coefficients of harmonic GPTs or HGPTs. In [6], we describe an approach

for reducing the number of independent coefficients of a rank 2 symmetric polarizability tensor using the
rotational and reflectional symmetries of an object. This means that in practice for many objects the
number of independent objects is much smaller than 6. Then, in [11], based on the induced voltage in a
source, receiver pair for a related expansion for a scalar EIT type problem involving HGPTs, we developed
an approach for determining the symmetric products of harmonic polynomials Ipxq and Jpxq, of possibly
different degrees, in the form

Spx,yq “ Spy,xq “ IpxqJpyq ` JpxqIpyq,

that have the property that
SpRx,Ryq “ Spx,yq,

for all matrix representations R that make up the group G. This was then applied to reduce the number of
independent coefficients of HGPTs associated with objects that are members of a given symmetry group.

In order to establish the connection with HGMPTs it is useful to rewrite (51) in the alternative form

Vsr “

8
ÿ

α,β,|α|“|β|“0

p´1q|α|`|β|

p|α| ` 1qp|β| ` 1qα!β!
pBαx p∇xpGpx,0qqqi|x“xrqMαβ

ij pB
β
x p∇xpGpx,0qqqj |x“xsq, (52)

where summation over the tensorial indices i, j “ 1, 2, 3 is implied and

Mαβ
ij :“

ż

BB

yαi φj,βpyqdy, φj,βpyq :“ pλI ´K˚Bq
´1pνx ¨∇pxβi q|x“yq, y P BB, (53)

In the above, we have used the notation yαi “ yiy
α. Still further, an alternative form Mαβ

ij can be
established in terms of the solution ψj,β to the scalar transmission problem

∇2ψj,β “ 0 in B YBc, (54a)

rψj,βsΓ “ 0 on Γ, (54b)

Bψj,β
Bn

ˇ

ˇ

ˇ

ˇ

`

´ k
Bψj,β
Bn

ˇ

ˇ

ˇ

ˇ

´

“ n ¨ pxβejq on Γ, (54c)

ψj,β Ñ 0 as |x| Ñ 8, (54d)

in the form

Mαβ
ij “ pk ´ 1q

ż

B

pxαeiq ¨ px
βejqdx` pk ´ 1q2

ż

B

∇xβej ¨∇ψαi dx. (55)

In (54), we note that of the possible combinations of ∇xx
β
j we need only consider those functions that are

harmonic and, since the gradient of a harmonic function is still harmonic, we can restrict ourselves to xβej
with β being such that the multi-indices lead to polynomials xβ that are harmonic. The result in (55)
follows from Lemma 4.3 in [5] since again only those multi-indices α for which xαei is harmonic need be
considered. Furthermore,

Mαβ
ij “ pk ´ 1q

ż

B

pxαeiq ¨ px
βejqdx´ pk ´ 1q2

ż

Bc
∇ψβj ¨∇ψ

α
i dx´ pk ´ 1q2

ż

B

k∇ψβj ¨∇ψ
α
i dx,

which is obtained by integration by parts.
By beginning from (52), and repeating similar steps to [6], we arrive at

Vsr “

8
ÿ

`,t“0

ÿ̀

p“´`

t
ÿ

q“´t

ˆ

∇x

ˆ

1

|x|2``1
Ip` pxq

˙
ˇ

ˇ

ˇ

ˇ

x“xr

˙

k

MH,`ptq
kj

ˆ

∇x

ˆ

1

|x|2t`1
Iqt pxq

˙
ˇ

ˇ

ˇ

ˇ

x“xs

˙

j

, (56)
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where

MH,`ptq
kj “pk ´ 1q

ż

B

pIp` pxqekq ¨ pI
q
t pxqejqdx

´ pk ´ 1q2
ż

Bc
∇φk,`p ¨∇φj,tqdx´ pk ´ 1q2

ż

B

k∇φk,`p ¨∇φj,tqdx, , (57)

and

∇2φk,`p “ 0 in B YBc, (58a)

rφk,`psΓ “ 0 on Γ, (58b)

Bφk,`p
Bn

ˇ

ˇ

ˇ

ˇ

`

´ k
Bφk,`p
Bn

ˇ

ˇ

ˇ

ˇ

´

“ n ¨ pIp` pxqekq on Γ, (58c)

φk,`p Ñ 0 as |x| Ñ 8, (58d)

We observe that (56) has a similar form to (39) with summation over a set of tensorial indices 1 ď k, j ď 3
and additional summation over `, t “ 0, 1, . . . with ´` ď p ď ` as well as ´t ď q ď t. Still further, for

µr “ 1, then ψ
p0q,`,u
k “ Iu` pξqek ˆ ξ and we can write the coefficients of the HGMPTs in the alternative

symmetric form

MH,`ptq
kj “

iνα3```tp´1q`

2p`` 1qpt` 2qp2`` 1qp2t` 1q
ek ¨

ż

B

ξ ˆ
´

Ip` pξqpψ
p0q,t,q
j `ψ

p1q,t,q
j q

¯

dξ

“
α3```tp´1q`

2p`` 1qpt` 2qp2`` 1qp2t` 1q

ˆ
ż

B

1

iν
∇ˆ µ´1

r ∇ˆψp1q,t,qj ¨∇ˆ µ´1
r ∇ˆψp1q,`,pk dξ

´

ż

BYBc
µ̃´1
r ∇ˆψp1q,t,qj ¨∇ˆψp1q,`,pk dξ

˙

, (59)

by applying similar arguments to Lemma 5.1. Also, defining M̃H,`ptq
kj :“ 2p` ` 1qpt ` 2qMH,`ptq

kj , then we

see we have the symmetry M̃H,`ptq
kj “ M̃H,tq`p

jk .

6.6.3 Procedure to determine invariant HGMPT coefficients

Given the similarity between (56) to (39) we can proceed as follows to determine the coefficents of HGMPTs
and HGPTs (when expressed in the alternative form (57)) that are invariant under the action of a symmetry
group G:

1. For ` “ t “ 0, when the HGPTs and HGMPTs reduce to (complex) symmetric rank 2 tensors,
we apply the previous procedure from [6] to determine the independent coefficients associated with
indices 1 ď k, j ď 3.

2. For other cases, and once independent H(G)MPTs coefficients for indices k and j have been identified
as above, we propose to use the previously described approach in [11] to determine the symmetric
products of harmonic polynomials that are invariant under the action of a symmetry group. This, in
turn, allows us to additionally identify the independent coefficients for indices `, p, t, q for HGMPTs.

3. Once the independent HGMPT coefficients have been identified, we propose to use these as features
in classification algorithms where objects of the same symmetry group are grouped together to form
classes. We plan to investigate this in a future publication.

Remark 6.6. We envisage that the above procedure could be used to identify unexploded ordnance
(UXOs), landmine components, metallic objects of archeological significance as well as for identifying
objects for security screening and for other metal detection applications. Just as with situation in EIT
described in [11], in practice the measured Vsr will contain unavoidable errors and noise that are associated
with measurements. Still further, buried objects (and other objects that we wish to find) will often be
dented and deformed and so in practice a hidden object’s symmetries may only hold approximately in
practice.

7 Conclusion

In this work we have derived complete asymptotic expansions of pHα ´H0qpxq as α Ñ 0 using both
tensorial index and multi-index notation, which provide improved object characterisations using higher
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order GMPTs as a natural extension of the rank 2 MPT description. We provide splittings of the GMPT
object characterisations obtained, which make the magnetostatic contribution to pHα ´H0qpxq explicit.
We have derived symmetry properties of GMPTs, which extend those already known for rank 2 MPTs, and
have also obtained explicit formulae for the real and imaginary coefficients of GMPTs, again, extending
those already known for MPTs. We have derived results that explain the spectral behaviour of GMPT
coefficients (ie their behaviour as a function of frequency) and shown that their behaviour is similar to that
of the MPT coefficents. We have also introduced the new concept of harmonic GMPTs, which have fewer
coefficients than GMPTs of the same order. We have examined their scaling, translation and rotational
properties and provided an approach for determining the coefficients of HGMPTs that are invariant under
the action of a symmetry group, which could form a basis of object classification for (H)GMPTs.
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