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ABSTRACT

We present a model that predicts the light curve amplitudiidution for an ensemble
of low-mass magnetically active stars, under the assumgptioat stellar spin axes are ran-
domly orientated and that cool starspots have a charadatestale length and are randomly
distributed across the stellar surfaces. The model is cozdpaith observational data for
highly magnetically active M-dwarfs in the young cluster 8@516. We find that the best
fitting starspot scale length is not constrained by thesa alaine, but requires assumptions
about the overall starspot filling factor and starspot terajpee. Assuming a spot coverage
fraction 0f0.440.1 and a starspot to unspotted photosphere temperature fatinn0.05, as
suggested by the inflated radii of these stars compared tatewwary model predictions and
by TiO band measurements on other active cool stars of eadectral type, the best-fitting
starspot angular scale Iength3i$ff degrees, or a linear scale length~of25 000 km. This
linear scale length is similar to large sunspot groups, bbttitnes smaller than the starspots
recently deduced on an active G-dwarf using eclipse magpiragtransiting exoplanet. How-
ever, the best-fitting spot scale length in the NGC 2516 Mrésiacreases with the assumed
spot temperature ratio and with the inverse square rootefadsumed spot filling factor.
Hence the light curve amplitude distribution might equaligll be described by these larger
spot scale lengths if the spot filling factors are).1 or the spot temperature ratiois0.9.

Key words: stars: rotation — stars: magnetic activity; stars: low-snaslusters and associa-
tions: NGC 2516.

1 INTRODUCTION NGC 2516, by multiplying together their rotation periodsl &gua-
torial velocities. These magnetically active stars appeahave
radii that are larger than both model predictions and thié naeb-
sured by interferometry for otherwise similar, magneticedactive
field stars. The radius discrepancy increases towards loasses,
reaching~ 50 per cent at a given luminosity in M4 stars. Jackson
et al. interpreted this inflation in terms of a two-temperatphoto-
spheric model that required large (20 per cent to more thaoes0
cent in the coolest stars) filling factors of dark starspots.

The dark starspot hypothesis was motivated by: (i) the tasali

Starspots are a ubiquitous manifestation of magnetic igctin
the photospheres of cool stars with convective envelopbsirT
sizes, filling factors and temperatures are important caims on
the dynamo mechanism, which regenerates and amplifies the su
photospheric magnetic field, and on the magneto-hydrodimam
processes which shape the emergence of magnetic fieldstiesa t
sub-photospheric layers out into the photosphere and befsme
reviews by Thomas & Weiss 2008; Strassmeier 2009). Beyond
these diagnostic roles, starspots cause rotational mietutaf light ) et - ) > g -
curves that enable stellar rotation periods to be estimateca nui-  tively similar discrepancies seen in the magneticallyvaatompo-
sance source of radial velocity jitter when searching fapdanets ~ nents of close, low-mass binary systems (Ribas at al. 2008ks
(e.g. Reiners et al. 2010; Barnes, Jeffers & Jones 201 1jyseithe et al. 2009; '_I'orres, Andersen & Gimenez 2910), for which & sim
estimation of stellar radii in active, eclipsing binariesy( Jeffers ilar éxplanation has been advanced (Chabrier et al. 200Tal®
et al. 2006; Morales et al. 2010) and, if the filling factor asge, et al. 2010); (i) the similarity of the proposed spot fillifgctors
could significantly alter the structure of low-mass starblmgking and temperatures to those determined for very active G- and K
convective flux in their outer envelopes, leading to inceeasadii stars from careful modelling of their optical TiO absorptisands
and decreased effective temperatures (e.g. Spruit & We&i8s;1 (filling factors of 20-50 per cent and temperature ratiosvben
Chabrier, Gallardo & Baraffe 2007; MacDonald & Mullan 2012) ~ SPOts and unspotted photosphere of 0.65-0.76; O’'Neal \&#ar
Jackson, Jeffries & Maxted (2009) estimated the average rad 1998; O'Neal et al. 2004; O’'Neal 2006).
of fast-rotating late K- and M-dwarfs in the young open atust In addition to yielding rotation periods, the broadbandtiig
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Figure 1. Simple model of a spotted star with a random covering of
starspots of uniform area used to predict the probabilitysig of light
curve modulation amplitudes. The right hand panels ilaiss how the flux
from randomly distributed spots adds to produce the stkgjat curve.

curves of magnetically active stars contain informatiooutkthe
distribution of spots on the stellar surface. Jackson ef24I09)
used rotation periods determined from I-band light curixes bad
typical first harmonic amplitudes of only 0.01-0.02 mag ffrtr-
win et al. 2007). Furthermore, Jackson & Jeffries (2012wt
that about half of the monitored low-mass members of NGC 2516
from the same data set, had no detectable light curve mootulat
all, despite being just as magnetically active (judged Igjrtbhro-
mospheric emission) as their periodic siblings and havisigrélar
distribution of equatorial rotation velocities. It seen@radoxical
to propose that such stars have large spot filling factorsyeh
small light curve amplitudes, but Jackson & Jeffries (2Qdd@nted
out that the detectability of any rotational modulation htigimply
be governed by the degree of axisymmetry of the starspathlist
tion. The paradox might be resolved if the large filling fastavere
made up of many, randomly placed dark spots with typical Emgu
diameters ofv 2 degrees on the surface.

K to M4 dwarfs considered here), such that starspots willrgme
predominantly at high latitudes (Schissler & Solanki 1998
some cases this is confirmed by Doppler tomography of yowasg, f
rotating K-stars which can have polar spots, but also soméssp
at lower latitudes (e.g. Stout-Batalha & Vogt 1999; Jeffdds-
nati & Collier Cameron 2007). However, in other cases thaspo
on K-stars seem evenly distributed at all latitudes (Barmteal.
2001). In early M-dwarfs there is no evidence for any straatg |
tudinal dependence of spot position from Doppler imagesn&a
& Collier Cameron 2001). Some of our sample have spectrasyp
cooler than M3.5, at which point the radiative core disappead
the nature of the dynamo may change to a turbulesit tynamo
(Chabrier & Kiiker 2006). There is little observationalanhation
on how spots might be distributed on the surface as a resulthat
follows we will adopt the simplest assumption — that spogsran-
domly distributed on the surfaces of all our sample stars.

For simplicity, we also assume that any periodic light curve
variations are due to dark starpots. In comparatively lotiviag
stars like the Sun there is also a contribution from brighgpk or
faculae. Comparison of chromospheric and photospheriuitgct
suggests that the contribution of plages and faculae damés in
more active stars (Radick et al. 1998; Lockwood et al. 2007).

Figure lillustrates the model used to predict the effecthen
light curve amplitude produced by a random distribution roff
starspots on the stellar surface. The surface of the stavitked
into nominally equal cells of solid angh&?, where) is an angular
scale length. Surface luminosities are randomly assigoebese
cells according to the average starspot filling factoand spot lu-
minosity ratio,x. When calculated for a set of stars, the resultant
distribution of light curve amplitudes depends on four paegers:

e Scale length X is the angular distance between areas on the
stellar surface that can show independent starspot actihie ab-
solute linear scale lengths for stars of different railiican be com-
pared by considering an angular si¥&/Rc, i.e. the equivalent
angular distance on the surface of the shin= 2 degrees corre-
sponds to a cell covering 0.01 percent of the stellar surfatenot
quite the same as the mean starspot size since the latterdiepe
how randomly distributed areas of starspot activity graagether

In this paper we place the scenario described by Jackson & On the stellar surface which in turn depends on filling fa¢sse

Jeffries (2012) on a quantitative basis by presenting a lsimp-
merical starspot model that predicts the light curve progerof
an ensemble of active stars. We compare these model poeticti
with the observed properties of low-mass (M0—M4) stars inONG
2516 and explore the relationship between spot filling facjpot
temperature, spot scale length and the distribution oft laylve
amplitudes. In section 2 we describe our model and its kaynags
tions; section 3 presents the model results and how well thde
parameters are constrained by the observations; sectisousdes
the results in the context of the solar-stellar analogy dfaite to
determine spot parameters using other techniques.

2 CALCULATION OF LIGHT CURVE MODULATION
AMPLITUDES

In low-mass stars with a central radiative zone it is likefatt
an “af)” dynamo is responsibly for amplifying magnetic field at
the boundary between the radiative zone and convectivdapere
(Parker 1975). On the Sun this gives rise to latitude-depetsbot
coverage and a strong latitude dependence has been pdeiticte
fast-rotating stars with deep convective envelopes (ssc¢helate-

the example of a spotted star in Fig. 1).

e Filling factor, ~ is the fractional area covered by starspots. A
fraction (1<) of the stellar surface is unaffected by starspot activity,
with a surface flux corresponding to the effective tempeeatl,,
of an unspotted star. The remaining fractipahows a reduced sur-
face flux depending on the spot temperature. This spot texhper
need not be uniform; spots may comprise an umbra, with a large
temperature reduction, surrounded by a penumbra at intéatee
temperatures.

e Luminosity ratio,  is the ratio of the average surface flux of
a spotted cell to that of an unspotted cell in the wavelengtidinf
the measured light curve. In the simple case of a spot witlifaram
temperaturdl’s, the x value for thel-band light curves considered
here declines a&l, /T;)", wheren ~ 5 due to the usual Stefan’s
law combined with the temperature dependence of thand bolo-
metric correction. It turns out that cannot be constrained by the
data we model and must therefore be assumed. The work of O’'Nea
et al. (1998), O'Neal et al. (2004) and O’Neal (2006) sugg it
T, /T, liesin the range 0.65 to 0.76 for very active G- and K-dwarfs
(that are somewhat warmer than our sample). Light curve mod-
elling of M-dwarfs (e.g. Berdyugina 2005; Rockenfeller,ilBe
Jones & Mundt 2006) suggests that spots may only be a few hun-
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dred Kelvin cooler than the unspotted photosphere, buetbesle,
single-spot models will greatly overestimate the spot teraure if
there are many smaller spots. We consider a range of pdisisbli
from 0.5 < T, /T, < 0.9, corresponding t6.03 < x < 0.59 for
I-band light curves.

e Completeness scaleg. The proportion of targets that will
yield ameasured rotation period as a function of light curve am-
plitude is characterised as a one-sided cumulative Gaudssixi-
bution with a standard deviation ef(in magnitudes), i.e. the com-
pleteness function varies from zero for small light curveplitades
to unity for large light curve amplitudes. The value ®fs a free
parameter in our model that depends on the observation caden
and sensitivity, which we will assume are uniform for a patar
survey. However, within a survey,is likely to vary with target star
brightness.

2.1 Calculation procedure

A Monte Carlo method is used to model the effects of randomly
placed star spots on the the probability distribution ofitigurve
amplitudes for a grid of scale lengths, filling factors anthilosity
ratios. For each combination;

e The surface of the star is divided into cells of nominally &qu
solid angle of\? steradians that are arranged in strips of constant
latitude. A fractiorny of these cells are assigned a surface flux den-
sity of x relative to the flux density of the unspotted surface. The
selection of which cells are darker is made randomly.

e The flux densities from individual cells in each latitudistip
are re-binned into longitudinal bins matching the longibadi size
of the original cells at the equator to give equal numbersetd§at
all latitudes.

e The contribution from each of these re-binned cells are
summed according to their area, viewing angle and limb darke
ing to give the stellar luminosity as a function of rotatidmge.

e The variation of luminosity (relative to the mean) is analys
to determine the magnitude of the first harmonic componeligiutf
curve amplitude.

e Results of repeated simulations are accumulated to determi
the probability distribution of light curve amplitudes aguaction
of \, v andk.

To calculate the light curve the net flux density of each of the
rebinned cells is first scaled according to the cell areadwvharies
ascos 6§ where@ is the cell latitude) to give the net flux per cell.
Fluxes from the cells in each latitudinal strip are then oived
with a viewing kernek and the result summed over all latitudes
to give the light curve of the spotted star as a function cdtion,
where;

k = cosfcos (1l — p(1 — cosfcos)) for_T7r <¢< g 1)

where ¢ is the latitude,arccos(cos 6 cos ¢) is the viewing angle
and the term{1 — u(1 — cos ¢ cos ¢) accounts for limb darkening.
For the calculations in this paper a limb darkening coefficief

1 = 0.6 is used (Claret, Diaz-Cordoves& Gimenez 1995), but the
results are insensitive to this parameter.

In this model the number of cells in each latitudinal strip is
rounded to the nearest integer. Hence the solid angle ofdle c
is not exactlyA? and the number of cells is not exactlyr/\>.
The fractional error in the average cell solid angle intietl by
this approximation varies with scale length fram0.5 percent for
A = 0.01radians to~ 2 percent for\ = 0.5radians. This level
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Figure 2. Variation of the light curve modulation amplitude with ir@tion
of the stellar spin axis.

of error is negligible in the context of this paper when corepao
the much larger uncertainties in the fits to measured data.

The calcuation procedure above is valid for a star at intiina
1 = 90 deg. The modulation amplitude for randomly spotted stars
viewed at other inclinations is attenuated by a factor tipgirex-
imates tosin . To calculate the attenuation factor taking account
of limb darkening it is sufficient to evaluate the attenuatfactor
for a single spot as a function of inclination and spot lat#uvhich
can then be averaged over the stellar surface. Considertaspo
coordinates{, ¢) on the surface of a star of unit radius and spin
axis inclination:. Viewed in Cartesian co-ordinates, withmea-
sured along the line towards the observer, a point, z is visible
if z > 0, where

sinisin @ — cos i cos 0 cos ¢,

cosfsin ¢,
2

Taking account of limb darkening, the relative luminositytioe
spot is given bycos ¢(1 — u(1 — cos ¢)) whereg is the angle of
the normal at pointx, ) to the line of sight and hence the relative
contribution of a unit area starspot to the light curve ampk is
given by

z = cosisinf + sinicosfcos .

pi(0) :2/cosq(1 — u(l —cosq))cos ¢ do, 3)
whereq = arcsin(y/x? + y2) andcos¢ > —tanf/tani (i.e.

z > 0). In our model, the spots are uniformly distributed over the
stellar surface, hence their probability density varies@a¥, giv-

ing a weighted average of
P = Q/pi(ﬁ) cos 6 do 4)
Figure 2 shows a plot ojﬁi/ﬁﬂ/2 as a function of inclination. For
randomly distributed spots and = 0.6, this angular function is
within a few per cent ofin ¢, with a weighted mean af.0267 /4.

To a good approximation, the light curve amplitudes of stawed

at right angles to the line of sight can be scaled by this mearev

to give the distribution of light curve amplitudes averageeér all
viewing angles.

An implicit assumption here is that the spin axes of the stars
are randomly oriented in space. The validity of this assionptas
discussed in detail by Jackson & Jeffries (2010a) for ctibes of
stars, similar to those discussed here, in the young Pleiadd
Alpha Persei clusters. Whilst the assumption of randomisedié-
ficult to confirm, there is certainly no evidence for any sgramtrin-
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stars with measured periods that can be compared with GligsTs.

sic alignment. As we are considering a complete sample of sta
NGC 2516, whether they exhibit periodic modulation or nct,do
not expect any observational selection bias in the indbnaangles
either (see Jackson & Jeffries 2012). The effect of any aligmt
would be to alter the predicted light curve amplitudes byada
given by the y-axis values in Fig. 2 divided by the averageeaif
1.0267 /4. In the absence of any evidence for spin axis alignment
in NGC 2516 or any other cluster, we do not consider this &rth

Finally, the model light curve amplitude distribution is i
plied by the previously defined completeness function, tvisehe
probability that a period will be measured for a given lightwe
amplitude (see Fig. 3). This gives the probability densitynea-
sured light curve amplitudes normalised to the total number tErge
It is this latter probability density that can be comparececily
with observational data.

2.2 Variation of light curve modulation amplitudes with scde
length and filling factor.

Figure 4 summarises the properties of model light curve aud
distributions predicted for sets of stars with a randontitistion of
starspots. These are the full amplitude distributions teegzaling
by any completeness function. The left hand plot shows tlee pr
dicted probability density of modulation amplitudes foarst with

= 0.3, k = 0.16 (T5/T, = 0.7 for uniform spots) and for
A = 2,4 and 8 degrees. The right hand plot shows the variation of
mean amplitude for a wide range afand~. These results indi-
cate that to achieve the small mean amplitudes charaitesfghe
active low mass stars considered here (typically 0.015 segsec-
tion 3), together with high spot filling factors, requiresatvalues
of scale length. For example a filling factor ¢f= 0.3 would cor-

3 CONSTRAINING STARSPOT SIZE USING MEASURED
LIGHT CURVE AMPLITUDES

In this section, model results are compared to measuretidigike
amplitude distributions for a sample of active low massssiar
NGC 2516. In principle we would like to constrain the four pa-
rameters, scale length, filling factor , luminosity ratio,x and
completeness scate It turns out that\ ando can be determined
from fitting the model to the measured amplitude distributmit
the results depend to some extent-pand x, which must be es-
timated from other observations of the target populatiomore
general considerations.

3.1 Measured distributions of light curve amplitudes

NGC 2516 is a young (150 Myr) open cluster with a population
of low mass stars()(2 < M/Mg < 0.7) approaching or on the
zero age main sequencEband light curve amplitudes and rota-
tional periods were measured for a large sample of candidate-
bers by Irwin et al. (2007). A spectroscopic survey was used b
Jackson & Jeffries (2010b) and Jackson & Jeffries (2012pte ¢
firm membership for 210 stars with rotation periods and 1é4dsst
where no period was found. In these papers it was shown thi th
were no significant differences in the colour-magnitudeydiens,
the projected equatorial velocity distributions or theelevof chro-
mospheric magnetic activity for these two subsets.

Figure 5 shows the first harmonic light curve amplitude distr
butions (for the stars with measured periods) and sumnsatiiee
mass range, fraction of stars with a measured period and ¢aa m
first harmonic light curve amplitudes (all taken from Jackso
Jeffries 2012) for the low-mass stars in this samgé& (> 7.3,

M < 0.57 Mg). All these stars, and also the stars without mea-
sured periods in this magnitude range, show saturatedslafel
chromospheric activity. This is important, because it nseaa do

not expect the filling factor of spots to vary with rotationeand
can treat the sample as a single population. About 40 perafent
the sample hava/ < 0.35 Mg and may be fully convective, ac-
cording to a theoretical mass-magnitude relationship fBaraffe

et al. (2002). The results are shown in four equal bins of labso

I magnitude. The proportion of stars with and without meadur
periods in each bin are true estimates, corrected for arg/chia

to the preferential targeting of stars with measured psriadhe
spectroscopic sample (see Table 5 of Jackson & Jeffries) 20ha
form of the amplitude distributions mirrors the model distitions
shown in Fig. 3, with an initial increase in frequency (maded

by the completeness function described in section 2), a peidle
range 0.01 to 0.02 mag followed by a rapid decay, with no mea-
sured amplitudes- 0.05 mag. The error bars on the measured data
represent Poissonian uncertainties.

3.2 Constraining scale length and completeness scale

A maximum likelihood technique is used to constrain possuall-

ues of A and completeness scade as a function ofy and . To

this end a grid of probability densities for the light curveali-
tudes is generated in 0.005 magnitude bins from 0 to 0.1 mag fo
A = 1to100,/7 degrees and = 0 to 0.1 for a series of values

of v andk (see below). As there are less than 20 stars in each hin,
chi-squared methods would yield biased results, so the probt

respond to\ ~ 3 degrees. For these small scale lengths the mean able fit is found using the modified form of the Cash statitiagh

amplitude, for a fixed value of, scales roughly asy'/2.

1979).
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photosphere. Plot (a) shows the probability density forssteth a filling
factory = 0.3 for various spot scale lengths. Plot (b) shows the mean light
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Figure 5. The probability density of light curve modulation ampliasifor
low mass stars in NGC 2516 (Jackson et al. 2012). Resultshamensin
four bins of absolute | magnitude with equivalent massesfiee models
of Baraffe et al. (1998 & 2002). The shaded histogram showstimber
of stars with measured periods as a function of first harmanigplitude,
together with their expected Poisson uncertainties. Tisbethlines show
numbers predicted from a Monte Carlo simulation of a rangosplotted
star using “best fit” values fak ando (see section 3.2), assuming= 0.3
andx = 0.16.
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N
=2 [y(@:) = yi + yi(Iny: — ny(@:)] (5)

wherey; are the observed data apdz;) are the model values.
This form of the Cash statistic is appropriate for binnedadaith
small counts and can be treated in the same way’a® deter-
mine goodness of fit and determine the confidence levels eflfitt
parameters.

Figure 6 shows contour plots of the modified Cash statistic
constructed by modelling each of the data sets in Fig. 5. Hre v
tical axis shows the completeness scal@nd the horizontal axis
is the scale length\. Contours mark 95 per cent confidence limits
around the the combination of and X that best fit the observa-
tions. Results are shown for four possible values of filliagtér,

v = 0.05,0.1,0.3,0.5 at a fixed luminosity ratio ok = 0.16
(equivalent tdl'; /To = 0.7 for uniform spots). Notes on each plot
show the minimum value of the Cash statistic for each casetend
average value of the resultant probability that the best didlehis

a good fit to the measured distribution. Examples of the mpurzl
dictions are shown in Fig. 5 for the caseyof= 0.3 andx = 0.16. It

is important to note (see th&,i, values in Fig. 6) that all the com-
binations ofy andx that we tested yield statistically acceptable fits
with an appropriate choice of ando. That is, these observations
alone are incapable of constrainingr «.

Figure 6 shows that the value ofis reasonably independent
of v. However,o does vary, as expected, with absolute magnitude,
increasing from 0.01 to 0.025 mag over the first three sulzsets
rising sharply to 0.06 mag for the faintest subset. Thisexponds
to completeness values of 0.97, 0.93, 0.66 and 0.33 for digives
of amplitude 0.02 mag. This is reasonably consistent wighetk-
pected variation in measured period completeness with itatgn
for stars in the Irwin et al. (2007) survey from which the datre
taken.

The most likely value of\ varies as~ ~ and also perhaps
weakly with absolutd magnitude. Figure 7 shows a more detailed
plot of the variation of the best fitting as~ is varied. The un-
certainties shown on this plot correspond to 68 per centdenéie
intervals in one parameter.

Finally, Fig. 8 summarises the results obtained for diffiere
values ofx (0.03 < x < 0.59, corresponding t0.5 < T, /Ty <
0.9 for uniform spots). The error bars here indicate the largest
and smallest values of obtained from the foud\/; subsamples
in Fig.[5. This plot shows that for a given filling factor, thedt-
fitting value of A increases withs and is roughly proportional to
(1—r)"t

—1/2

4 DISCUSSION

The main motivation for these simulations was the suggedtip
Jackson & Jeffries (2012) that the small light curve ampksiseen
in the young, active low-mass stars of NGC 2516 were comigatib
with large spot coverage fractions, and might constrairtypial
spot size. The results shown in Fid. 8 confirm this idea. Bbih t
small observed light curve amplitudes of the periodic saac the
fraction of cluster members for which rotation periods donbt
be found can be explained by a random distribution of smalk d
spots on the stellar surface. Jackson et al. (2009) estintiadt 50
per cent or more surface coverage by dark spdtg{, = 0.7)
may be required in the coolest stars of this sample to exptein
large radii compared with standard evolutionary modelg. [Bi
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shows that such spot coverage leads to inferred spot scajthte
of 3 + 1 degrees.

The estimated characteristic spot scale length depends)on (
the assumed spot coverage fraction and spot temperaturébpnd
the assumption of a random spot distribution. Neither o$¢hean
be independently constrained by just the light curve daig. [
demonstrates that the best-fitting spot scale length coeildidy
nificantly larger if the spot coverage were smaller or if tipets
were hotter. The light curve amplitude distributions alawoeild
equally well be explained by 20 randomly placed spots of diam-
eter 10 degreesy(= 0.05) or ~ 2500 spots of diameter 3 degrees

(v =0.5).

The indirect estimate of spot coverage and temperature from
Jackson et al. (2009) assumed that the inflated radii obddore
these magnetically active stars are solely due to starspbis
followed empirical evidence that larger radii are also seethe
low-mass components of fast-rotating, eclipsing binagyssand
that this radius discrepancy has been linked with magnetiity
(Lbpez-Morales 2007). Chabrier et al. (2007) showed tlgatsd
per cent coverage by black spots could reproduce thesdsésal
However, other effects, such as a reduction of convectiigeicy
or inhibition of the onset of convection by interior magusdields
might also increase radii and thus reduce the required sp@trc
age (see also MacDonald & Mullan 2012). Hence these indirect
estimates ofy are possibly upper limits.

Independent determinations of the spot coverage in active
stars depend crucially on the technique used. Analyses abph
metric light curves or Doppler imaging maps probably undgre
mate total spot coverage because of their limited spatsalluéon
or lack of sensitivity to axisymmetric spot distributioseé Solanki
& Unruh 2004). The most direct estimates ofand 7, /T, are
likely to come from measuring a number of TiO absorption lsand
in high resolution spectra and fitting them with two-tempera
models, using the spectra of magnetically inactive starteas
plates (see O’Neal et al. 1998). Results are reported forna nu
ber of very active G- and K-type stars by O’Neal et al. (2004)
and O’Neal (2006). These include three active young dwarfkst
EK Dra (G1.5V), LQ Hya (KOV) and EQ Vir (K5V), for which
v =0.4+0.1andTs /Ty = 0.70 & 0.05 were determined. Unfor-
tunately, the same technique is ineffective for M-dwarfesitheir
unspotted photospheres also show strong TiO absorptiodsban
(O’Neal et al. 2005).

If we were to extrapolate and assume that similar parameters
(vy=0.4£0.1,T,/To = 0.701+0.05) apply to the active M-dwarfs
of NGC 2516, then a scale length= 3.572 degrees is implied

(© 2012 RAS, MNRASDOQ [1H§
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(see Fig[B). The legitimacy of this extrapolation could hest
tioned on the basis that the stars studied by O’'Neal et ale wer
earlier spectral type, with shallower convection zonesdisussed
in section 2, it is possible that the nature of the dynamo gean
as the convection zone deepens and especially when stanmbec
fully convective, which may be the case for the coolest 40ceet
of stars (roughly the third and fourth bins in Fig. 5) in oungae.
However, the vast majority of our sample are MO-M4 dwarfs for
which there is reasonable evidence that magnetic actigityen-
erated and manifested in a similar way to K-dwarfs. Thistidels
the similarity of rotation-activity relationships betwe&-, K- and
M-dwarfs as cool as type M4 (Jeffries et al. 2011; Reinershi&
Goldman 2012) and the similar spot filling factors and disttions

in active K- and early M-dwarfs inferred from Doppler tomagr

Sarspot size on young active stars 7

is some evidence that real low-mass stars may behave diffigre
Doppler images have revealed long-lived spots, or unresiadpot
groups, at high latitudes or covering the rotational potessbme
young K-dwarf stars at some epochs (e.g. on the rapidly -rotat
ing K-type ZAMS stars AB Dor in 1993/1994, Jeffers et al. 2007
and BO Mic in 2002, Barnes 2005), but not others (e.g. AB Dor
in 1989, Kirster, Schmitt & Cutispoto 1994; BO Mic in 1998,
Barnes et al. 2001). A concentration of spots towards hitituties
would reduce light curve amplitudes for a givenso larger spot
scale lengths would be required to compensate. Howeveeffibet
would not be large; even if half the spot coverage were concen
trated in an axisymmetric polar cap this would only incretise
required\ by a factor of\/2. In any case, the situation for fast-
rotating M-dwarfs may be different. Doppler images of HK Agr
and EY Dra, M1-2 dwarfs with rotation periods 1 day, reveal
spots either at low latitudes or with no clear latitude dejeerte at

all (Barnes & Collier Cameron 2001). Longitudinal asymriestior
preferential spot longitudes are more difficult to assess ekam-

ple if the presence of a spot or spot group at one longitudeemad
it more likely that further spots would emerge at similardandes
then this would increase photometric modulation for a giyemd
alter the relationship betweex and~ in Fig.[8. Any attempt to
observationally identify “active longitudes” in singleass$ is ham-
pered by the possibility of differential rotation and a laxflspatial
resolution.

The spot scale length implied by our simple model can be con-
verted to a linear scale length if the stellar radius is knadatkson
etal (2009) estimated radii of 0.4—0; for the stars in NGC 2516
considered here, which for ~ 3.5 degrees implies absolute scale
lengths of order 25 000 km. Baumann & Solanki (2005) have-stud
ied the distribution of spot sizes on the Sun, finding thahkibe
sizes of individual spots and of spot groups are well-regres]
by log-normal distributions. A starspot area®fx 104 m? is a
factor of 5-6 larger than the modal area (umbra plus penunolfra
individual sunspots¥ 1 degree diameter), but only a factor of 2—-3
larger than a typical sunspot group and well within the oleser
dispersion.

High cadence, high signal-to-noise ratio photometry is now
capable of estimating the sizes of individual starspotstarspot
groups in systems where the spots are occulted by an exéplane
Wolter et al. (2009) and Silva-Valio et al. (2010, 2011) hawval-
ysed modulation of the light curve during exoplanetary siesof a
reasonably rapidly rotating (P=4.5 days) active G7V hosRCT-

2. They found that typically the exoplanet transits 5 spatsta
crosses the stellar disc and that these spots (or spot grhaps

a diameter of 40 000 to 150 000 km with temperatures in theerang
3600 — 5000K (forf.rs = 5625K) giving 0.6 < T%/T, < 0.9
and that the transited (low latitude) stellar region has-a2200per
cent spot coverage. At these relatively low filling factdhe “spot
size” is a roughly equivalent parameter to the scale lengttsid-

phy (Barnes & Collier Cameron 2001 and see below). Counter to ered in this paper. Bearing in mind that the quality of the @6R

this, there is some evidence from Zeeman Doppler imagirtghiea

data limited the analysis to spot sizes larger than 30000kdh a

large scale magnetic field does undergo a change towardse mor since there is some degeneracy between spot size and speariem

axisymmetric, poloidal topology at the fully convectiveuoalary
(beyond type M3; Morin et al. 2008, 2010). How this relates to
photospheric fields at the scale of starspots is unknownowadth
the bulk of magnetic energy still appears to reside at smaike
scales (Reiners & Basri 2009). In summary, it is possibleeur
trapolation is invalid for the lowest mass stars of our sampl

ature in both their and our analyses, it seems that these spmt
be only alittle larger than those we have deduced for the aetiye
M-dwarfs in NGC 2516. Alternatively, we could reverse thimimn
of argument and say that if the spots on the NGC 2516 starsafiere
a similar absolute size and temperature ratio to those ofoT&R
and randomly distributed over the stellar surface then fragn 8,

The assumption of random spot coverage is the simplest ap-the spot filling factor would be; < 0.1. Alternatively, for a spot

proach we could have adopted, but as discussed in sectibare, t

(© 2012 RAS, MNRASDOQ [1H§

coverage ofy ~ 0.4 thenT /T, would need to be> 0.9.
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In summary this paper shows that both the small light curve
amplitudes observed in a set of fast-rotating, young, mizcaiky
active M-dwarfs, and the lack of rotational modulation seaema
large fraction of their siblingsgould be explained by a starspot
model consisting of large filling factors of dark spots thag a
randomly distributed on the stellar surface. If the M-dwairfi
NGC 2516 have a spot coverage fraction~ 0.4 + 0.1 and a
spot/photosphere temperature ratioZqf/7o, ~ 0.7 4+ 0.05, as
suggested by extrapolation of the TiO modelling of veryecK
dwarfs (O’'Neal et al. 2004, 2006), then the scale length betw
independent areas of starspot activityis~ 3.572 degrees (or
25000 km). This scale length varies #5'/2 and increases with
the assumed spot temperature, neither of which can be aorer
by the light curve data. There is an urgent need to indepeiycs:
termine these parameters in lower-mass active stars, batfdress
the issue of typical spot sizes and also to assess the poasilo-
ence of spots in inflating stellar radii above the prediiohcur-
rent evolutionary models. The spot scale lengths found elaoe
only a little larger than typical sunspot groups but a lighaaller
than the spot sizes so far inferred from mapping using tiagsi
exoplanets. If these small spot scale lengths are confirined t
this complicates the interpretation of Doppler and Zeemapler
imaging maps, where typical angular resolutions are indinge 3
—10 degrees.
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