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ABSTRACT

The Seyfert 2 galaxy NGC 2992 has been monitored eight times by XMM-Newton in
2010 and then observed again in 2013, while in 2015 it was simultaneously targeted by
Swift and NuSTAR. XMM-Newton always caught the source in a faint state (2-10 keV
fluxes ranging from 0.3 to 1.6×10−11 erg cm−2 s−1) but NuSTAR showed an increase
in the 2-10 keV flux up to 6×10−11 erg cm−2 s−1. We find possible evidence of an
Ultra Fast Outflow with velocity v1 = 0.21± 0.01c (detected at about 99% confidence
level) in such a flux state. The UFO in NGC 2992 is consistent with being ejected
at a few tens of gravitational radii only at accretion rates greater than 2% of the
Eddington luminosity. The analysis of the low flux 2010/2013 XMM data allowed us
to determine that the Iron Kα emission line complex in this object is likely the sum of
three distinct components: a constant, narrow one due to reflection from cold, distant
material (likely the molecular torus); a narrow, but variable one which is more intense
in brighter observations and a broad relativistic one emitted in the innermost regions
of the accretion disk, which has been detected only in the 2003 XMM observation.

Key words: Galaxies: active - Galaxies: Seyfert - Galaxies: accretion - Individual:
NGC 2992

1 INTRODUCTION

Variability is one of the best tools to investigate the emis-
sion mechanisms in Active Galactic Nuclei (AGN). While
in many cases flux variations can be attributed to opacity
changes in the line-of-sight absorbers (e.g. NGC 1365 and
NGC 1068: Risaliti et al. 2005; Marinucci et al. 2016), a
few sources have been observed to vary dramatically in the
X-ray intrinsic flux. Highly variable AGN are the perfect as-
trophysical laboratories for studying the accretion/ejection
mechanisms occurring at different radii in the accretion disk,
in response to the primary continuum variations (i.e. at dif-
ferent accretion rates). The profile of the Iron Kα emission
line gives information about the relativistic effects occur-
ring in the innermost regions, about the emissivity of the
disk and its ionization state (Fabian et al. 1989; Martocchia
& Matt 1996; Fabian et al. 2000; Reynolds & Nowak 2003;
Wilkins & Fabian 2012; Reynolds 2014). On the other hand,
accretion disk winds ejected at larger radii are investigated

⋆ E-mail: marinucci@fis.uniroma3.it (AM)

by studying the blueshifted absorption features above ∼7
keV (Tombesi et al. 2010, 2011, 2012) and they give us indi-
cations on the energetic feedback to the host galaxy (King
& Pounds 2015). Long monitorings in the X-rays (using in
particular the XMM spectral resolution combined with the
NuSTAR broad energy coverage) have provided a number
of results in the framework of black hole spin measurements
(MCG-6-30-15: Marinucci et al. 2014a; NGC 1365: Walton et
al. 2014; SWIFT J2127.4: Marinucci et al. 2014b, Mrk 335:
Parker et al., 2014) and Ultra Fast Outflows measurements
(PDS 456: Nardini et al. 2015; IRAS 13224-3809: Parker et
al. 2017).

NGC 2992 is a highly inclined (i=70◦) spiral galaxy
at z=0.00771 (Keel 1996), classified as a Seyfert 1.9/1.5
(Trippe et al. 2008). In the X-rays, it is absorbed by a
column density NH ∼ 9 × 1021 cm−2 and it steadily de-
clined in observed flux from 1978, when it was observed by
HEAO1 (Mushotzky 1982) at a flux level of about 8×10−11

erg cm−2 s−1 until 1994, when it was observed by ASCA

(Weaver et al. 1996) at a flux level by about a factor 20
fainter (see Fig. 1). Then it underwent a rapid recovery: in
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Figure 1. Historical 2-10 keV light curve of the source. This plot is an extension of the one previously presented in Murphy, Yaqoob &
Terashima (2007). The 2010/2013 XMM fluxes are shown in red in the top-right inset.

1997 it was observed by BeppoSAX at a flux level some-
what higher than in 1994, while in 1998 the source fully
recovered its HEAO-1 brightness (Gilli et al. 2000). In 2003,
when observed by XMM-Newton, the flux was even higher,
about 10−10 erg cm−2 s−1, but the observation was in Full
Frame mode, and so inevitably piled-up. Nevertheless, an
intense relativistic component of the iron Kα emission line
was claimed (EW=250±70 eV: Shu et al. 2010). The source
was then observed by Suzaku on November/December 2005,
and found in a much fainter state, almost an order of mag-
nitude fainter than in the XMM-Newton observation. Both
an unresolved and a broad component of the iron line were
detected (Yaqoob et al. 2007). The time behavior of the iron
line is very interesting, suggesting the presence of a relativis-
tic component which becomes more extreme at high flux
levels. Notably, this behavior is the opposite of what is ob-
served in other sources with relativistic lines and explained
in the framework of the light bending model (Martocchia &
Matt 1996; Miniutti & Fabian 2004).

The RXTE monitoring campaign (Fig. 1) consisted of
24 pointings between early March 2005 and late January
2006, with the interval between observations ranging from
3 to 33 days. Large amplitude (almost an order of magni-
tude) variability was found, indicating that the variability
timescale is quite short, of the order of days, while no signif-
icant variation of the primary power law index was found.
Similar flux variations, up to a factor ∼ 10, are also appar-
ent in the Swift/BAT light curve. Two flares (with 2-10 keV
fluxes Fx=3.6×10−10 erg cm−2 s−1) have been recently mea-
sured on June, 2 2016 and on April, 14 2014 by the MAXI
team in a sky position consistent with NGC 2992 (Negoro
et al. 2016). In 2010, NGC 2992 was observed eight times for
∼ 40 ks by XMM-Newton and three times by Chandra (Mur-
phy, Nowak & Marshall 2017), with a 2–10 keV flux ranging
from 3 × 10−12 erg cm−2 s−1 (its historical minimum) to
1.3 × 10−11 erg cm−2 s−1. A further 2013 XMM-Newton

observation caught the source in a similarly low flux state
(1.6×10−11 erg cm−2 s−1). The most recent X-ray observa-

tion of this object was performed simultaneously with Swift

and NuSTAR in 2015 and a 2-10 keV flux of ∼ 6×10−11 erg
cm−2 s−1 was measured. As suggested by Yaqoob, Murphy
& Terashima (2007) the overall behavior suggests a scenario
in which the accretion disk becomes more radiatively effi-
cient at high luminosities, making NGC 2992 one of the few
sources in which the broad, relativistic component of the
Iron Kα is seen to respond to nuclear variations.

We hereby analyse the latest XMM, Swift and NuS-

TAR spectra, with the aim of understanding the physical
scenario beneath this puzzling source. The paper is struc-
tured as follows: in Sect. 2 we discuss the observations and
data reduction, in Sect. 3 we present the spectral analyses.
We discuss and summarize the physical implications of our
results in Sect. 4 and 5.

2 OBSERVATIONS AND DATA REDUCTION

2.1 XMM-Newton

NGC 2992 (z=0.0071) has been subject to a monitoring
campaign with XMM-Newton (Jansen et al. 2001) in 2010,
starting on 2010 May 6 with the EPIC CCD cameras, the
Pn (Strüder et al. 2001) and the two MOS (Turner et al.
2001), operated in small window and thin filter mode. Data
from the MOS detectors are not included in our analysis
due to the lower statistics of the spectra. The extraction
radii and the optimal time cuts for flaring particle back-
ground were computed with SAS 16 (Gabriel et al. 2004)
via an iterative process which leads to a maximization of the
SNR, similar to the approach described in Piconcelli et al.
(2004). The resulting optimal extraction radii, net exposure
times, count rates and ObsIDs are listed in Table 1 and the
background spectra were extracted from source-free circu-
lar regions with a radius of 50 arcsec. The 2003 observation
(ObsID. 0147920301) is heavily affected by pile-up and we
therefore considered a source extraction annulus from 10 to
40 arcsec to remove this effect. After careful inspection of
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Figure 2. Light curves and hardness ratios for the eight observations of the XMM monitoring campaign. We used a time binning of
1000 s.

Downloaded from https://academic.oup.com/mnras/advance-article-abstract/doi/10.1093/mnras/sty1436/5032380
by Keele University user
on 11 June 2018



Obs. ID Date Time Count rate Region
(ks) (cts/s) (arcsec)

0654910301 2010-05-06 41.1 1.304 ± 0.170 25
0654910401 2010-05-16 40.2 1.526 ± 0.049 39
0654910501 2010-05-26 38.5 2.688 ± 0.018 35
0654910601 2010-06-05 38.7 1.094 ± 0.096 28
0654910701 2010-11-08 38.8 1.146 ± 0.041 40
0654910801 2010-11-18 35.8 0.953 ± 0.037 36
0654910901 2010-11-28 37.5 0.641 ± 0.076 26
0654911001 2010-12-08 42.0 1.218 ± 0.061 37
0701780101 2013-05-11 9.0 3.301 ± 0.047 40

60160371002 2015-12-02 20.8 2.411 ± 0.047 50
00081055001 2015-12-02 6.5 0.809 ± 0.010 120

Table 1. Observation log for the NGC 2992 observations with
XMM-Newton (2010–2013), NuSTAR and Swift (2015). XMM
and Swift count rates are inferred in the 0.5-10 keV energy band,
while for NuSTAR we used 3-79 keV.

the epatplot output, confirming the goodness of the data,
the net exposure time is 23 ks. This is in agreement with
the previous analysis of this data set presented in Shu et al.
(2010).
Spectra were then binned in order to over-sample the instru-
mental resolution by at least a factor of three and to have no
less than 30 counts in each background-subtracted spectral
channel. Light curves in the 0.5-2 keV, 0.5-10 keV bands
and hardness ratios can be seen in Fig. 2: since no signifi-
cant spectral variability is observed within each observation
we used time averaged spectra. We adopt the cosmologi-
cal parameters H0 = 70 km s−1 Mpc−1, ΩΛ = 0.73 and
Ωm = 0.27, i.e. the default ones in xspec 12.9.0 (Arnaud
1996). Errors correspond to the 90% confidence level for one
interesting parameter (∆χ2 = 2.7), if not stated otherwise.

2.2 NuSTAR

NuSTAR (Harrison et al. 2013) observed NGC 2992 with
its two coaligned X-ray telescopes with corresponding Focal
Plane Module A (FPMA) and B (FPMB) on 2015 Decem-
ber 2 for a total of ∼ 37.4 ks of elapsed time, respectively.
The Level 1 data products were processed with the NuS-

TAR Data Analysis Software (NuSTARDAS) package (v.
1.7.1). Cleaned event files (level 2 data products) were pro-
duced and calibrated using standard filtering criteria with
the nupipeline task and the latest calibration files available
in the NuSTAR calibration database (CALDB 20170720).
Extraction radii for the source and background spectra were
50 arcsec and 70 arcsec, respectively. After this process, the
net exposure times for the two observations were 20.8 ks.
Count rates, ObsID. and net exposure time are summarized
in Table 1. The two NuSTAR spectra were binned in order
to over-sample the instrumental resolution by at least a fac-
tor of 2.5 and to have a Signal-to-Noise Ratio (SNR) greater
than 5σ in each spectral channel. A cross-calibration factor
K1 = 1.017 ± 0.013 between the two detectors is found.

2.3 Swift

As part of the Swift-BAT AGN survey, the source has been
also observed by Swift XRT on 2015 December 2, simul-
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Figure 3. Temporal behavior of the Fe Kα flux and EW (when
only a single, narrow component of the line is included in the
model). Horizontal solid and dashed red lines indicate best fit
value and error bars when the Fe Kα flux is tied between the nine
spectra. Red and blue data points are XMM pointings, orange and
cyan refer to Swift-NuSTAR data. We adopted 1σ error bars.

taneously to NuSTAR. Using a 120 arcsec radius circu-
lar region centered on the source we find a count rate of
0.81 ± 0.01 cts/s in the whole energy band, which is greater
than the ∼0.6 cts/s threshold for pile-up (Moretti et al. 2004;
Vaughan et al. 2006). Following the online guideline1 we ex-
cluded the central 8 arcsec and used a background region
of 120 arcsec radius. The resulting spectrum was binned
in order to over-sample the instrumental resolution by at
least a factor of 3 and to have at least 30 counts in each
spectral channel. We allowed for a cross-calibration constant
K2 = 0.97 ± 0.05 between XRT and FPMA spectra.

3 SPECTRAL ANALYSIS

3.1 The 2010-2013 XMM-Newton low flux states

We start our spectral analysis of the 2010/2013 XMM data
by fitting the 5-10 keV spectra with the aim of search-
ing for variations of the iron Kα line. As a first step, we
only leave the continuum free to vary and lines parame-
ters tied. We used an absorbed power law and 5 Gaussians
to model the following emission lines: neutral Fe Kα and
Kβ, Fe xxv He-α, Fe xxvi Ly-α and Ni Kα. We also in-
cluded a zashift component in xspec to take into account
the mis-calibration of the EPIC-pn CTI (see Nardini et al.
2016; Cappi et al. 2016; Marinucci et al. 2014, for Ark 120,
NGC 5548 and MCG-6-30-15, respectively). At this stage,
the only variable parameters are the power law slope and
normalization, the absorbing column density and the shift
of the lines. We obtain a good χ2/dof=556/516=1.07. To
search for variations between the nine observations we al-
low fluxes and energy centroids of the emission lines free
to adjust: a χ2/dof=516/507=1.01 is retrieved. Fluxes and
EWs are plotted in Fig. 3. Best fit values for emission lines
other than the neutral Fe Kα will be further discussed at the
end of this Section. Fig. 3, left panel shows that the flux of
the narrow Fe Kα is constant among the nine observations,
with the exception of Obs 3 and 9, and the best fit value
(2.2± 0.2× 10−5 ph cm−2 s−1) is in perfect agreement with

1 http://www.swift.ac.uk/analysis/xrt/pileup.php
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Figure 4. EPIC pn best fits, with associated residuals. All spectra are divided by the effective area of the instrument, for plotting
purposes only.

Obs. Date Best fit parameter

NH Γ Npow Nxill R F2−10 keV L2−10 keV

(×1022 cm−2) (×10−3) (×10−4) (×10−11 erg cm−2 s−1) (×1042 erg s−1)

2010-05-06 0.92 ± 0.06 1.67 ± 0.05 1.30± 0.05 1.04± 0.08 1.65± 0.20 0.65± 0.03 0.90 ± 0.05
2010-05-16 0.86 ± 0.05 1.64 ± 0.04 1.50± 0.07 1.01± 0.08 1.25± 0.15 0.75± 0.02 1.05 ± 0.05
2010-05-26 0.84 ± 0.04 1.61 ± 0.04 2.78± 0.08 1.45± 0.15 0.90± 0.15 1.35± 0.02 1.90 ± 0.10
2010-06-05 0.85 ± 0.08 1.67 ± 0.05 1.00± 0.05 1.07± 0.07 2.25± 0.35 0.53± 0.03 0.75 ± 0.05
2010-11-08 0.80 ± 0.07 1.67 ± 0.05 1.03± 0.05 1.10± 0.07 2.20± 0.25 0.54± 0.03 0.75 ± 0.04
2010-11-18 0.80 ± 0.08 1.70 ± 0.06 0.80± 0.05 1.10± 0.07 3.10± 0.50 0.45± 0.02 0.65 ± 0.05
2010-11-28 0.81 ± 0.10 1.71 ± 0.09 0.45± 0.04 0.85± 0.10 4.50± 1.10 0.30± 0.02 0.40 ± 0.03
2010-12-08 0.90 ± 0.06 1.68 ± 0.04 1.20± 0.06 0.95± 0.07 1.65± 0.20 0.60± 0.02 0.85 ± 0.03
2013-05-11 0.81 ± 0.05 1.63 ± 0.06 3.45± 0.05 1.78± 0.28 0.96± 0.20 1.65± 0.05 2.30 ± 0.10

Table 2. Best fit parameters of the combined XMM analysis. Luminosities are corrected for absorption.

the one found with Chandra HETG (Murphy, Nowak & Mar-
shall 2017). The change of the Iron Kα flux in Obs. 3 and
9 suggests either a variation of the Compton-thick reflector
or the appearance of a new spectral component. Since a fur-
ther, broad iron Kα component, arising from the innermost
regions of the accretion disk was found in past Suzaku and
XMM data (Yaqoob, Murphy & Terashima 2007; Shu et al.
2010), we tried to include it in our fits, fixing the narrow iron
Kα to the combined best fit value. The additional 6.4 keV
lines are unresolved: only upper limits for the widths σ3 <70
eV and σ9 <90 eV for Obs. 3 and 9 are found, respectively.
The corresponding fluxes are F3 = 0.6 ± 0.3 × 10−5 and
F9 = 1.4±0.6×10−5 ph cm−2 s−1. These width of the lines
are converted into velocities v3 < 7700 km/s and v9 < 9900
km/s (FWHM), suggesting that the additional component
could be due to material located in the Broad Line Region
but not in the inner accretion disk. For completeness, we
also included in the plots the best fit parameter of the same
model applied to 2014 NuSTAR data.

We then extended the analysis down to 0.5 keV mod-
ifying the model as follows. We included an absorbed pri-
mary component (zwabs*cutoffpl in xspec) and cold re-
flection from distant material (xillver: Garćıa et al. 2013).
We linked the photon index and high-energy cutoff of xil-
lver to the ones of the cutoffpl component, fixing the

inclination angle to 30 degrees, only the reflected spectrum
is taken into account. Throughout the paper we will use the
reflection fraction (i.e. the fraction of the illuminating con-
tinuum which is Compton scattered) as the ratio between
the 10-50 keV luminosities: R = Lrefl/Lint. Due to the lim-
ited XMM energy band the high energy cutoff is fixed to
500 keV. A soft X-ray scattered component below ∼ 2 keV
from gas photoionised by the nuclear continuum, possibly
associated to the NLR (Bianchi, Guainazzi & Chiaberge
2006; Guainazzi & Bianchi 2007) has been included. We
produced a grid model for xspec using cloudy 17 (last
described by Ferland et al. 2017). It is an extension of the
same model used in Bianchi et al. (2010); Marinucci et al.
(2011, 2017). Grid parameters are log U = [−2.00 : 4.00],
step 0.25, log NH = [19.0 : 23.5], step 0.1. Only the re-
flected spectrum, arising from the illuminated face of the
cloud, has been taken into account in our model. The whole
model has been then multiplied by a Galactic absorption of
4.8 × 1020cm−2 (Kalberla et al. 2005). We also included an
apec model to reproduce the thermal emission from extra-
nuclear material previously observed with Chandra at low
energies (Colbert et al. 2005). At this stage of the spectral
analysis, the photon index is initially fixed to Γ = 1.7, the
normalization of the Compton reflection (xillver) is tied
between the nine observations and the fluxes of the emis-
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Figure 5. Left panel: 2-10 keV fluxes for the reflection and pri-
mary components are shown. Solid and dashed lines indicate best
fit value and error bars when data are fitted simultaneously, ex-
cluding observation 3 and 9 (i.e. the ones with intrinsic fluxes
greater than 1×10−11 erg cm−2 s−1). Right panel: 2-10 keV fluxes
for the reflection component is plotted against the flux of the Iron
Kα emission line.

sion lines in the 6.5-7.5 keV interval are free. Due to the
variable intrinsic flux of the source, we also left the absorb-
ing column density and power law normalization free to vary.
The extra-nuclear, soft emission parameters (logU , log NH,
normalization in cloudy and kT, normalization in apec)
are tied between the nine observations. The reduced χ2 is
decent (χ2/dof=1727/1351=1.28) but some residuals can be
found around ∼1 keV and above 5 keV. The inclusion of a
narrow Gaussian improves the fit (∆χ2=-76 for 2 additional
degrees of freedom) with a resulting energy E= 1.05 ± 0.03
keV and flux F= 0.5 ± 0.1 × 10−5 ph cm−2 s−1 and con-
sistent with a blend of Ne x Kα and Fe xvii 4C emission
lines. Detailed modeling of the soft X-ray emission lines is
beyond the purpose of this paper and will be addressed,
taking into account the RGS spectra, in a forthcoming pa-
per. We then left the xillver normalization and the photon
index free to change between the observations, with statisti-
cal improvements ∆χ2=-175/8 d.o.f. and ∆χ2=-92/9 d.o.f.,
respectively. We obtain a best fit χ2/dof=1384/1332=1.03.
Best fits, spectra and residuals can be seen in Fig. 4 and
Table 2. Best fit parameters for the soft X-ray emission are
log U=1.68+0.10

−0.14 , log(NH/cm−2)=21.1+0.2
−0.3 and kT= 0.45 ±

0.05, for the cloudy and apec components, respectively.
Their 0.5-2.0 keV observed luminosities are LCL=1.8+1.3

−0.7 ×
1040 erg/s and LAP=6.8+1.0

−0.6 × 1039 erg/s.
The amount of Compton reflection (i.e. the 2-10 keV

flux of the xillver component) is plotted against the in-
trinsic nuclear flux in Fig. 5 and solid and dashed horizontal
lines indicate best fit value and error bars when all the low
flux data are simultaneously fitted (1.25 ± 0.08 × 10−12 erg
cm−2 s−1). Deviations from this value are found for two ob-
servations only (Obs. 3 and 9, see also Table 2) and this
might be indicative of a response from the circumnuclear
material to the primary continuum variations. While this
solution is unlikely for Obs. 3 (2010-05-26) due to the short
time scales between the previous and following observations
(two weeks) it could be viable for the 2013 observation. We
note, however, that some residuals are still found around the
Iron Kα energy and when an additional component is added
(∆χ2=-10 for 1 additional degree of freedom) the 2-10 keV
xillver flux is consistent with being constant. We show, in
the right panel of Fig. 5, the 2-10 keV flux of the xillver
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Figure 6. Contour plots at 68%, 90% and 99% confidence levels
(∆χ2 = 2.3, 4.61, and 9.21, respectively) between the normal-
ization and line energy when a Gaussian is left free to vary in
the 5-10 keV energy range, for the 2015 NuSTAR (FPMA and
FPMB, top panel) and 2003 XMM high flux observations (bot-
tom panel). The adopted model for the continuum is composed
of an absorbed power law.

component against the total flux of the Iron Kα emission
line, from the previous analysis. The linear correlation be-
tween the two parameters clearly suggests that the xillver
component is trying to compensate for the variations of a
different Fe K component (similar to the Iron line behavior
observed in the recent XMM campaign of Ark 120: Nardini
et al. 2016). We conclude that the reflected emission arising
from cold, distant material is constant throughout the nine
observations.
Best fit values for energy centroids of Fe xxv He-α, Fe
xxvi Ly-α and Ni Kα (which are not accounted for by
xillver) are E1 = 6.77 ± 0.09, E2 = 7.00 ± 0.05 and
E3 = 7.55±0.08 keV, respectively. No statistically significant
variations are found between the nine observations and their
fluxes are always consistent with the ones found in the low-
est state spectrum (observation 7): F1 = 0.22± 0.09× 10−5 ,
F2 = 0.23 ± 0.11 × 10−5 and F3 = 0.25 ± 0.13 × 10−5 ph
cm−2 s−1.
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Figure 7. Best fit of the simultaneous Swift-NuSTAR data.
Residuals are shown in the bottom panel.
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Figure 8. The fit of the continuum model and the broad Iron
Kα applied to the data is shown, in the 3-10 keV band. We do
not include Swift data for the sake of visual clarity. The 8.26 keV
absorption line is clearly visible in both FPM detectors.

3.2 The 2015 Swift+NuSTAR medium flux state

The baseline model used for the 2010 XMM spectra is then
applied to the simultaneous 2015 Swift + NuSTAR observa-
tion. Soft X-ray emission parameters are fixed to the com-
bined XMM fit. The resulting χ2/dof is good (418/416), and
a Compton reflection fraction R = 0.18±0.07 from cold ma-
terial is measured, consistent with the flux of the constant
XMM reflection component. Residuals around the neutral
iron Kα line and ∼ 8 keV are present (Fig. 6, top panel).

The inclusion of two Gaussians to reproduce both emis-
sion and absorption lines leads to a best fit χ2/dof=373/411.
The best fit to the data set with corresponding residuals
are shown in Fig. 7 while best fit parameters are reported
in Table 3. The broad iron Kα emission line is found at
6.32 ± 0.12 keV, with a flux F=7.0 ± 2.5 × 10−5 ph cm−2

s−1 and a width σ = 250+190
−120 eV (with a statistical signif-

icance greater than 99.99%, accordingly to the F -test). We
show, in Fig. 8, the residuals when the continuum and the
broad Iron Kα model is applied to the NuSTAR data, in
the 3-10 keV interval. The absorption line is clearly visible
in the bottom panel and it is found at 8.26+0.09

−0.12 keV (rest-

Parameter Best-fit value

NH (×1022 cm−2) 1.1± 0.2
Γ 1.72± 0.03

Ec (keV) > 350
Npow (×10−2) 1.62± 0.07
Nxill (×10−5) < 5.5

F2−10 keV (erg cm−2 s−1) 5.8± 0.3× 10−11

L2−10 keV (erg s−1) 7.6± 0.3× 1042

Table 3. Best fit parameters of the combined Swift-NuSTAR
analysis.

frame energy), with a flux F=−1.8 ± 0.8 × 10−5 ph cm−2

s−1 (with a statistical significance greater than 99.7%). The
inclusion of the broad Iron Kα component is accompanied
by a drop in the Compton reflection fraction (R < 0.08).
This width corresponds to a velocity v ≃ 28+22

−14 × 103 km/s
and is consistent with material orbiting with Keplerian mo-
tion located in the outskirts of the accretion disk or in the
inner regions of the BLR. The best fit power law index is
Γ = 1.72 ± 0.03 and only a lower limit for the high energy
cutoff Ec > 350 keV is found. Another solution could be
an Iron Kα line smeared by relativistic effects, as already
discussed for the 2003 XMM high flux state of the source
in Shu et al. (2010). We therefore tried to model the broad
line component in terms of relativistic reflection (using the
relxill model in xspec; Dauser et al. 2013). The inclina-
tion of the disk is fixed to 30 degrees and standard values for
the emissivity are assumed (ǫ(r) ∝ r−3). The best fit solu-
tion requires a high value for the Iron abundance (AFe > 7)
because of the modest Compton reflection associated to the
line. The best fit reduced χ2 is statistically equivalent to the
one inferred above χ2/dof=371/411 and the relativistic line
has to be produced at a radius r > 35 rg. The upper limit
for the cold, distant Compton reflection becomes R < 0.03.

In both scenarios, the reflection fraction is very low
and the dominant spectral component is the primary power
law continuum (with a Γ = 1.72 ± 0.03). We therefore find
the same intensity and energy centroid for the UFO feature
adopting the two different models.

3.3 The 2003 XMM-Newton high flux state

We first apply a model composed of an absorbed pri-
mary continuum and soft X-ray, extra-nuclear emission
(TBabs×(zwabs×cutoffpl + apec + cloudy)) to the
XMM high flux state spectrum. We find a power law with
Γ = 1.76±0.02 absorbed by a column density NH=0.7±0.1×
1022 cm−2 and no statistically significant difference for the
cloudy and apec parameters, with respect to the ones pre-
sented in Sect. 3.1. We show, in the bottom panel of Fig.
6, contour plots between the normalization and the energy
centroid of a Gaussian line left free to vary in the 5-10 keV
range. Both emission features (narrow and broad) at∼6.4
keV and absorption ones above 8 keV can be clearly seen.
The inclusion of a cold reflection component responsible
for the narrow Iron Kα line (R = 0.36 ± 0.06) leads to a
χ2/dof=261/162=1.6 with an improvement ∆χ2 = −139
for one degree of freedom. We modeled the broad relativistic
component in terms of a simple Gaussian line and our best fit
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Energy Flux EW Significance vout/c ∆χ2/dof
(keV) (10−5 ph cm−2 s−1) (eV) σ

2015 8.26+0.09
−0.12 −1.8± 0.8 −45± 20 2.6 0.21± 0.01 -9/2

2003 8.61± 0.05 −2.2± 1.2 −40± 25 2.7 0.209± 0.006 -9/2
9.27± 0.10 −2.0± 1.3 −45± 30 1.9 0.31± 0.01 -8/2
9.57± 0.06 −3.3± 1.3 −70± 25 3.6 0.307± 0.006 -26/2

logNH logU vout/c Ṁout Ėk ṗout
(cm−2) (g·s−1) (erg·s−1) (g·cm·s−2)

2015 22.25± 0.25 2.45± 0.25 0.21± 0.01 3.5× 1023 6.9× 1042 2.2× 1033

2003 23.35+1.10
−0.55 > 3.1 0.215± 0.005 3.8× 1024 7.9× 1043 2.5× 1034

23.35+0.15
−0.40 3.40+0.40

−0.15 0.305± 0.005 2.7× 1024 1.1× 1044 2.4× 1034

Table 4. Best fit parameters for the two absorbing layers, energies are reported in the rest-frame of the source. The statistical significance
of the four absorption lines is calculated via Monte Carlo simulations (see Sect. 3.4 for details).
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Figure 9. Best fit to the 2003, high flux, EPIC pn data and resid-
uals are shown when a model with no absorbers (middle panel)
and with the inclusion of two absorbers (bottom panel) is consid-
ered.

values (Ebr = 6.0+0.2
−0.4 keV, Fbr=2.4+0.8

−0.4×10−4 ph cm−2 s−1,
EWbr = 230+60

−40 eV) are in perfect agreement with Shu et al.
(2010), leading to a χ2/dof=203/159=1.3. Residuals to this
fit are shown in the middle panel of Fig. 9, suggesting the
presence of multiple absorption lines above 8 keV. We there-
fore included three narrow, unresolved Gaussians with vari-
able energy and flux: best fit values for the rest-frame energy
centroids, fluxes, EW and fit improvements are shown in Ta-
ble 4. The final goodness of fit χ2/dof=160/151=1.06 and
we find a steeper continuum (Γ = 1.82 ± 0.02) with respect
to the 2010 XMM-Newton spectra. We note, however, that
a statistically comparable fit is obtained if a single broad
absorption line (σ = 0.30+0.22

−0.15 keV) is adopted at 9.47+0.20
−0.15

keV with an EW=-180+80
−120 eV. We will discuss the physical

interpretation of this component in Sect. 3.5. None of these
absorption lines are present in the nine 2010/2013 XMM low
flux spectra and the inclusion of an absorption line at 8.26
keV only leads to lower limits on its flux (Fabs > −4× 10−6

ph cm−2 s−1 in Obs. 3).

3.4 Statistical significance of absorption lines

It is widely known that in order to assess the statistical
significance of narrow unresolved features, standard likeli-
hood ratio tests might lead to inaccurate results (Protassov
et al. 2002). We therefore followed the approach discussed
in Tombesi et al. (2010) and Walton et al. (2016) to produce
Monte Carlo simulations of our data sets and to retrieve a
statistical significance for each absorption line detected. We
produced 10000 fake data sets of the NuSTAR FPMA/B or
XMM-Newton EPIC pn spectra for each of the four absorp-
tion lines reported in Table 4, using the fakeit command in
xspec. Responses, background files, exposure times and en-
ergy binning are the same as the ones used for real data. We
considered the best fit models presented in Sect. 3.2 and 3.3
without absorption lines to simulate a fake spectrum, fitted
it with the continuum model and recorded the best fitting
parameters. This new model for the continuum is then used
to simulate the fake data, to reduce uncertainties on the
null-hypothesis probability itself (Porquet et al. 2004; Mini-
utti & Fabian 2006; Markowitz, Reeves & Braito 2006). A
new unresolved Gaussian line was included in the model,
and its normalization was initially set to zero and free to
vary in the range [−1.0 : +1.0] × 10−4 ph cm−2 s−1. The
energy centroid was free to vary between 7.0 and 10.0 keV
in 100 eV steps and the resulting ∆χ2 was recorded. If N
is the number of data sets in which a chance improvement
is found and S is the total number of simulated spectra,
then the estimated statistical significance of the detection
from Monte Carlo simulations is 1 − N/S. As an exam-
ple, we can consider the NuSTAR absorption line. Out of
the S=10000 simulations (both FPMA and B spectra were
simultaneously considered), we retrieved N=94 spectra in
which a ∆χ2

6 −9 was found. This leads to a statistical
significance (1-94/10000), corresponding to ≃ 2.6σ (99.06%
confidence level).

When we estimated the statistical significance of the
two UFOs (three absorption lines) detected in the 2003
XMM spectrum, we followed the same technique discussed
in Longinotti et al. (2015) for IRAS 17020+4544. The detec-
tion confidence level for the two lines above 9 keV (UFO 2)
is calculated taking into account the absorption line at 8.6
keV (UFO 1), i.e. the input model for the simulations is built
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adding the UFO 1 component to the continuum. The two
statistically significant XMM absorption lines at 8.61 and
9.57 keV are therefore detected with a significance 2.7σ and
3.6σ (99.35% and 99.97% confidence levels), respectively.

3.5 cloudy modeling and line identification

NGC 2992 is one of the handful of AGN in which a
blueshifted absorption feature is detected with NuSTAR. In
this Section we discuss the 2015 spectra and the 2003 EPIC
pn data, which are both in a medium-high flux state (i.e.
5.8 and 9.5 × 10−11 erg cm−2 s−1), using cloudy gener-
ated tables. We took into account a self-consistent absorp-
tion model to estimate the column density and the ionization
state of the UFOs. We produced a grid model for xspec us-
ing cloudy 17, assuming a plane parallel geometry, with
the flux of photons striking the illuminated face of the cloud
given in terms of ionization parameter U (Osterbrock &
Ferland 2006); incident continuum modeled as in Korista
et al. (1997); constant electron density ne = 105 cm−3

and turbulence velocities in the range vturb = 500 − 2000
km/s. Elemental abundances as in Table 7.1 of cloudy
documentation2; grid parameters are log U = [1.00 : 5.00],
log NH = [22.0 : 24.0].

We start by fitting the high flux 2003 pn spec-
trum. When the primary continuum is convolved with one
CLOUDY component (zone 2) the fit improves (∆χ2=-38/3
d.o.f.) and the inclusion of a second absorber (zone 1: ∆χ2=-
18/3 d.o.f.) leads to a best fit χ2/dof=147/153=0.97: no
strong residuals are seen throughout the 0.5-10 keV band
(Fig. 9, bottom panel) and best fit values can be found in
Table 4. When we leave the turbulence velocity as a variable
parameter, no statistical improvement is found and the best
fit value is vturb > 650 km/s, with the parameter pegging
at 2000 km/s. The outflowing velocity is a free parameter
in our cloudy components and two distinct velocities are
required, v1 = 0.215 ± 0.005c and v2 = 0.305 ± 0.005c.

From a visual inspection of the best fitting model, the
two absorption lines at 9.27 and 9.57 keV can be identified
as Fe xxv He-α and Fe xxvi Ly-α, with outflowing velocities
vout = 0.31 ± 0.01c and vout = 0.307 ± 0.006c, respectively.
The third absorption line at 8.61 keV corresponds to Fe xxvi
Ly-α, with an outflowing velocity vout = 0.209 ± 0.006c and
only an upper limit EW<40 eV is retrieved for the associ-
ated Fe xxv He-α component. Fixing the outflow velocity to
the one corresponding to Fe xxv He-α to the cloudy com-
ponent, a statistically worse fit is obtained (∆χ2=+19/1
d.o.f.), clearly ruling out this solution. We also show in Ta-
ble 4 the measured vout/c values, using this identification.
We interpret the two absorption lines above 9 keV as Fe
xxv He-α and Fe xxvi Ly-α with same outflowing velocity,
but we cannot statistically rule out a fit in which they are
modeled in terms of a single broad absorption line, lead-
ing to physical scenario with a single outflowing component
(still at vout ∼ 0.3c) with a turbulence velocity vturb ∼10000
km/s.

We then convolved the CLOUDY component (fixing the

2 Hazy 1 version 17, p. 66: http://viewvc.nublado.org/

index.cgi/tags/release/c17.00/docs/hazy1.pdf?revision=

11711&root=cloudy
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Figure 10. Contour plots between column density and ionization
parameter of the two outflowing components for the FPMA/B
2015 (in green) and EPIC pn 2003 spectra (red and blue). Solid,
dashed and dotted lines indicate 68%, 90% and 99% confidence
levels.

turbulence velocity to vturb = 2000 km/s) with the model
described in Sect. 3.2, removing the absorption line at 8.26
keV, to reproduce the 2015 NuSTAR-Swift data set. We find
a very good fit (χ2/dof=375/415=0.91), with no statistically
significant differences with other parameters previously in-
ferred. We find a velocity vout = 0.21 ± 0.01c for the out-
flowing gas, a column density log(NH/cm−2) = 22.25 ± 0.25
and a log U = 2.45±0.25. In this case, the absorption line is
identified as Fe xxv He-α and the measured 8.26+0.09

−0.12 keV
centroid energy (Table 4) can be converted in an outflowing
velocity vout = 0.21 ± 0.01c. If we fix the outflow velocity
to the one corresponding to Fe xxvi Ly-α to the cloudy
component we obtain a worse fit (∆χ2=+13/1 d.o.f.). The
contour plots between the absorbing column density and the
ionization parameter can be found in Fig. 10. One absorb-
ing layer (zone 1: vout ∼ 0.21c) is present in both XMM and
NuSTAR data sets, while the other (zone 2: vout ∼ 0.30c)
appears only in the very bright state in 2003. The inferred
parameters (NH, U, vout) for the first absorbing zone per-
fectly fall within the observed range of Ultra Fast Out-
flows detected with XMM (Tombesi et al. 2010, 2011, 2012)
and Suzaku (Gofford et al. 2013, 2015), and are different
from the ones found for standard warm absorbers (Tombesi
et al. 2013; Laha et al. 2014). The second UFO (zone 2:
vout ∼ 0.30c) is at the upper end of the outflow velocity dis-
tribution (〈vout〉 ∼ 0.1c: Tombesi et al. 2010) and it is one
of the fastest winds detected in a Seyfert galaxy, at modest
accretion rate (Lbol/Ledd ≃ 2–4%). Such velocities are more
typically seen around Lbol/Ledd ∼ 1 in high luminosity ob-
jects (Chartas et al. 2002; Reeves et al. 2009; Tombesi et al.
2015; Reeves et al. 2018) or in NLS1s (Longinotti et al. 2015;
Parker et al. 2017a,b, 2018).

Downloaded from https://academic.oup.com/mnras/advance-article-abstract/doi/10.1093/mnras/sty1436/5032380
by Keele University user
on 11 June 2018



4 DISCUSSION

4.1 Origin of the Iron Kα line

XMM Observation no. 7 is one of the historical flux min-
ima of the source and the measured EW of the Iron Kα line
(EW7=570±60 eV) suggests that the primary continuum is
very weak, allowing the reflection component to be clearly
seen, with a very large reflection fraction (R = 4.50 ± 1.10).
We therefore use this spectrum as input background for the
2003 and 2010-05-26 (Obs. no. 3) XMM observations to con-
struct difference spectra. Results in the 3-10 keV band are
shown in Fig. 11 (top panel, in black and red, respectively)
and when fitted with an absorbed power law the measured
values are N03

H = 0.9±0.2×1022 cm−2, Γ03 = 1.90±0.05 and
N10

H = 1.2 ± 0.3 × 1022 cm−2, Γ10 = 1.7 ± 0.1. This confirms
that the main variable component is the nuclear emission
and that it cannot be ascribed to column density changes
along the line of sight. The different photon indices indicate
that the spectrum is steeper when the source is brighter, as
already discussed in Shemmer et al. (2006); Risaliti, Young
& Elvis (2009); Ursini et al. (2016). Residuals to this model
are shown in middle and bottom panels of Fig. 11 and while
strong residuals on the red wing of the Fe Kα emission line
can be clearly seen in the black data set, they disappear
in the 2010 Obs. 3, being much more symmetric and cen-
tered around ∼6.6 keV. Even if we cannot totally discard
systematic effects due to the EPIC pn CTI miscalibration
we confirm that no positive residuals on the red wing of the
Fe line due to relativistic effects are identified.
Summarizing the spectral analysis reported in Sect. 3, the
Iron Kα emission line complex in this object is likely the
sum of three distinct components:
- a narrow one due to reflection from cold, distant material
(likely the molecular torus) which is constant, with a 2-10
keV flux F=1.25 ± 0.08 × 10−12 erg cm−2 s−1 and not re-
sponding to variations of the primary continuum;
- an unresolved, variable one which is more intense in
brighter observations (Obs. 3, 9 and NuSTAR 2015). The
emitting gas could be located in the outer parts of the ac-
cretion disk or in the BLR;
- a relativistic line emitted in the innermost regions of the
accretion disk, which has been detected only in the 2003
XMM observation.

The optical emission of this source has been also widely
investigated in the past (Veron et al. 1980; Allen et al. 1999;
Trippe et al. 2008) and Gilli et al. (2000) interpreted it
in terms of a strongly variable underlying continuum with
emission lines which are variable in flux but not in width.
Indeed, the broad Hα FWHM ranges from 2620 km/s in
1994 (near the X-ray minimum) to 2190 km/s in 1999 (1.5
months after the BeppoSAX high flux observation). If such
material also emitted in the X-rays it would produce an Fe
Kα emission line with a line width σ ∼ 20 eV, which was
not detected in the 2010 low flux Chandra HETG spectra
(Murphy, Nowak & Marshall 2017). This suggests that the
illuminated material (the outskirts of the accretion disk or
the BLR) responds to variations of amplitude of the nuclear
flux and the line intensity is hence proportional to the irra-
diating flux, similarly to what already found for NGC 2110
(Marinucci et al. 2015).
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Figure 11. Difference spectra of the 2003 and 2010-11-28 obser-
vations are shown in black while 2010-05-26 (Obs. 3) and 2010-11-
28 in red, respectively. Middle and bottom panels contain resid-
uals when an absorbed power law model is applied to the data
sets. Vertical dashed line indicates the rest-frame energy of the
neutral Fe Kα emission line.

4.2 Energetics of the outflowing winds

The black hole mass of NGC 2992 is estimated to be 5.2×107

M⊙ via stellar velocity dispersion measurements (Woo &
Urry 2002), which leads to a relative fraction of the Edding-
ton luminosity in the range Lbol/Ledd ≃ (0.1-4)%, using the
bolometric correction from (Marconi et al. 2004).

The highest flux states discussed in this paper are
the ones observed by NuSTAR in 2015 and by XMM-
Newton in 2003, with 2-10 keV unabsorbed luminosities
of 7.6×1042 , 1.3×1043 erg/s, with bolometric luminosities
Lbol=1.2 × 1044, 2.4×1044 erg/s, corresponding to accre-
tion rates Lbol/Ledd of 2% and 4%, respectively. The spec-
tral analysis discussed in Sect. 3.3 showed the presence of
strongly blueshifted absorption features only in the 2015
NuSTAR and 2003 XMM spectra, i.e. when the accretion
rate is larger than Lbol/Ledd > 2%. If modeled with a gas
photoionised by the nuclear continuum along the line of
sight, we find two accretion disk winds at different velocities
(v1 ∼ 0.2c and v2 ∼ 0.3c). While the former is in the typical
range inferred for UFOs in local Seyfert galaxies (Tombesi
et al. 2012; Gofford et al. 2015), the latter is one of the fastest
ever detected in a Seyfert galaxy at this low accretion rates.

If we assume that the measured outflowing velocity cor-
responds to the escape velocity we can estimate the mini-
mum radius rmin at which the accretion disk wind occurs.
Following the parametrization on the geometry (conical) and
on the density described in Krongold et al. (2007) we can
estimate the mass outflow rate Ṁout and the kinetic power
ĖK (equations 3 and 4: Tombesi et al. 2013).

For the first wind component (zone 1), found in both
the 2015 and 2003 data sets, the outflowing velocity is
v1 ≃ 65000 km/s and it corresponds to an emission radius
rmin = 3.5×1014 cm (1.2×10−4 pc, or ∼ 25 rs for a black hole
mass Mbh=5.2×107 M⊙). The lower limits for the mass out-
flow rate, total kinetic energy rate and momentum rate are
reported in Table 4. Assuming the more conservative value
for the column density derived for the NuSTAR spectra
and dividing the inferred ĖK by the Eddington luminosity
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(LEdd = 6.5 × 1045 erg/s) we obtain log(ĖK/LEdd) = −2.9,
which locates this accretion disk wind in the UFO populated
region in diagram 2 (left panel) in Tombesi et al. (2013). We
find that the total mechanical power ĖK ≃0.05Lbol is suffi-
cient to switch on feedback mechanisms between the AGN
and the host galaxy (which can be as low as ∼0.005 Lbol: Di
Matteo, Springel & Hernquist 2005; Hopkins & Elvis 2010).
We note, however, that if such winds are only triggered at
the highest luminosities, their duty cycle is very small, and
so will be the feedback effect (Fiore et al. 2017). This value
is in perfect agreement with measurements in local sources
(Tombesi et al. 2013; Gofford et al. 2015) and much lower
than the ones recently found for distant quasars, such as
HS 0810+2554 (z=1.51, ĖK ≈9Lbol: Chartas et al. 2016)
and MG J0414+0534 (z=2.64, ĖK ≈2.5Lbol: Dadina et al.
2018). The total outflow momentum rate can be directly es-
timated as ṗout = Ṁoutvout and, if we compare it to the
radiation momentum ṗrad=Lbol/c, we find ṗout ≃ 0.5 ṗrad.
This suggest that the wind can be efficiently accelerated in
terms of radiation pressure (through Compton scattering;
King & Pounds 2003; King 2010b,a).

When we take into account the second wind component
(zone 2), only found in the 2003 XMM spectrum, the out-
flowing velocity is v2 ≃ 90000 km/s and it corresponds to
an emission radius rmin = 1.7 × 1014 cm (6 × 10−5 pc, or
∼ 10 rs). The total outflow momentum rate from the two
wind components is therefore ṗout ≃ 6 ṗrad possibly indicat-
ing an additional/alternative accelerating mechanism, likely
due to magnetic torques acting on the wind (Ohsuga et al.
2009; Kazanas et al. 2012; Fukumura et al. 2017)

In NGC 2992 the fast wind features are sporadic, only
appearing in the two brightest observations, at accretion
rates larger than ∼ 2%. The winds are launched in the inner-
most regions of the accretion disk (assuming that the out-
flowing velocity corresponds to the escape velocity), at a few
tens of gravitational radii. We speculate that the wind can be
more effectively accelerated when the luminosity and thus
the accretion rate is higher, somehow reaveling the inner-
most regions of the disk. Indeed, such accretion disk winds
are accompanied by a broad component of the Iron Kα emis-
sion line. This case is clearly different from other highly ac-
creting objects, such as PDS 456 (Matzeu et al. 2017b,a),
where a correlation between the outflowing velocity and the
luminosity is observed. Indeed, a response of the relativistic
outflowing gas to the variations of the nuclear continuum (in
particular the ionization stage) has been recently shown for
PDS 456 and IRAS 13224-3809 (Matzeu et al. 2016; Parker
et al. 2017a,b, 2018). However, while these two sources are
accreting close to LEdd, NGC 2992 is accreting only at a few
per cents of the Eddington luminosity.

5 CONCLUSIONS

NGC 2992 has been observed with all major X-ray satel-
lites since 1978 showing a strong variability (up to a factor
20) on timescales of weeks/months. We presented a broad-
band spectroscopic analysis of eight XMM observations per-
formed in 2010 and one in 2013, of the 2015 simultaneous
Swift and NuSTAR data and of an additional 2003 XMM ob-
servation, once corrected for pile-up effects. The source was
always in a faint state in 2010/2013 but NuSTAR showed

an increase in the 2-10 keV flux up to 6×10−11 erg cm−2

s−1 in 2015. Possible evidence of an Ultra Fast Outflow
with velocity v1 = 0.21 ± 0.01c (at 2.6σ confidence level)
is found in this NuSTAR observation. This spectral compo-
nent is not present in the 2010/2013 low flux spectra, but
it is detected in the bright 2003 XMM observation (at 2.7σ
confidence level). Using CLOUDY generated tables, the two
zones of absorption can be modeled in terms of a highly ion-
ized gas with column densities in the range NH = 1022–1023

cm−2 and ionization parameters log U = 2.5–3.5. We find
that the total kinetic energy rate of the NuSTAR outflow
is ≈ 5% Lbol, sufficient to switch on feedback mechanisms
on the host galaxy. Such accretion disk winds are sporadic
in NGC 2992, they arise from a few tens of gravitational
radii and have been detected only when the accretion rate
of the source exceeds 2% of the Eddington luminosity. This
could be indicative of an accretion disk which reveals its in-
nermost regions when the flux rises. In the future, further
X-ray observations will test this scenario in more detail.

The analysis of the low flux 2010/2013 XMM data al-
lowed us to determine that the Iron Kα emission line com-
plex in this object is likely the sum of three distinct com-
ponents. The first one is narrow and due to reflection from
cold, distant material (likely the molecular torus) not re-
sponding to variations of the primary continuum and with
a constant 2–10 keV flux F=1.25 ± 0.08 × 10−12 erg cm−2

s−1. The second one is an unresolved, variable component
which is more intense in brighter observations (Obs. 3 and
9 of the 2010/2013 monitoring campaign). The last one is
broad (EWbr = 230+60

−40 eV) and due to relativistic effects in
the innermost regions of the accretion disk, only detected in
the 2003 XMM observation.
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APPENDIX A

In this Appendix, we discuss instrumental effects induced
by pile-up in the 2003 XMM observation. NGC 2992 was
targeted by XMM in Full Frame mode in 2003, for a total
elapsed time of 27 ks. With an average 0.5-10 keV count rate
of 19.32±0.39 cts/s, the observation was inevitably affected
by pile-up. We reduced the data set following the same ap-
proach described in Sect. 2.1 (for calculating source extrac-
tion radius, optimal time cuts for flaring particle background
and energy binning) without pile-up corrections. This spec-
trum (not excised) was then compared to the one used for
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our analysis, in which pile-up is removed. In principle, there
is no reason to expect that pile-up could create narrow line-
like spurious features, it produces a flatter spectral shape,
due to the false detection of soft X-ray photons at higher
energies. We therefore fitted the two spectra with a phe-
nomenological model composed of a power law plus a narrow
Gaussian line at 6.4 keV, in the 3-10 keV band. As expected,
we obtain a harder photon index for the piled up spectrum
(Γ1 = 1.50 ± 0.01), compared to the one in which such an
instrumental effect is removed (Γ2 = 1.72 ± 0.02). The high
energy UFO features in NGC 2992 are completely smeared
out in the piled up spectrum and also part of the broad com-
ponent of the Fe Kα is hidden, as already discussed in Miller
et al. (2010). They appear in the pile-up corrected spectrum
and, even if we exclude the central region of the source up
to 15 arcsec (instead of 10 arcsec, as in Shu et al. 2010), we
find the same slope for the continuum compared to the one
reported in Sect. 3.3 and the same absorption features, with
larger uncertainties.

REFERENCES

Allen M. G., Dopita M. A., Tsvetanov Z. I., Sutherland
R. S., 1999, ApJ, 511, 686

Arnaud K. A., 1996, in ASP Conf. Ser. 101: Astronomical
Data Analysis Software and Systems V, p. 17

Bianchi S., Chiaberge M., Evans D. A., Guainazzi M., Baldi
R. D., Matt G., Piconcelli E., 2010, MNRAS, 418

Bianchi S., Guainazzi M., Chiaberge M., 2006, A&A, 448,
499

Cappi M. et al., 2016, A&A, 592, A27
Chartas G., Brandt W. N., Gallagher S. C., Garmire G. P.,
2002, ApJ, 579, 169

Chartas G., Cappi M., Hamann F., Eracleous M., Strick-
land S., Giustini M., Misawa T., 2016, ApJ, 824, 53

Colbert E. J. M., Strickland D. K., Veilleux S., Weaver
K. A., 2005, ApJ, 628, 113

Dadina M. et al., 2018, ArXiv e-prints
Dauser T., Garcia J., Wilms J., Böck M., Brenneman
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