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Abstract

Video summarization is understanding video which aims to get an abstract view of the
original video sequence by the concatenation of keyframes representing the highlights of
the video. In this work, we propose an enhanced deep summarization network (EDSN)
to summarize videos. We implement a reinforcement learning based framework to train
our EDSN, where we design a novel reward function which considers the spatial and
temporal features of the original video to be included in the summary. The reward func-
tion is formulated using the spatial and temporal scores obtained for each frame of the
video using the temporal segment networks. During training, the reward function seeks
to generate a summary by including the frames with high temporal and spatial scores,
while the EDSN strives for earning higher rewards by learning to produce more diverse
summaries. The method is completely unsupervised since no labels are required dur-
ing training. Extensive experiments on two benchmark datasets show that the proposed
approach achieves state-of-the-art performance.

1 Introduction

With the advent of technology, the number of videos and the amount of digital video data
being generated has enormously increased. Video summarization is important in order to
process this huge data. Video summarization aims to get concise and short summaries of
large-scale videos that are representative of original videos. It makes the search way easier
and useful than before. It is also a key tool where people can watch the important scenes
without watching the full original video. This has lead to many recent competitions in life-
log video summarization [3, 11]. Therefore, video summarization is important in this digital
era to concise huge amount of visual information.

The importance of modeling temporal information has been differentiating the video and
image models. Capturing the temporal information is necessary to understand the actions
and sequences in a video [18]. Hence, extracting the temporal information is important to
summarize the videos. In this paper, we aim to incorporate the long-range temporal struc-
ture, which plays an important role in understanding the dynamics in videos. This temporal
information in a video is important in order to obtain an effective summary of the video. In
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order to achieve this, we aim to design an effective video summarization technique using
reinforcement learning and propose a reward function which is formulated using the spatial
and temporal scores extracted from the video.

We propose an enhanced deep summarization network for video summarization. Our
contribution is mainly towards developing a novel reward function incorporating the spatial
and temporal information in a video. We formulate the reward function using the spatial and
temporal scores extracted from the temporal segment networks in [22]. We conducted our
experiments on two datasets, SumMe [9] and TVSum [20]. The SumMe dataset consists of
25 videos annotated with at least 15 human summaries whereas the TVSum dataset consists
of 50 videos. Both the datasets consists of annotations, ground truth score for each frame of
a video and the ground truth summary generated for each video. Experiments on the dataset
showed that our approach achieves the state-of-the-art performance.

The rest of the paper is organized as follows: Section 2 covers the related work and the
direction of the present work. Section 3 covers the proposed approach and our contribution
to the new reward function which incorporates spatial and temporal information in a video.
It also explains the reward function formulation from the scores and explains the method
of extraction of the scores from the spatial and temporal ConvNets. Section 4 covers the
experimental results and we conclude our work in Section 5.

2 Related Work

Video summarization has been of keen interest in recent years and lead to approaches of var-
ious techniques [1, 4]. For summarizing videos, important objects and people were identified
in [7, 12]. Episodic visual memories are summarized and retrieved using semantic meaning
from ego-centric videos in [2]. Large-scale egocentric visual data are summarized and re-
trieved using sparse graph representation in [16]. In [14] videos are summarized by modeling
the viewer’s attention. Inspired by works in text analysis, a story-driven video summariza-
tion is proposed in [13]. Key-frames are identified by clustering frames using conventional
unsupervised approaches in [10]. On the other hand human annotated summaries are used
to select informative and diverse subset of frames for summarizing the videos in [8]. In [9],
scores of visual interestingness based on a set of low, mid and high-level features are obtained
to create an interesting and informative summary. Long short-term memory is used in [24]
to model the temporal dependency among the video-frames and derive compact summaries
of the videos.

Key-frames are selected in [19], by employing reinforcement learning to train a summa-
rization using the key-frame labels and category information. In [26], a deep summarization
network with diversity- representativeness reward is proposed. This reward function is pro-
posed in the way that labels or user interactions are not required at all during the learning
process. A summarization network, which uses video-level category labels, using deep Q-
learning is trained in [27], to identify key-frames.

Most of these methods processed video frames ignoring the inherent spatio-temporal
patterns in the videos. To address this issue, we model video summarization via an en-
hanced deep summarization network (EDSN) to incorporate the spatio-temporal features
in the summary. Our approach is based on training the deep network using reinforcement
learning. Our work is mostly related to [26]. In [26], a deep summarization network with
a diversity-representativeness reward is proposed. We significantly improve upon the deep
summarization network by proposing a temporal-spatial reward which incorporates the spa-
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tial and temporal features in the video.

3 Enhanced Deep Summarization Network

We develop an enhanced deep summarization network (EDSN) to predict probabilities for
video frames and make decisions on which frames to select based on the predicted probabil-
ity distributions. We design a temporal-spatial reward in order to ensure that the summary
includes the frames with high temporal and spatial features. The enhanced deep summariza-
tion network (EDSN) is an enhanced version of the deep summarization network in [26].
Our contribution is mainly towards the design of the reward function which incorporates
the temporal and spatial features within the video. The spatial and temporal scores for each
frame of a video are extracted using the temporal segment networks (TSN). These scores are
then used to obtain the reward function.

3.1 Extraction of Spatial and Temporal Cues

The temporal segment network framework in [22], which is composed of spatial stream
ConvNets and temporal stream ConvNets, are used to obtain the spatial and temporal scores
for each frame of the video. The temporal segment networks operate on a sequence of short
snippets sparsely sampled from the entire video, instead of working on single frames or
frame stacks. A preliminary prediction of the action classes is produced on its own by each
snippet in this sequence. A consensus as the video-level prediction is then derived among
the snippets. In the learning process, the loss values of video-level predictions, other than
those of snippet-level predictions which were used in two-stream ConvNets, are optimized
by iteratively updating the model parameters. The proposed framework is shown in Fig. 1.

[ e H Scores from
— ——
/\\/, ConvNets Soft
— | T ¥ ~ oftmax
TN oo function
ME /,/ temporal
[ e[S ConvNets

Temporal Segment Networks r ts( s)

Reward Function

Videos

NN BIRNN = Reward r,,(s)¢&

Deep Summarization Network (DSN)

Figure 1: Enhanced Deep Summarization Network.

3.2 Temporal-Spatial Reward

We aim to incorporate the long-range temporal structure, which plays an important role in
understanding the dynamics in videos. In general, we try to explore the temporal information
within a video and propose the temporal-spatial reward which includes both the spatial and
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temporal information within a video. The temporal-spatial reward is formulated as follows:
I'ts (S) = Rtemp + Rspatiala (D

where Riemp and Rgpaial are the temporal and spatial rewards, respectively. The temporal
reward Remp represents the temporal information whereas the spatial reward Rgpaal repre-
sents the spatial information of each frame within the video. During training, the EDSN will
receive a reward rs(s) that evaluates the quality of generated summaries, and the objective of
EDSN is to maximize the expected rewards over time by producing high-quality summaries.

3.2.1 Temporal Reward

This temporal information in a video is important in order to obtain an effective summary of
the video. This information is included by formulating the temporal reward. The temporal
reward Riemp is extracted from the scores of temporal relevance extracted for each frame of
the video using the temporal ConvNets in [22]. The softmax function output for the scores
of each frame x; is assigned a probability p(x;) of being included in the video summary. The
temporal reward Riemp is formulated from the scores as follows:

Reemp = X1_:p(x1), 2)

where, p(x;) is the probability of a frame and T is the total number of frames in a video.

3.2.2 Spatial Reward

While the temporal information is significant in understanding the dynamics of the videos,
the spatial information is also equally important in creating meaningful summaries. There-
fore, the spatial reward is proposed. The spatial reward Rgpaar 18 extracted similar to the
temporal reward from the scores obtained from the spatial ConvNets in [22]. The softmax
function output for the scores of each frame x, is assigned a probability p(x;) of being in-
cluded in the video summary. The spatial reward Rgpqiar is formulated from the scores as
follows:

Rspatial = Z;rzip(xt% 3

where, p(x;) is the probability of a frame. The spatial and temporal scores are the class
scores extracted for snippets of video frames from the spatial and temporal ConvNets, re-
spectively. The softmax function output means that the score of each frame is used to assign
the probability of the frame, i.e. frames with high scores are assigned higher probabilities.

3.3 Summary generation

For a test video, a trained EDSN predicts the frame-selection probabilities for each frame of
a video. Then the shot-level scores are computed by averaging frame-level scores within the
same shot and summaries are generated by maximizing the total scores while ensuring that
the summary length does not exceed a limit, which is usually 15% of the video length.

4 Experiments

The reinforcement learning based approach EDSN for video summarization is implemented.
Experiments are conducted on the widely used SumMe dataset [9] and the TVSum dataset
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[20]. The SumMe dataset was annotated by multiple persons so there are multiple human
summaries for each video. The videos are down-sampled by 2 fps. The importance scores
are converted to shot-based summaries for evaluation following [26]. The model is imple-
mented using PyTorch [17]. The GoogLeNet [21] pre-trained on ImageNet [5] is used to
extract frame features from the dataset, which is the input to the decoder network shown
as bidirectional recurrent neural network (BiRNN) in Fig. 1. We set the dimension of hid-
den state in the recurrent neural network (RNN) cell to 256 throughout this paper. We use
the standard 5-fold cross validation, i.e., 80% of videos for training and the rest for test-
ing to evaluate our method, same protocol as that used in [26]. The EDSN is trained with
60 epochs. For evaluation, the F-score is computed for each pair of machine summary and
human summary and the average results for a single video are obtained.

For the TSN, the BNInception network architecture is implemented. The mini-batch
stochastic gradient descent algorithm is used to learn the network parameters, where the
batch size is set to 256 and momentum set to 0.9. The network weights are initialized with
pre-trained models from ImageNet [5]. For spatial networks, the learning rate is initialized
as 0.001. For temporal networks, we initialize the learning rate as 0.005. For the extraction
of optical flow and warped optical flow, we choose the TVL1 [23] optical flow algorithm
implemented in OpenCV with CUDA. The TSN is trained with 21 videos and tested using 4
videos for the SumMe dataset while 40 videos from TVSum are used for training the TSN
and 10 videos for testing. The frame-level scores are obtained from both the spatial and
temporal stream ConvNets, which are fused together to formulate the reward function.

4.1 Results

Table 1 shows the average F-scores obtained from 5 different random splits on the SumMe
and TVSum datasets.

Table 1: Results showing the average F-scores obtained from different splits using the reward
function ris(s).

Split number Average F-scores using ris(s) | Average F-scores using r(s)
on SumMe dataset on TVSum dataset
1 41.0 56.3
2 50.9 57.9
3 42.2 57.8
4 434 57.0
5 34.6 57.4
Average F-scores 42.6 57.3

Table 2 shows the experimental results of our EDSN approach compared with other un-
supervised approaches on TVSum and SumMe datasets. It can be seen that our method
outperforms the other unsupervised approaches by good margins. The results show that our
EDSN framework can better capture the long-range temporal dependencies among the video
frames. It can be seen that our method performs the best on the SumMe dataset which con-
tains videos of different categories, while the results are close to the state-of-the-art perfor-
mance on the TVSum dataset which contains 50 videos of 10 different categories (5 videos of
each category). The results suggest that the EDSN was successful in capturing the dynamics
of the video frames and thereby generating effective summaries.


Citation
Citation
{Song, Vallmitjana, Stent, and Jaimes} 2015

Citation
Citation
{Zhou, Qiao, and Xiang} 2018{}

Citation
Citation
{Paszke, Gross, Chintala, Chanan, Yang, DeVito, Lin, Desmaison, Antiga, and Lerer} 2017

Citation
Citation
{Szegedy, Liu, Jia, Sermanet, Reed, Anguelov, Erhan, Vanhoucke, and Rabinovich} 2015

Citation
Citation
{Deng, Dong, Socher, Li, Li, and Li} 2009

Citation
Citation
{Zhou, Qiao, and Xiang} 2018{}

Citation
Citation
{Deng, Dong, Socher, Li, Li, and Li} 2009

Citation
Citation
{Zach, Pock, and Bischof} 2007


6 GONUGUNTLA ET AL.: ENHANCED DEEP VIDEO SUMMARIZATION NETWORK

Overall rewards Overall rewards

0.70
0.65

0.60

Reward —
o .
(2]
(9]

Reward ——

0.55 NTVN

"W | 050/,

0.45 ]
0 10 20 30 40 50 60 0 10 20 30 40 50 60

Epoch —_— EpOCh —

Figure 2: Plots showing the reward values obtained for each epoch. Left, plot of reward
values vs epochs for split 1 in SumMe dataset. Right, plot of reward values vs epochs for
split 1 in TVSum dataset.

The overall reward is the average of the rewards obtained for each video during training.
The overall reward for each epoch during the training is obtained and the results are plotted
in Fig. 2. We can observe that the reward generated increases as the number of epochs
increases during training, i.e. the EDSN tries to maximize the reward and obtain meaningful
summaries as the training progresses. The plots of overall reward obtained vs epochs for a
random split selected from both the datasets are shown in Fig. 2.

The plots in Fig. 3 shows the ground truth scores (top in color red) and the predicted
scores (bottom in color blue) for the test videos. The plots show that the distributions of
output importance scores generated from the EDSN for each frame are almost uniform with
low discrepancy, whereas the ground truth scores have a high discrepancy among the scores
of each frame clearly showing that the scores are given by humans. The plots for a randomly
chosen test video are shown in Fig. 3 left and right, from SumMe and TVSum datasets,
respectively.

5 Conclusions and Future Work

In this work, we proposed a new reward function in order to include the temporal and spa-
tial information for unsupervised video summarization. Extensive experiments on SumMe
and TVSum datasets showed that using reinforcement learning with our unsupervised re-

Table 2: Results comparing F-scores on the TVSum and SumMe datasets using existing
methodologies and our proposed EDSN approach.

Methods F1-score on TVSum dataset | Fl-score on SumMe dataset
Uniform Sampling 15.5 29.3
K-medoids [10] 28.8 334

Online sparse coding [25] 46.0 -

Dictionary selection [6] 42.0 37.8
GAN [15] 51.7 39.1
DR-DSN [26] 57.6 41.4
EDSN 57.3 42.6
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video video_5 F-score 36.5% v1deo video_25 F-score 57. 6Aa

Figure 3: Left, plots showing the ground truth scores (left top) and the predicted scores from
EDSN (left bottom) obtained for each frame of the video_5 from SumMe dataset. Right,
plots showing the ground truth scores (right top) and the predicted scores from EDSN (right
bottom) obtained for each frame of the video_25 from TVSum dataset. X-axis are the frames
numbers and Y-axis are the score values.

ward function outperformed other state-of-the-art unsupervised alternatives and produced
results comparable to most supervised methods [8]. In future, we aim to optimize the reward
function by formulating the temporal and spatial information more rigorously by assigning
weights to the scores obtained from the spatial and temporal stream ConvNets rather than
directly obtaining their probabilities from the softmax function. Furthermore, issues like
ineffective feature learning due to distributions of output importance scores for each frame
are to be tackled. This can be tackled by proposing variance loss which allows a network to
predict output scores for each frame with high discrepancy which enables effective feature
learning and significantly improves the model performance.
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