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Abstract

The problem of localised bulging in inflated thin-walled tubes has been studied by

many authors. In all these studies, the strain-energy function is expressed only in term

of principal stretches. However, there are some applications where the cylindrical tube

concerned may have walls thick enough so that the membrane theory may become

invalid. One such situation that motivates the present study is the mathematical

modeling of aneurysm initiation; in that context the human arteries exhibit noticeable

bending stiffness. The effects of bending stiffness on localized bulging are studied using

two different approaches.

The first approach is related to the continuum-mechanical theory for three-dimensional

finite deformations of coated elastic solids formulated by Steigmann and Ogden (1997,

1999). Strain-energy function has been defined in terms of the curvature of the middle

surface and the principal stretches. The elasticity of the coating incorporates bending

stiffness and generalizes the theory of Gurtin and Murdoch (1975). A bifurcation con-

dition is derived using a weakly non-linear analysis and the near-critical behaviour is

determined analytically. A finite difference scheme and a shooting method are formu-

lated to determine the fully non-linear bulging solutions numerically.

The second approach is based on the exact theory of finite elasticity, and the tube

concerned is assumed to have arbitrary thickness. The exact bifurcation condition is

derived and used to quantify the effects of bending stiffness. A two-term asymptotic

bifurcation condition that incorporates bending stiffness is also derived. Finally, it

is shown that when the axial force is held fixed, the bifurcation pressure is equal

to the maximum pressure in uniform inflation. However when the axial stretch is
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fixed, localized solution is possible even if the pressure does not have a maximum in

uniform inflation. This last result is particularly relevant to the continuum-mechanical

modelling of the initiation of aneurysms in human arteries.
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1 Introduction

1.1 Background and Motivations

This thesis is concerned with localized bulging in an elastic membrane, a thin-walled or

thick-walled cylindrical tube that is subject to the combined action of internal inflation

and axial extension. We shall assume that the tube is long enough so that the end

effects can be neglected and we focus on the main section of the tube away from either

of the two ends. Thus, for our purpose the tube is effectively infinitely long. We shall

Figure 1.1.1: Experimental setup of Kyriakides and Chang (1991).

also assume that during inflation either the axial force or axial stretch is fixed. The

former corresponds to the situation when one end is fixed but the other end is closed

and free to move, and may or may not be subjected to the extra pulling of a dead
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weight. Such a setup was used in the experiments of Kyriakides & Chang (1991);

see Figure 1.1.1. This is also how one would usually inflate a tubular party balloon.

The latter case of a fixed axial stretch corresponds to the situation when the tube is

first subjected to an axial extension and then both ends are fixed. Such a setup was

used in the experiments of Goncalves et al. (2008); see Figure 1.1.2. Our aim is to

understand how bending stiffness affects the initiation pressure and the determination

of the weakly non-linear and fully non-linear bulging solutions.

Figure 1.1.2: Experimental setup of Goncalves et al. (2008).

1.1.1 Inflation of a membrane tube

By a membrane tube we mean a tube that has no bending stiffness. In most appli-

cations, this assumption provides a good approximation and the theory based on this
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assumption is able to capture most of the important features. When such an elastic

membrane tube is inflated by an internal pressure, the tube inflates cylindrically until

the pressure reaches a critical value. At this point, the cylindrical configuration be-

comes unstable and a bulge forms at one point of the tube. With continued inflation,

the pressure drops gradually but the diameter of the bulge increases until it reaches

the maximum size. Further inflation causes the bulge to spread laterally along the

tube at a constant propagation pressure. The bulging solution before propagation is

of solitary wave type whereas the propagating bulging solution is of the kink wave

type. This process is well known and has been studied experimentally, analytically

and numerically by many authors.

Localized bulging in inflated membrane tubes was first studied by Mallock (1891) and

later studied experimentally and numerically by Kyriakides & Chang (1990, 1991),

Pamplona et al. (2006), Goncalves et al. (2008), and Shi & Moita (1996). The prop-

agation stage was recognized by Yin (1977) and Chater & Hutchinson (1984) as a

two-phase deformation governed by Maxwell’s equal area rule, but the character of the

initiation stage, and its connection with the so-called limit-point instability, Alexander

(1971) and Kanner and Horgan (2007) was not fully understood until more recently. In

the early stability and buckling analysis of a hyperelastic cylindrical tube that is sub-

jected to the combined action of internal inflation and axial stretching/compression,

attention was mainly focused on periodic perturbations/patterns; see, for instance,

Haughton & Ogden (1979a, b). The special case when the axial mode number is zero

was thought to correspond to a bifurcation into another uniformly inflated configura-

tion, and thus to have no relevance to localized bulging. However, it was recognized by

Fu et al (2008) and Pearce & Fu (2010) that it is precisely this zero mode number case
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that corresponds to localized bulging when non-linear effects are brought into play. It

was further shown in Fu & Ilichev (2015) that in the case of fixed resultant axial force,

the initiation pressure for localized bulging corresponds to the maximum pressure in

uniform inflation, but this correspondence may no longer hold when other loading con-

ditions are applied at the ends. In particular, when the axial stretch is fixed during

inflation, localized bulging may occur even if the pressure in uniform inflation does not

have a maximum.

The study by Kyriakides & Chang (1990) is performed under pressure control us-

ing compressed air, where the tube inflates cylindrically until a limiting pressure is

reached. After this limiting pressure is reached, a bulge forms at one point of the tube

with decrease in the radius elsewhere. After the bulge has filled the tube the inflation

continues in a uniform manner, with an increasing pressure. While the non-uniformity

is localized in this way, the remainder of the tube remains uniform. They named the

initiation pressure at which bulging occurs as the limiting pressure corresponding to

the first turning point of the pressure volume diagram for uniform inflation. However,

the theoretical value was found to be slightly higher than what had been observed in

their experiments. These experiments are consistent with those described by Alexan-

der (1971). Pamplona et al. (2006) investigate the inflation of pre-stretched rubber

tubes, showing the bulging behaviour as discussed above, along with the corresponding

decrease in pressure.

In Kyriakides & Chang (1991), the deformation is volume controlled by filling the

tube with water, where the tube was compressed internally with a fluid pressure and

stretched externally by an axial tensile load at the two closed ends. They recognised

that this process shared the same behaviour as described for the earlier pressure control
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case of Kyriakides & Chang (1990). For the same problem, a stability study was carried

out by Fu & Xie (2010). Their results were consistent with the experimental results

of Kyriakides & Chang (1991). Stability studies are important because a bulge can be

observed only if it is stable under environmental perturbations. Stability of an inflated

membrane tube under pressure control has previously been studied by Pearce & Fu

(2010). Recently, Fu & Xie (2012) showed that the initiation of localized bulging in

inflated membrane tubes is more sensitive to material and geometrical imperfections

than classical sub-critical bifurcations into sinusoidal patterns. Existence, persistence

and the role of axial displacement on solitary waves in fluid filled elastic tubes was

studied by Fu & IIichev (2015).

Goncalves et al. (2008) investigated the deformation of thick-walled cylindrical shells

with 3/4 ≤ H/R ≤ 3/2 under internal pressure where H and R are the wall thickness

and radius respectively. In their experiment, the tube is first subjected to an axial

extension, as illustrated in Figure 1.1.2. They extended their work to include a fixed

axial stretch by fixing both ends of the tube.

Haughton & Ogden (1979a,1979b) examined the bifurcations in the cases where the

bifurcation modes are either prismatic or axisymmetric. The deformation produced in

a circular cylindrical configuration of an elastic tube of finite wall thickness subjected

to a uniform axial loading combined with a uniform internal pressure was analysed by

Haughton & Ogden (1979b). This extends the analysis given by Haughton & Ogden

(1979a) for membrane tubes. Haughton & Ogden (1979b) stated that the bifurcation,

if it exists, occurs before the pressure maximum, for the case of an infinite tube with

fixed axial stretch. Kyriakides & Chang (1991) solve the differential equations for

the membrane tube numerically for various strain-energy functions, and find good
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agreement with their experimental results, where the ratio of thickness to radius for

the rubber tubes involved was approximately one quarter.

An elastic shell is a three-dimensional body occupying a thin neighbourhood of a two-

dimensional manifold, which resists deformation due to the material of which it is made,

its shape, and boundary condition. Although the deformation of a shell arising in

response to given internal or external loads and boundary conditions can be accurately

captured by solving the three-dimensional elasticity equations, shell theory attempts to

provide a two-dimensional representation of the three-dimensional phenomenon (Koiter

& Simmonds 1973, Kaplunov et al. 1998, Goldenveizer 1961, Berdichevskii 1970, Le

K.C. 1999).

There is a big literature devoted to dimensional reduction in elasticity theory. One

approach starts with a priori assumptions on the displacement and stress fields based on

mechanical considerations, such as the Kirchhoff-Love assumption on the displacements

and the kinetic assumption on the stress fields that assumes that both the transverse

shear and normal stresses are negligible. In 1888 Love proposed a theory of shells

using the Kirchhoff assumptions that every straight line perpendicular to the mid-

surface remain straight after deformation and perpendicular to the mid-surface, all

elements of the mid-surface remain unstretched, and the thickness of the plate does

not change during deformation. By this examination, Love was able to produce a set

of linear equations of motion and boundary conditions for shells experiencing both

infinitesimal extensional and bending strains from three-dimensional elasticity theory.

This theory was known as the Kirchhoff-Love theory of shells, a two dimensional first

order approximation theory, and at the time was the foremost complete and general

linear theory of thin elastic shells. Loves shell theory and solutions to various shell
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problems have been improved and justified using asymptotic analysis by Kaplunov et

al. (1998), Green (1963), Kolos (1965), Friedrichs (1955a). Another approach is to

view the thickness of the elastic body as a small parameter. The book by Ciarlet

(1997) contains a comprehensive treatment of this approach. Throughout this thesis

the second approach will be used. Libai & Simmonds (1998) defined membrane as

a thin shell which has negligible resistance to bending, where bending moments and

transverse shears are considered insignificant compared to in-plane loadings.

A non-linear theory for two or three-dimensional finite deformations of coated elastic

solids was formulated by Steigmann & Ogden (1997,1999). The response of the coat-

ing was modelled by introducing a strain-energy function that depends on stretching

and curvature of the coated part of the boundary curve/surface. This theory can be

related to the engineering thin shell theory that takes into account bending stiffness.

Plane strain deformation for such coated elastic solids was studied by Steigmann &

Ogden (1997), whereas the deformation of an axisymmetric two-dimensional elastic

surface embedded into three-dimensional space, subject to axisymmetric deformation

was studied by Steigmann & Ogden (1999). These two authors identified that a sur-

face model that does not account for bending stiffness cannot be used to simulate

local surface features engendered by the response of the solids to compressive surface

stress of any magnitude. Ogden et al. (1997) defined a two-dimensional theory for

a thick-walled circular cylindrical tube which is subjected to an internal and external

pressure. They showed that the maximum pressure was followed by a minimum during

the inflation for an uncoated tube and it was a monotonic increasing function of the

radius for the coated tube. The elasticity of the coating incorporates bending stiffness

and in this sense generalizes the theory of Gurtin and Murdoch (1975).
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Heil and co-workers investigated the steady deformations of the fully coupled three-

dimensional system in another series of studies (Heil 1996, Heil & Pedley 1995, Heil

& Pedley 1996) and the non-linear shell theory was used to describe the large non-

axisymetric post-buckling deformations. The wall of the tube was modelled as a circular

cylindrical shell and geometrically non-linear shell theory was used to describe the large

non-axisymmetric post-buckling deformation.

For biological materials, large deformations often occur, and in this case a fully non-

linear problem formulation is essential. To facilitate the solutions of such problems, sim-

plifications are often made, such as the adoption of thin shell theories, which have been

successful for describing thin-walled structures; see, e.g., Libai & Simmonds (1998), Ya-

maki (1969) and Yamaki (1984).

Erbay & Demiray (1995) considered the finite axisymmetric deformation of a circular

cylindrical tube of Neo-Hookean material by using an asymptotic expansion method.

Their perturbation solution is based on the smallness of the ratio of thickness to the

inner radius of the tube. Normal and tangential tractions were applied on the inner

surface of the tube but no boundary conditions were considered at the ends of the tube.

Heil & Pedley (1995) performed a numerical simulation of the post-buckling behaviour

of tubes under external pressure.

1.1.2 Aneurysms and its mathematical modelling

An aneurysm is a bulge in a blood vessel that is caused by a weakness in its wall.

The pressure of the blood passing through the weakened blood vessel causes it to
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bulge outward like a balloon. Aneurysms can happen in any part of the body but the

most common place is the brain or part of the aorta, the largest blood vessel in the

body. Our current study is particularly relevant to explaining the initial formation

of abdominal aortic aneurysms (AAAs). The abdominal aorta is the section of the

aorta in the abdomen, between the rental arteries that supplied blood to the kidney.

Once an aneurysm has formed, it may grow in diameter with time at a mean rate that

is initially slow and then increases exponentially, terminating in a rupture when the

arterial wall’s structure can no longer support the stress and causing a huge internal

bleeding. The bulging occurs when the wall of the aorta weakens. The most common

symptoms of an aortic aneurysm are sudden and sever stomach or back pain. Smoking,

hypertension, excessive alcohol consumption and high blood pressure are the main

factors that increase the risk of an aneurysm. AAAs occur most commonly in men

aged over 65.

The clinical study of aneurysm behaviour has been investigated for 250 years (Mc-

Gloughlin 2011). However, the parameters of aneurysm geometry which can serve

as reliable factors in changing the mechanical behaviour of arteries before aneurysm

formation is still not clearly understood. Both fluid dynamicists and solid mechanicians

have attempted to provide an explanation for aneurysm formation. Some studies by

fluid dynamicists on the mechanics of aneurysm growth and rapture have focused on

the role of blood flow and loading in terms of blood pressure using oversimplified models

for the arterial wall which do not account precisely the elastic properties of the wall;

see, e.g., Lasheras (2007) and Duclaux et al (2010). On the other hand, the non-linear

behaviour of the arterial walls and the growth of an aneurysm once it has already

formed were studied by solid mechanicians by ignoring the existence of blood flows;
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see, e.g., Humphrey (2004), Watton et al (2004) and, Vorp (2007). Localized standing

waves in a hyperelastic membrane tube and their stabilization by a mean flow was

studied by Fu & Ilichev (2015).

Aneurysm formation is geometrically similar to the localized bulge that forms when

a cylindrical tube was inflated by an internal pressure. This motivated Akkas (1990)

to attribute the initial formation of aneurysms to the pressure volume curve having a

maximum. This connection has recently been explored more fully by Fu et al (2011) and

Fu & Ilichev (2015) by assuming that the initial formation of aneurysms is a bifurcation

phenomenon, just as localized bulging in inflated rubber balloons. They have shown

that when the artery has no localized weakening, the bifurcation pressure is extremely

high, but as soon as localized wall weakening is introduced the actual bifurcation

pressure will come down. Recent numerical studies on this problem have focussed

on the effect of fibre-reinforcement; see Alhayani et al. (2013, 2014) and Rodriguez-

Martinez et al. (2015). Fung et al. (1979) and Gasser et al. (2006) show that human

arteries exhibit noticeable bending stiffness in contrast with party balloons. Horgan and

Saccomandi (2003) use the Gent strain-energy function to model arteries, giving values

of Jm in the range between 0.422 and 3.93 for healthy human arteries, corresponding

to a maximum stretch ratio between 1.4 and 1.8, which is considerably smaller than

that for rubber. Another popular model in the biomechanics literature, which reflects

a less pronounced strain-stiffening effect than the Gent model, is the Fung model

(1993). Horgan and Saccomandi (2003) use the Fung strain-energy function to model

arteries with values Γ between 1.067 and 5.5.47. The Gent model, which introduces a

limiting chain parameter and thus an upper bound for the range of possible stretches,

and the Fung model, which exhibits an exponential increase of stress with respect to
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strain but no maximal stretch. Finally, we note that the case of fixed axial stretch is

particularly relevant to arteries. For human arteries Learoyd & Taylor (1996) gave the

axial stretch as 1.28 to 1.67 for people under 35, and 1.14 and 1.32 for people over 35,

while Humphrey et al. (2009) states that it is 1.5 for various mammals.

1.2 Organization of the Thesis

We start by considering the inflation of a cylindrical, isotropic, incompressible elas-

tic tube subject to an internal pressure, looking in particular for solutions which are

localized in their non-uniformity along the length of the tube. Bending stiffness is

incorporated in the model and assess the effect of bending stiffness on the initiation of

localised bulging in inflated thin-walled and thick-walled elastic tubes.

In Chapter 2, we introduce the theory of continuum mechanics and a number of math-

ematical methods, which will be used throughout the thesis.

In Chapter 3, we consider the inflation of an isotopic, incompressible, elastic cylindrical

membrane subject to an internal pressure. We re-derive the bifurcation condition given

by Fu et al. (2008) using a weakly non-linear analysis. A finite difference scheme

and a shooting method are formulated that can be used to determine fully non-linear

solutions. The main objective of this Chapter is to test these techniques and numerical

methods on a known case so that they can be used in the next Chapter with full

confidence.

In Chapter 4, the axisymmetric deformation of a thin-walled cylindrical shell of an
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incompressible hyper-elastic material subject to an internal pressure is formulated. We

consider the inflation of the shell by including contributions to the strain-energy from

stretching as well as the bending of the shell. The bifurcation condition is derived using

two methods, a weakly non-linear analysis and a perturbation theory. A system of five

first-order ordinary differential equations that describe the deformation of the shell is

derived. We find an expression for the critical value of the pressure at which a localized

bulging solution may exist. The system of five equations is solved numerically using

the finite difference method. Results for shells with different aspects, such as tubes

with fixed axial force or axial stretch, are presented to show how the bending stiffness

affects the localization behaviour. The main findings are that for a tube with fixed

axial force, the bifurcation points occur at the turning points of the pressure volume

curve. For a tube with fixed axial stretch, if a bifurcation point exist, it must come

before the maximum of the pressure volume curve, and localized bulging can take place

even if the latter maximum does not exist at all.

In Chapter 5, we consider the fully non-linear and fully 3D problem of localized bulging

in a cylindrical tube of arbitrary thickness that is subject to the combined action of

internal inflation and axial extension. An exact bifurcation condition is derived and

used to quantify the effect of bending stiffness on localized bulging. Finally, we derive

a two-term approximate bifurcation condition for computing the initiation pressure.

We show that the first term corresponds to the membrane approximation while the

second term corresponds to the effect of bending stiffness.
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2 Mathematical Preliminaries

2.1 Continuum Mechanics

2.1.1 Introduction

In this section we outline the theory of non-linear elasticity including the deformation

of a body, fundamental principles of mechanics, constitutive law of Cauchy elastic

material and a short description of strain-energy functions for non-linear materials

and arterial walls. For a thorough description of the mathematical theory of non-linear

elasticity with application to the analysis of the large elastic deformation of hyperelastic

materials, the book by Ogden (1997) should be consulted. Similar description based

on modern topics in this field is presented in Fu & Ogden (2011).

2.1.2 Bodies and configurations

In continuum mechanics, a body B is a collection of elements which can be put into

one-to-one correspondence with some region of Euclidean point space. We consider

two configurations Br and Bt, where Br is the reference configuration and Bt is the

current configuration of the body respectively. The corresponding position vectors of an

arbitrary material point X ∈ Br and x ∈ Bt are relative to an origin O in a coordinate

system with orthonormal basis vectors (Ei) and (ei) respectively. The deformation of
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the body from the reference configuration to the current configuration is described by

a mapping

x = χ(X), (2.1.1)

which takes Br → Bt. We assume that χ is twice-continuously differentiable with

respect to position here. The displacement of a particle is defined by u = x−X, and

therefore x = X + u. Then the deformation gradient tensor F is defined by

F = Gradx. (2.1.2)

With respect to the orthonormal bases Ei and ei, we have

F =
∂(xiei)

∂Xj

⊗Ej =
∂xi

∂Xj

ei ⊗Ei, i, j = 1, 2, 3, (2.1.3)

where ⊗ denotes the tensor product between two vectors. To gain a full understanding

of tensor analysis, we refer to Ogden (1997), Spencer (1980), Chadwick (1999) or

Bertram (2008). In a cylindrical polar coordinate system, the deformation gradient F

can be written as

F =
∂

∂R
(rer + zez)⊗ER +

1

R

∂

∂Θ
(rer + zez)⊗EΘ +

∂

∂Z
(rer + zez)⊗EZ , (2.1.4)

with reference to the basis vectors {ER,EΘ,EZ} and {er, eθ, ez} in the reference and

current configurations respectively.

Thus

F =

















∂r
∂R

1
R

∂r
∂Θ

∂r
∂Z

r ∂θ
∂R

r
R

∂θ
∂Θ

r ∂θ
∂Z

∂z
∂R

1
R

∂z
∂Θ

∂z
∂Z

















. (2.1.5)

The relation for the deformation of line elements between the two configurations are
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given by dx = F dX, where dX and dx are infinitesimal line elements in the reference

and current configurations, respectively. The deformation gradient therefore carries

the undeformed line element into the deformation configuration. Physically, F must

be a one-to-one relation between dX and dx and thus F must be non-singular with a

positive determinant given by

J = detF 6= 0, (2.1.6)

where J is the local volume change between the two configurations. Therefore we find

the relation dv = JdV, where dV and dv are the infinitesimal volume elements in the

reference and current configuration, respectively. For an incompressible material we

have J = detF = 1. As the deformation gradient tensor F (X) completely characterises

the deformation in the vicinity of the particle X, the polar decomposition theorem

(Chadwick 1999, Antman 2005) enables us to write it uniquely as

F = RU = V R, (2.1.7)

where R is a proper orthogonal vector so that RRT = RTR = I, and I is the identity

tensor. U , V are positive definite symmetric tensors. R represents the rotational

part of F while the decomposition (2.1.7) represents a stretch U , followed by R or R

followed by a stretch V . SinceU is symmetric, it has three real eigenvalues λ1, λ2 and λ3

and a corresponding triplet of orthonormal eigenvectors r1, r2, r3. Since U is positive

definite, all three eigenvalues are positive. Thus the matrix of components of U relative

to principal basis {r1, r2, r3} is

[U ] =

















λ1 0 0

0 λ2 0

0 0 λ3

















. (2.1.8)
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It is easy to show that the eigenvalues λ1, λ2 and λ3 of U are identical to those of V .

Moreover, the eigenvectors {r1, r2, r3} of U are related to the eigenvectors {l1, l2, l3}

of V by li = Rri, i = 1, 2, 3. The common eigenvalues of U and V are known as the

principal stretches associated with the deformation at X . The stretch tensors U and

V can be expressed in terms of their eigenvalues and eigenvectors by

U =

3
∑

i=1

λiri ⊗ ri, V =

3
∑

i=1

λili ⊗ li. (2.1.9)

As there is a one-to-one relation between U and U 2, and similarly between V and V 2,

the right and left Cauchy-Green deformation tensors, introduced by George Green in

1839, can be written as

C = F TF = U 2, B = FF T = V 2, (2.1.10)

where a superscript T denotes the transport of a tensor. C is symmetric as (F TF )T =

F T (F T )T = F TF and positive definite as, for a non-zero arbitrary vector a, a ·Ca =

a ·F TFa = Fa ·Fa = |Fa|2 > 0. Physically, the tensor C gives us a measure of local

change in length of an line element due to deformation. The eigenvalues of C and B

are λ2
1, λ

2
2 and λ2

3, and the eigenvectors of C and B are the same as those of U and V

respectively. The two Cauchy-Green tensors admit the spectral representation

C =

3
∑

i=1

λ2
i ri ⊗ ri, B =

3
∑

i=1

λ2
i li ⊗ li. (2.1.11)

The particular scalar-valued functions of C

I1(C) = trC, I2(C) =
1

2
[tr(C)2 − (tr C)2], I3(C) = detC, (2.1.12)

are called the principal scalar invariants of C. The principal scalar invariants can be

written in terms of the principal stretches as

I1(C) = λ2
1 + λ2

2 + λ2
3, I2(C) = λ2

1λ
2
2 + λ2

2λ
2
3 + λ2

3λ
2
1, I3(C) = λ2

1λ
2
2λ

2
3. (2.1.13)
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The Green strain tensor, E, is defined by

E =
1

2
(U 2 − I) =

1

2
(F TF − I), (2.1.14)

where I is the identity tensor. The velocity of a point x is given by

v ≡ ẋ =
∂

∂t
x(X, t), (2.1.15)

where a superimposed dot represents differentiation with respect to t. We also define

the velocity gradient tensor L as

L = grad v. (2.1.16)

Since Grad v = (grad v)F = LF , and Grad v = ∂
∂t
Grad x = Ḟ , we have

Ḟ = LF . (2.1.17)

We also have

trL = tr(gradv) = divv, (2.1.18)

which follows from the definition (2.1.16).

2.1.3 Mechanical balance laws

In this section we will consider the fundamental principles of mechanics: the conserva-

tion of mass, conservation of linear momentum, equation of motion and conservation

of energy.
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2.1.3.1 Conservation of mass

Let Rt be an arbitrary region in the current configuration. Given any material in this

region, its mass m is a positive, scalar valued property, whose dimension is independent

of length and time. In terms of the mass density ρ(> 0)

m =

∫

Rt

ρdv. (2.1.19)

Conservation of mass states that the mass of any material does not depend on the

motion or time. Since m is time independent, we differentiate (2.1.19) with respect to

t to get the following equation which represents the conservation of mass.

d

dt

∫

Rt

ρdv = 0. (2.1.20)

By transferring the integral over Rt to their respective integral in the equivalent region

in the reference configuration, Rr, we may take the derivative with respect to time

inside the integral as Rr does not depend on time. Therefore (2.1.20) becomes

d

dt

∫

Rt

ρ dv =

∫

Rr

d(ρJ)

dt
dV =

∫

Rt

(ρ̇+ ρ div v)dv = 0. (2.1.21)

As the region Rt is arbitrary and the integrand is continuous, it can be localised to get

the the equation

ρ̇+ ρ div v = 0, (2.1.22)

which holds for all x ∈ Rt and all t. Recall that the dot represents the material time

derivation. If the density is constant, (2.1.22) reduces to divv = 0, where v is a particle

velocity.



19

2.1.3.2 Conservation of momentum

We consider the forces acting on a small region in the current configuration. We

assume that there are two types of forces, body forces that act at each point in the

region Rt, and tractions that act at points on the boundary of Rt. Body forces are

denoted by b and tractions which depend on the position in the configuration, along

with a normal to the excised surface n, are denoted by t(x,n). The resultant body

force in the current configuration Rt is given by
∫

Rt
ρbdv while the resultant tractions

in the current configuration ∂Rt is given by
∫

∂Rt
tda. Then using Newton’s second law,

in the form Force = d
dt
(Momentum), along with the previous considerations, we have,
∫

Rt

ρb dv +

∫

∂Rt

t(x,n)da =
d

dt

∫

Rt

ρvdv. (2.1.23)

The right hand side of (2.1.23) may be written, by transferring from Rt to Rr, taking

the derivative inside and transferring back to Rt, as

d

dt

∫

Rt

ρv dv =

∫

Rt

d

dt
(ρvJ dV ) =

∫

Rt

d

dt
(ρvJ)

dv

J
=

∫

Rt

(ρv̇ + vρ̇+ ρ
J̇

J
v)dv =

∫

Rt

ρadv, (2.1.24)

where the conservation of mass has been used in the last equality and a = v̇. Therefore

(2.1.24) may be written as,
∫

∂Rt

t(x,n) da =

∫

Rt

ρ(a− b)dv. (2.1.25)

2.1.3.3 Equation of motion

Let t(x,n) denote the traction vector, per unit deformed area, which depend on x and

n as defined earlier. Then Cauchy’s theorem, as given in Ogden (1997) or Holzapfel
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(2000), states that if t(x,n) is continuous in x, then there exists a second order tensor

field σ such that

t(x,n) = σT (x, t)n, (2.1.26)

where the tensor σ is called the Cauchy stress tensor and is independent of n. The

equation of linear momentum, (2.1.25), therefore becomes,

∫

∂Rt

σTnda =

∫

Rt

ρ(a− b)dv. (2.1.27)

Using the divergence theorem, (2.1.27) may be written as,

∫

∂Rt

σTnda =

∫

Rt

divσdv, (2.1.28)

and therefore we find the equation of motion,

divσ + ρb = ρa, (2.1.29)

where ρ is the mass density of the material of the body in current configuration, b is

the body forces, measured per unit volume, and a is the acceleration. If there are no

body forces the local equilibrium equation for the body has the form

divσ = 0. (2.1.30)

2.1.3.4 Conservation of energy

We now derive the law of conservation of energy, following the method presented in

Ogden (1997). In equation of motion (2.1.29), taking the dot product with the velocity

v,

(divσ) · v + ρ(b.v) = a.v, (2.1.31)
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or equivalently

div(σv)− tr(σL) + ρ(b.v) = a.v, (2.1.32)

where a is the acceleration and L is the velocity gradient as defined earlier. Integrating

(2.1.32) over the current configuration, and using the divergence theorem, we have

∫

Bt

ρb · vdv +
∫

∂Bt

t · vdv =
d

dt

∫

Bt

1

2
ρv · vdv +

∫

Bt

tr(σL)dv. (2.1.33)

This represents the equation of mechanical energy balance.

2.1.4 Cauchy elastic material

A simple elastic material is one for which the Cauchy stress depends only on the

deformation gradient without depending on the history or the path taken to reach the

point F . The constitutive equation for a homogeneous elastic material can be written

as

σ = g(F ). (2.1.34)

for some symmetric tensor valued function g, with g(I) = 0 so that the reference

configuration is stress free.

2.1.4.1 Objectivity

The principle of objectivity requires that material properties should be independent of

superposed rigid-body motions. This means the constitutive law g must satisfy

g(QF ) = Qg(F )QT , (2.1.35)
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for each F and any rotation Q, which is a proper orthogonal second-order tensor.

2.1.4.2 Isotropy

A body is isotropic with respect to Br if the response of any small section of material

cut from Br is independent of its orientation in Br. This means the material properties

have no preferred direction. For example, rubber is isotropic, but rubber reinforced

with metal strips in a specific direction is anisotropic. For isotropic materials, we have

g(FP ) = g(F ), (2.1.36)

where P is an arbitrary orthogonal tensor. In equation (2.1.36), with P replaced by

RT and use of polar decomposition (2.1.7), we get

g(F ) = g(V RRT ) = g(V ). (2.1.37)

With the further use of material objectivity (2.1.35) we obtain

g(QFP ) = g(QF ) = Qg(F )QT = Qg(V )QT . (2.1.38)

On taking P = QT , we have

g(QV QT ) = Qg(V )QT . (2.1.39)

which shows that the tensor-valued function g is an isotropic tensor function of V . It

can be shown that the Cauchy stress σ may be written in the form

σ = φ0I + φ1V + φ2V
2, (2.1.40)
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where φi are functions of the three principal invariants of a three dimensional second-

order tensor, given by trV , 1
2
[(trV )2−tr(V 2)] and detV (Spencer 1980). Using (2.1.9)2,

these invariants may be written as

i1 = tr(V ) = λ1 + λ2 + λ3,

i2 =
1

2
(I1(C)2 − tr(V 2)) = λ1λ2 + λ2λ2 + λ3λ1, (2.1.41)

i3 = detV = λ1λ2λ3.

Two sets of invariants i1, i2, i3 and I1(C), I2(C), I3(C) may be connected using I1(C) =

i21 − 2i2, I2(C) = i22 − 2i1i3, I3(C) = i23.

2.1.5 Strain energy functions

The strain energy function represents the stored elastic energy per unit undeformed

volume of the material. A material is said to be hyperelastic if there exists a strain-

energy function W (F ) such that

∂

∂t
W (F ) = Jtr(σL), (2.1.42)

where L the velocity gradient tensor. We also have

∂

∂t
W (F ) = tr(

∂W

∂F
Ḟ ). (2.1.43)

We may then write

∂

∂t
W (F ) = tr(

∂W

∂F
LF ) = tr(F

∂W

∂F
L), (2.1.44)
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where we have used Ḟ = LF .

Comparing (2.1.42) and (2.1.44) we find a relation between the strain-energy function

and the Cauchy stress,

σ = J−1F
∂W

∂F
. (2.1.45)

For an isotopic material, W is either a function of three stretches, W (λ1, λ2, λ3), or the

three invariants defined in (2.1.13), W (I1, I2, I3). In the former case, the strain-energy

function must be a symmetric function of the three principal stretches and hence

W (λ1, λ2, λ3) = W (λ2, λ3, λ1) = W (λ3, λ2, λ1). (2.1.46)

In this case (2.1.45) may be written as

σi = J−1λi
∂W

∂λi
, i = 1, 2, 3 (no summation), (2.1.47)

showing that the strain-energy function is a potential function for the three principal

stresses σi (i = 1, 2, 3). The connection between the Cauchy stress σ and the nominal

stress S can be written as

S = JF−1σ. (2.1.48)

Then we obtain the simple formula

S =
∂W

∂F
, Sij =

∂W

∂Fij

. (2.1.49)

2.1.5.1 Neo-Hookean strain-energy function

The most fundamental non-linear elastic model is the Neo-Hookean relation given by

W (λ1, λ2, λ3) =
1

2
µ(I1(C)− 3) =

1

2
µ(λ2

1 + λ2
2 + λ2

3 − 3), (2.1.50)
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where µ(> 0) is a material constant referred to as the shear modulus of the material.

This is an extension of Hooke’s law (Boulanger and Hayes 2001) for the case of large

deformations and can be applied to plastics and rubber-like substances at small to

moderate stretches of up to approximately 1.5. In particular, Muller and Strehlow

(2004) show that (2.1.50) is inappropriate for biaxial stretching above this range.

2.1.5.2 Mooney-Rivlin strain-energy function

Another fundamental non-linear isotropic model is the Mooney-Rivlin model, which

was introduced by Melvin Mooney and Ronald Rivlin (Selvadurai 2006), is one of the

benchmark models for describing isotropic rubber-like materials (Muller and Strehlow

2004). The Mooney-Rivlin strain-energy function, a generalization of the Neo-Hookean

strain-energy function, is defined by

W (λ1, λ2, λ3) =
1

2
µ1(I1(C)− 3)− 1

2
µ2(I2(C)− 3), (2.1.51)

where µ1(≥ 0) and µ2(≤ 0) are material constants such that µ1 − µ2 = µ(> 0).

2.1.5.3 Fung strain-energy function

The strain energy function for the passive arterial wall was constructed by Fung et al.

(1979) as a strain energy equation for two-dimensional problems. Fung (1993) presented

a generalized three-dimensional model that assumed that the principal directions of the

stress tensor coincide with the radial, circumferential, and axial directions of the artery.
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Fung type strain energy function is given by

W =
µ(eΓ(I1(C)−3) − 1)

Γ
, (2.1.52)

where Γ is a positive parameter representing the degree of strain stiffening. Destrade

et al. (2009) gave 1.0 ≤ Γ ≤ 5.5 as the typical range for arteries. In the limit as Γ

approaches zero, (2.1.53) reproduces the Neo-Hookean strain-energy function (2.1.50).

2.1.5.4 Ogden strain-energy function

For complex materials such as rubbers, polymers, and biological tissue subject to even

larger deformation, more sophisticated models are necessary. The Ogden strain-energy

function, which was developed by Ogden (1972), is given by

W =
3
∑

n=1

µn

αn

(λαn

1 + λαn

2 + λαn

3 − 3), (2.1.53)

where µn and αn are material constants that satisfy the constraint

N
∑

n=1

µnαn = 2µ. (2.1.54)

Based on experimental measurements of rubber, the material constants of the Ogden

model are given by µ1 = 1.491, µ2 = 0.003, µ3 = −0.023, α1 = 1.3, α2 = 5.0, α3 =

−2.0, (Ogden 1972).
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2.1.5.5 Varga strain-energy function

The Varga strain-energy function proposed by Varga (1966) to model rubber for small

stretches. As a function of the stretches it is given by

W (λ1, λ2, λ3) = 2µ(i1 − 3), (2.1.55)

where µ is the shear modules. The Varga strain-energy function is useful for theoretical

work due to its simple linear mathematical structure, but does not model many physical

behaviours observed in elastic materials.

2.1.5.6 Gent strain-energy function

The simplified Gent strain-energy function was first introduced by Gent (1996) to

model rubbers which are strain-hardening. The Gent strain-energy function is given

by

W (λ1, λ2, λ3) = −1

2
µJmlog

(

1− J1

Jm

)

, (2.1.56)

where Jm represents the maximum value of J1 = I1(C)−3 beyond which the hydrocar-

bon chains may not extend any further. For rubber-like materials, the values for the

dimensionless parameter Jm for simple extension range from 30 to 100 (Gent 1996). In

particular, Gent (1996) suggests that Jm = 97.2 is the typical value of the parameter

Jm for rubber. Later studies showed that Jm = 30 is also a realistic value for rubber.

Detailed review of some of the possibilities of the limiting chain extensibility Jm, may

be found in the paper by Horgan and Saccomandi (2002). For biological tissue, much

smaller values of Jm are appropriate. For human arteries Horgan and Saccomandi
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(2003) give a range for Jm between 0.422 and 3.93. Kanner & Horgan (2007) showed

that for known values of Jm for arterial tissue, pressure does not have a maximum in

uniform inflation.

2.1.5.7 Arterial model

A simple arterial model is given by

W =
µ

2(1− k + kα)

{

(1− k)J1 + keαJ1 − k
}

, (2.1.57)

where k, α are material constants. Without the first term (1− k)J1 on the right hand

side, equation (2.1.57) has been used by Delfino et al. (1997) as a possible model for

arteries. This first term is added to represent the contribution from the matrix material.

This model is used in Chapter 5 in order to discuss the behaviour of initiation of critical

pressure in uniform inflation.

2.2 CompoundMatrix Method and Evans Function

We consider the linear homogeneous system of n first order differential equations,

dy

dZ
= A(Z, λ)y, a ≤ Z ≤ b, (2.2.1)

where y(Z) = (y1(Z), y2(Z), ......yn(Z)) is a n-dimensional vector, A is a n× n matrix

whose entries are functions of the independent variable Z and a parameter λ. The

boundary conditions at Z = a and Z = b are expressed as

B(Z, λ)y = 0, at Z = a (2.2.2)
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C(Z, λ)y = 0, at Z = b (2.2.3)

where B and C are m× n and (n−m)× n matrices respectively, and are both known

functions of the independent variable Z and a parameter λ. One or both of the bound-

aries Z = a, b may be infinite.

The aim is to determine the values of the parameter λ such that the system has a non

trivial solution which satisfies the boundary conditions, where the values of λ will be

called the eigenvalues. It is possible to use a standard shooting technique for finding

these eigenvalues but it tends to be inaccurate for stiff problems. In the next section

we introduce the determinant base method to solve the eigenvalue problem (2.2.1).

2.2.1 Determinant based method

First, for a given value of λ, assuming B has rank m, we must be able to find m linearly

independent solutions to (2.2.2) which are denoted by y
(1)
0 ,y

(2)
0 , ..........y

(m)
0 . Using these

vectors as initial values at Z = a, we may integrate (2.2.1) from Z = a, to obtain a set

of m linearly independent solutions y(i)(Z), i = 1, 2, ....m. Therefore a general solution

that satisfies (2.2.1) and the boundary condition (2.2.2) is then given by

y =

m
∑

i=1

kiy
(i)(Z), (2.2.4)
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where k1, k2, ....km are arbitrary constants. We define M−(Z, λ) to be the n×m matrix

given by

M−(Z, λ) =

































y
(1)
1 (Z) y

(2)
1 (Z) . . y

(i)
1 (Z) . . y

(m)
1 (Z)

y
(1)
2 (Z) y

(2)
2 (Z) . . y

(i)
2 (Z) . . y

(m)
2 (Z)

. . . . . . . .

. . . . . . . .

y
(1)
n (Z) y

(2)
n (Z) . . y

(i)
n (Z) . . y

(m)
n (Z)

































. (2.2.5)

Then equation (2.2.4) can be written as

y = M−(Z, λ)k, (2.2.6)

where k = [k1, k2, .....km]
T . We now use the same procedure to obtain a general solution

that satisfies the boundary condition (2.2.3). Let y(i)(Z), i = m + 1, m + 2, .....n, be

the n − m solutions obtained by shooting from Z = b. Then a general solution that

satisfies (2.2.1) and the boundary condition (2.2.3) is given by

y =
n
∑

i=m+1

kiy
(i)(Z), (2.2.7)

where km+1, km+2, ....kn are another set of constants. Proceeding in the same way,

(2.2.7) can be written as

y = M+(Z, λ)k, (2.2.8)

where k = [km+1, km+2, ....kn]
T and M+(Z, λ) be the n × (n − m) matrix whose

ith column is [y
(m+i)
1 (Z), y

(m+i)
2 (Z), ....y

(m+i)
n (Z)]T . We then impose that these two

solutions (2.2.6) and (2.2.8) or equivalently (2.2.4) and (2.2.7) must match at some

intermediate point Z = d. Thus,

y =
m
∑

i=1

kiy
(i)(Z) =

n
∑

i=m+1

kiy
(i)(Z), at Z = d, (2.2.9)
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or equivalently

N(d, λ)c = 0, (2.2.10)

where

N(d, λ) = [y(1),y(2), .........y(m),y(m+1),y(m+2), ......y(n)], (2.2.11)

c = (k1, k2, ....km,−km+1,−km+2, ....− kn)
T .

Therefore we need to iterate on λ until the matching condition,

|N(d, λ)| = 0 (2.2.12)

is satisfied. The function D(λ) is known as Evans function; it is an invariant of the

differential equation (2.2.1). This matching condition is dependent on d as well as the

value of λ. It may be shown that the following condition,

D(λ) = e−
∫ d

a
trA(s,λ)ds|N(d, λ)| = 0, (2.2.13)

is independent of the value of d. This may be proved using the matrix property

d(detA)

dx
= tr(adj(A)

dA

dx
) (2.2.14)

for any square matrix A, see for instance Chadwick (1999).

2.2.2 Compound matrix method

Compound matrix method can be used to solve numerically difficult boundary-value

problems involving linear ordinary differential-equation systems. The elements of the

compound matrix are the minors of the solution matrix. The compound matrix method

was used to investigate the linear stability/bifurcation analysis of fluid flows (Afendikov
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& Bridges 2001), solitary waves (Pego & Weinstein 1992), and pre-stressed elastic

bodies (Fu and Pour 2002). Ng and Reid (1985), Bridges (1999) used this method

for the numerical solution of linear two-point boundary value and eigenvalue problems

involving stiff differential operators with separated boundary conditions.

In the previous determinant based method, numerical difficulties may arise for some

eigenvalue problems due to the presence of exponentially growing solutions. We there-

fore introduce the compound matrix method to overcome this difficulty. We use the two

sets of linearly independent solutions, (y(1),y(2), ....y(m)) and (y(m+1),y(m+2), ....y(n)),

as defined in the previous section. The matrix M−(Z, λ) defined in (2.2.5) has
(

n
m

)

2 by 2 minors, which we denote by φ1, φ2, ... . When m = 2 and n = 4 we have

φ1 =

∣

∣

∣

∣

∣

∣

∣

∣

y
(1)
1 y

(2)
1

y
(1)
2 y

(2)
2

∣

∣

∣

∣

∣

∣

∣

∣

≡ (1, 2), φ2 =

∣

∣

∣

∣

∣

∣

∣

∣

y
(1)
1 y

(2)
1

y
(1)
3 y

(2)
3

∣

∣

∣

∣

∣

∣

∣

∣

≡ (1, 3), (2.2.15)

we may define the other minors in the same way by φ3 = (1, 4), φ4 = (2, 3), φ5 =

(2, 4), φ6 = (3, 4). We can find the first-order differential equations satisfied by these

φ′s by differentiating inside the determinant as,

φ′
1 =

∣

∣

∣

∣

∣

∣

∣

∣

y
(1)′

1 y
(2)′

1

y
(1)
2 y

(2)
2

∣

∣

∣

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

∣

∣

∣

y
(1)
1 y

(2)
1

y
(1)′

2 y
(2)′

2

∣

∣

∣

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∣

∣

∣

∣

4
∑

i=1

A1iy
(1)
i

4
∑

i=1

A1iy
(2)
i

y
(1)
2 y

(2)
2

∣

∣

∣

∣

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

∣

∣

∣

∣

y
(1)
1 y

(2)
1

4
∑

i=1

A2iy
(1)
i

4
∑

i=1

A2iy
(2)
i

∣

∣

∣

∣

∣

∣

∣

∣

∣

= A11φ1 − A13φ4 −A14φ5 + A22φ1 + A23φ2 + A24φ3, (2.2.16)
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which therefore may be written as a matrix equation,

φ′ = Q(Z;λ)φ, a ≤ Z ≤ b, (2.2.17)

where the
(

n
m

)

by
(

n
m

)

matrix Q is given by, in the m = 2 and n = 4 case,

Q =









































A11 + A22 A23 A24 −A13 −A14 0

A32 A11 + A33 A34 A12 0 −A14

A42 A43 A11 + A44 0 A12 A13

−A31 A21 0 A22 + A33 A34 −A24

−A41 0 A21 A43 A22 + A44 A23

0 −A41 A31 −A42 A32 A33 + A44









































.

(2.2.18)

The boundary conditions for φ′s are as follows. For instance, if two independent

vectors that satisfy the boundary condition x = a are given by y
(1)
0 = (1, 0, 0, 0)T and

y
(2)
0 = (0, 0, 1, 0)T , and φi are the minors of the corresponding matrix M−(a, λ), then

M−(a, λ) =

























1 0

0 0

0 1

0 0

























, φ1(a) =

∣

∣

∣

∣

∣

∣

∣

∣

1 0

0 0

∣

∣

∣

∣

∣

∣

∣

∣

= 0, φ2(a) =

∣

∣

∣

∣

∣

∣

∣

∣

1 0

0 1

∣

∣

∣

∣

∣

∣

∣

∣

= 1. (2.2.19)

We also have φ3(a) = 0, φ4(a) = 0, φ5(a) = 0, φ6(a) = 0. It then follows that

φ−(a) = (0, 1, 0, 0, 0, 0)T . (2.2.20)

Similarly, φ+(b) is formed from the minors of M+(b, λ) = [y(m+1),y(m+2), .....yn].

With these boundary conditions φ−(a) and φ+(a), we may shoot from Z = a and Z = b
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to match at Z = d. When m = 2, n = 4, the matching condition |N(Z, λ)| may be

expanded using the Laplace expansion of the first two columns as,

|N(Z, λ)| = |[y(1)(Z),y(2)(Z),y(3)(Z),y(4)(Z)]| =

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

y
(1)
1 y

(2)
1 y

(3)
1 y

(4)
1

y
(1)
2 y

(2)
2 y

(3)
2 y

(4)
2

y
(1)
3 y

(2)
3 y

(3)
3 y

(4)
3

y
(1)
4 y

(2)
4 y

(3)
4 y

(4)
4

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∣

∣

∣

y
(1)
1 y

(2)
1

y
(1)
2 y

(2)
2

∣

∣

∣

∣

∣

∣

∣

∣

(−1)1+2+3+4

∣

∣

∣

∣

∣

∣

∣

∣

y
(3)
3 y

(4)
3

y
(3)
4 y

(4)
4

∣

∣

∣

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

∣

∣

∣

y
(1)
1 y

(2)
1

y
(1)
3 y

(2)
3

∣

∣

∣

∣

∣

∣

∣

∣

(−1)1+2+2+4

∣

∣

∣

∣

∣

∣

∣

∣

y
(3)
2 y

(4)
2

y
(3)
4 y

(4)
4

∣

∣

∣

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

∣

∣

∣

y
(1)
1 y

(2)
1

y
(1)
4 y

(2)
4

∣

∣

∣

∣

∣

∣

∣

∣

(−1)1+2+2+3

∣

∣

∣

∣

∣

∣

∣

∣

y
(3)
2 y

(4)
2

y
(3)
3 y

(4)
3

∣

∣

∣

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

∣

∣

∣

y
(1)
2 y

(2)
2

y
(1)
3 y

(2)
3

∣

∣

∣

∣

∣

∣

∣

∣

(−1)1+2+1+4

∣

∣

∣

∣

∣

∣

∣

∣

y
(3)
1 y

(4)
1

y
(3)
4 y

(4)
4

∣

∣

∣

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

∣

∣

∣

y
(1)
2 y

(2)
2

y
(1)
4 y

(2)
4

∣

∣

∣

∣

∣

∣

∣

∣

(−1)1+2+1+3

∣

∣

∣

∣

∣

∣

∣

∣

y
(3)
1 y

(4)
1

y
(3)
3 y

(4)
3

∣

∣

∣

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

∣

∣

∣

y
(1)
3 y

(2)
3

y
(1)
4 y

(2)
4

∣

∣

∣

∣

∣

∣

∣

∣

(−1)1+2+1+2

∣

∣

∣

∣

∣

∣

∣

∣

y
(3)
1 y

(4)
1

y
(3)
2 y

(4)
2

∣

∣

∣

∣

∣

∣

∣

∣

,

(2.2.21)

which may then be written as,

|N(d, λ)| = φ−
1 φ

+
6 − φ−

2 φ
+
5 + φ−

3 φ
+
4 + φ−

4 φ
+
3 − φ−

5 φ
+
2 + φ−

6 φ
+
1 . (2.2.22)

We iterate on λ so that the matching condition D(λ) = 0 is satisfied.
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2.3 Conservation Laws

2.3.1 Noether’s theorem

Noether’s theorem states that when the equilibrium equations are derivable from a

variational principle, a general and systematic procedure for the establishment of con-

servation laws can be developed from a direct study of the variational integral. A

well-known conservation law is the conservation of energy. It applies to Lagrangians

and Lagrangian densities that depend on an arbitrary number of fields with arbitrary

numbers of derivatives (Noether 1971).

In the case of N independent variables and M dependent variables we apply the vari-

ational procedure to an integral of the form

L[u] =
∫

Ω0

L(xi, uα, uα,i)dv, (2.3.1)

where Ω0 is an arbitrary N-dimensional volume in the space of the variables xi, i =

1, ...N and the Lagrangian L is a function depending on a finite number of differential

variables. L(u) is refereed to as the variational integral of the system. The partial

derivatives of the dependent variables with respect to the independent variables will

be indicated by the index notation uα,i =
∂uα

∂xi
, uα,ij =

∂2uα

∂xi∂xj
.

Taking the first variation of (2.3.1), we obtain

δL =

∫

Ω0

(

∂L

∂uα
u̇α +

∂L

∂uα,i
u̇α,i

)

dv. (2.3.2)

Since the first variation must vanish for arbitrary variations, the corresponding Euler-

Lagrange equations have the form

∂L

∂uα
− ∂

∂xi

(

∂L

∂uα,i

)

= 0, (2.3.3)
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which can be used to derive the equilibrium equations (3.1.9) and (3.1.10). In the

above definition, L is a function of the independent variables, dependent variables and

their first partial derivatives, but contains no derivatives of the dependent variables

higher than the first. However, when the bending stiffness is taken into account which

appears in our problem of shell theory in Chapter 4 where we assumed that bending

stiffness depends on shell curvature through the tube radius and its first and second

order derivatives, the Lagrangian, L contains first order derivatives as well as second

order derivatives of the dependent variables. Therefore, the energy functional takes

the form

L[u] =
∫

Ω0

L(xi, uα, uα,i, uα,ij)dv,

and so

δL =

∫

Ω0

(

∂L

∂uα

u̇α +
∂L

∂uα,i

u̇α,i +
∂L

∂uα,ij

u̇α,ij

)

dv, (2.3.4)

=

∫

Ω0

(
∂L

∂uα
u̇α +

∂

∂xi

(

∂L

∂uα,i
u̇α

)

− ∂

∂xi

(

∂L

∂uα,i

)

u̇α+

∂

∂xj

(

∂

∂xi

(

∂L

∂uα,ij
u̇α

))

− ∂

∂xj

(

∂L

∂uα,ij

)

u̇α,i −
∂2

∂xi∂xj

(

∂L

∂uα,ij

)

u̇α (2.3.5)

− ∂

∂xi

(

∂L

∂uα,ij

)

u̇α,j)dv,

Thus, in this case the Euler-Lagrangian equations become

∂L

∂uα
− ∂

∂xi

(

∂L

∂uα,i

)

− ∂2

∂xi∂xj

(

∂L

∂uα,ij

)

= 0. (2.3.6)

which can be used to derive the equilibrium equations (4.2.26) and (4.2.27).
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2.3.2 Conservation laws

The functional (2.3.1) is said to be invariant with respect to the transformation

x′
i = x′

i(x,u, ǫ) = xi + ǫζi(x,u) +O(ǫ2),

u′
α = u′

α(x,u, ǫ) = uα + ǫφα(x,u) +O(ǫ2), (2.3.7)

if ∀Ω ⊂ Ω0,

∫

Ω′

L(x′
i, u

′
α,

∂u′
α

∂x′
i

)dx′
1dx

′
2dx

′
3 =

∫

Ω

L(xi, uα,
∂uα

∂xi

)dx1dx2dx3, (2.3.8)

where Ω′ is the image of Ω under the transformation (2.3.7). Noether’s theorem says

that a conservation law can be derived from each invariance condition. To derive the

conservation law, we first have

∂xj

∂x′
i

= δji − ǫDiζj +O(ǫ2),
∂x′

j

∂xi
= δji + ǫDiζj +O(ǫ2),

∂u′
α

∂x′
i

=
∂u′

α

∂xi
− ǫ

∂uα

∂xj
Diζj +O(ǫ2), (2.3.9)

where the total spatial derivative Di is defined by

Di =
∂

∂xi
+

∂uα

∂xi

∂

∂uα
. (2.3.10)

We have,

dx′
1dx

′
2dx

′
3 =

∣

∣

∣

∣

∂(x′

1,x
′

2,x
′

3)

∂(x1,x2,x3)

∣

∣

∣

∣

dx1dx2dx3 =

∣

∣

∣

∣

[

∂x′

i

∂(xj)

]∣

∣

∣

∣

dx1dx2dx3, (2.3.11)

= det[δij + ǫDjζi +O(ǫ2)]dx1dx2dx3 = (1 + tr(ǫDjζi) +O(ǫ2))dx1dx2dx3

= (1 + ǫDiζi +O(ǫ2))dx1dx2dx3. (2.3.12)

Substituting these expressions into (2.3.8) then gives

δ

∫

Ω

L(xi, uα, uα,i)dv + ǫ

∫

Ω

(LDiζi +
∂L

∂xi
ζi −

∂L

∂uα,i
uα,jDiζj)dv = O(ǫ2), (2.3.13)
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where

δ

∫

Ω

L(xi, uα, uα,i)dv =

∫

Ω

(

L(xi, u
′
α,

∂u′

α

∂xi
)− L(xi, uα,

∂uα

∂xi
)

)

dv. (2.3.14)

Making use of (2.3.2) and (2.3.3) and the fact that u̇α = ǫφα, we obtain

δ

∫

Ω

L(xi, uα, uα,i)dv =

∫

Ω

[

∂L

∂uα

u̇α +
∂

∂xi

(

∂L
∂uα,i

u̇α

)
]

dv,

= ǫ

∫

Ω

[

∂

∂xi

(

∂L
∂uα,i

φ̇α

)
]

dv +O(ǫ2). (2.3.15)

For the second term in (2.3.13), we have

LDiζi +
∂L

∂xi
ζi −

∂L

∂uα,i
uα,jDiζj = LDiζi +

∂L

∂xi
ζi −

∂L

∂uα,i
[Di(uα,jζj)− uα,ijζj],

= LDiζi + ζiDiL−Di(
∂L

∂uα,i
uα,jζj) = Di(ζiL− ∂L

∂uα,i
uα,jζj). (2.3.16)

On substituting (2.3.15) and (2.3.16) into (2.3.13) and equating the coefficients of ǫ to

zero, we obtain
∫

Ω

DiPidv =

∫

Ω

divPdv = 0, (2.3.17)

where

Pi = ζiL+ (φα − uα,jζj)
∂L

∂uα,i

. (2.3.18)

Since (2.3.17) is true for arbitrary Ω, it follows that

divP = 0. (2.3.19)

Using the divergence theorem, (2.3.17) becomes
∫

∂Ω

P · nds = 0, (2.3.20)

which says that the flux of a quantity P through the surface of Ω is zero and hence

the quantity of P inside Ω must be conserved. This is why an equation of the form

(2.3.19) is usually referred to a conservation law. For the 1D case, (2.3.19) reduces to

dP

dZ
= 0, ⇒ P = constant. (2.3.21)
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2.3.3 Extension to the case when second-order derivatives are

involved

When bending stiffness is taken into account, the energy functional has the form

L[u] =
∫

Ω0

L(xi, uα, uα,i, uα,ij)dv, (2.3.22)

and the associated Euler Lagrangian equations are given by

∂L

∂uα
− ∂

∂xi

(

∂

∂uα,i

)

− ∂2

∂xi∂xj

(

∂L

∂uα,ij

)

= 0. (2.3.23)

The functional (2.3.22) is said to be invariant with respect to the transformation (2.3.7)

if ∀Ω ⊂ Ω0,

∫

Ω′

L(x′
i, u

′
α,

∂u′
α

∂x′
i

,
∂2u′

α

∂x′
i∂x

′
j

)dx′
1dx

′
2dx

′
3 =

∫

Ω

L(xi, uα,
∂uα

∂xi
,
∂2uα

∂xi∂xj
)dx1dx2dx3, (2.3.24)

where Ω′ is the image of Ω under the transformation (2.3.7). Noether’s theorem says

that a conservation law can be derived from this invariance condition. To derive the

conservation law, we first have

∂

∂x′
i

=
∂

∂xj

∂xj

∂x′
i

=
∂

∂xi
− ǫDiζk

∂

∂xk
, (2.3.25)

and

∂2

∂x′
i∂x

′
j

=
∂2

∂xi∂xj
−ǫ

(

DiDjζm
∂

∂xm
+Djζm

∂2

∂xi∂xm
+Djζk

∂2

∂xi∂xj

)

+O(ǫ2). (2.3.26)

Thus, (2.3.25) and (2.3.26) become

∂u′
α

∂x′
i

=
∂u′

α

∂xi

− ǫDiζk
∂u′

α

∂xk

, (2.3.27)

∂2uα

∂x′
i∂x

′
j

=
∂2u′

α

∂xi∂xj

−ǫ

(

DiDjζm
∂uα

∂xm

+Djζm
∂2uα

∂xi∂xm

+Djζk
∂2uα

∂xi∂xj

)

+O(ǫ2). (2.3.28)
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Substituting these expressions into (2.3.24) then gives

δ

∫

Ω

L(xi, uα, uα,i, uα,ij)dv + ǫ

∫

Ω

(LDiζi +
∂L

∂xi

ζi −
∂L

∂uα,i

uα,jDiζj)dv−

ǫ

∫

Ω

∂L

∂uα,ij
(DiDjζmuα,m + 2Djζmuα,im)dv = O(ǫ2), (2.3.29)

where

δ

∫

Ω

L(xi, uα, uα,i)dv =

∫

Ω

[L(xi, u
′
α,

∂u′

∂xi

,
∂u′

∂xi∂xj

)

−L(xi, uα,
∂uα

∂xi∂xj

)]dv, (2.3.30)

Making use of (2.3.5), (2.3.23) and the fact that u̇α = ǫφα, we obtain

δ

∫

Ω

L(xi, uα, uα,i)dv =

ǫ

∫

Ω

∂

∂xi

[

∂L

∂uα,i
φα +

∂L

∂uα,ij
Djφα − ∂

∂xj

(

∂L

∂uα,ij

)

φα

]

dv +O(ǫ2). (2.3.31)

For the second term in (2.3.29), we have

LDiζi +
∂L

∂xi
ζi −

∂L

∂uα,i
uα,jDiζj = LDiζi +

∂L

∂xi
ζi

− ∂L

∂uα,i

uα,j[Di(uα,jζj)− uα,ijζj]

= LDiζi +
∂L

∂xi

ζi −Di(
∂L

∂uα,i

uα,jζj) + uα,jζjDj(
∂L

∂uα,i

) +
∂L

∂uα,i

uα,ijζj,

= LDiζi +
∂L

∂xi

ζi −Di(
∂L

∂uα,i

uα,jζj) + uα,jζj
∂L

∂uα

+ uα,jζjDkDi

(
∂L

∂uα,ik

) +
∂L

∂uα,i

uα,ijζj,

= LDiζi + ζiDiL− ζiuα,kli
∂L

∂uα,kl

−Di(
∂L

∂uα,i

uα,jζj) + uα,jζjDkDi(
∂L

∂uα,ik

). (2.3.32)

For the third term in (2.3.29), we have

∂L

∂uα,ij
Djζmuα,im = Dj

(

∂L

∂uα,ij
ζmuα,im

)

−Dj

(

∂L

∂uα,ij

)

uα,imζm − ∂L

∂uα,ij
uα,ijmζm,
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and

∂L

∂uα,ij
uα,mDiDjζm = Di

(

∂L

∂uα,ij
uα,mDjζm

)

−DjζmDi

(

∂L

∂uα,ij
uα,m

)

,

= Di

(

∂L

∂uα,ij
uα,mDjζm

)

−Dj

[

ζmDi

(

∂L

∂uα,ij
uα,m

)]

+ζmDiDj

(

∂L

∂uα,ij
uα,m

)

,

= Di

[

∂L

∂uα,ij
uα,mDjζm − ζmDj

(

∂L

∂uα,ij
uα,m

)]

+ζm

[

DiDj

(

∂L

∂uα,ij

)

uα,m + 2Di

(

∂L

∂uα,ij

)

uα,mj +
∂L

∂uα,ij

uα,mij

]

. (2.3.33)

On substituting these expressions back into (2.3.29) and simplifying, we obtain

∫

Ω

DiQidv = 0, (2.3.34)

and hence

DiQi = 0, (2.3.35)

where

Qi = ζiL− ζiuα,j
∂L

∂uα,i
+ φα

[

∂L

∂uα,i
−Dj

(

∂L

∂uα,ij

)]

+
∂L

∂uα,ij
Djφα − ζmuα,mj

∂L

∂uα,ij
− ∂L

∂uα,ij
uα,mDjζm + ζmuα,mjDj

(

∂L

∂uα,ij

)

. (2.3.36)

2.3.4 Application to inflation of a membrane tube

The equilibrium equations for an inflated membrane tube can be obtained by minimis-

ing the energy functional

∫ L

−L

W (λ1, λ2)2πRHdZ − P

∫ L

−L

πr2dz =

∫ L

−L

(2πRHW (λ1, λ2)− Pπr2z′)dZ, (2.3.37)
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where prime denotes the differentiation with respect to Z. This functional is in the

form (2.3.1) with

x1 = Z, u1 = r(Z), u2 = z(Z), L(xi, uα, uα,i) = 2RHW (λ1, λ2)− Pr2z′. (2.3.38)

We have

∂L

∂r′
= 2RHW2(λ1, λ2)

r′

λ2

,
∂L

∂z′
= 2RHW2(λ1, λ2)

z′

λ2

− Pr2. (2.3.39)

The energy functional is clearly invariant with respect to the translations in z and Z.

Translations in Z correspond to (2.3.7) with

ζ1 = 1, φα = 0, (2.3.40)

and (2.3.18) gives

L− ∂L

∂r′
r′ − ∂L

∂z′
z′ = constant. (2.3.41)

With the use of (2.3.39), (2.3.41) becomes

2RHW (λ1, λ2)− 2RHW2(λ1, λ2)λ2 = constant, (2.3.42)

which is Fu et al’s (2008) equation (2.7). Translations in z correspond to (2.3.7) with

ζ1 = 0, φ1 = 0, φ2 = 1, (2.3.43)

and (2.3.18) then gives

∂L

∂z′
= constant. (2.3.44)

With the use of (2.3.39), this becomes

2RHW2(λ1, λ2)
z′

λ2
− Pπr2 = constant, (2.3.45)

which is Fu et al’s (2008) equation (2.5).
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2.3.5 Application to inflation of a thin-walled tube with bend-

ing stiffness

When bending stiffness is taken into account, the energy functional will have the form

L[u] =

∫ L

−L

L(u,u′,u′′)dZ =

∫ L

−L

L(r, r′, r′′, z′, z′′)dZ. (2.3.46)

The energy functional is invariant with respect to the translations in z and Z. Trans-

lations in Z correspond to (2.3.7) with

ζ1 = 1, φα = 0, (2.3.47)

and (2.3.35) then gives

L− ∂L

∂r′
r′ − ∂L

∂z′
z′ − ∂L

∂r′′
r′′ − ∂L

∂z′′
z′′ + r′(

∂L

∂r′′
)′ + z′(

∂L

∂z′′
)′ = constant. (2.3.48)

Translations in Z correspond to (2.3.7) with

ζ1 = 0, φ1 = 0, φ2 = 1, (2.3.49)

and (2.3.35) then gives

∂L

∂z′
− (

∂L

∂z′′
)′ = constant. (2.3.50)

2.4 Finite Difference Method

In many situations, finding an analytic solution to a ordinary differential equation or a

system of such equations is impossible. Thus, the development of accurate numerical
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methods that utilize computer algorithms are used to find approximation solutions.

One of the basic numerical solution schemes for ordinary differential equations is the

Finite Difference Method, obtained by replacing the derivatives in the equation by the

appropriate numerical differentiation formulae. One advantage of the Finite Difference

Method is that Taylor series expansion can be easily applied to analyse local truncation

errors. But there is an important limitation in applying this method, which is the

requirement of a structured grid. Therefore, the method cannot easily be applied

in complex domains. For a finite difference scheme to be convergent, the calculated

numerical solution of the equation must approach the exact solution at any point in

space, when the cell length h tends towards zero. To improve the order of accuracy of

finite difference approximations we need more sample points and higher precision. For

a detailed description of Finite difference method, one can refer to standard texts like

Forsythe and Wasow (1964), Hildebrand (1974), Mitchell and Griffiths (1980).

For the sake of simplicity, we shall consider the one-dimensional case only. Suppose

the function u is C2 continuous in the neighbourhood of x. For any h > 0 we have

u(x+ h) = u(x) + hu′(x) +
h2

2
u′′(x) +

h3

2
u′′′(x) +O(h4),

u(x− h) = u(x)− hu′(x) +
h2

2
u′′(x)− h3

2
u′′′(x) +O(h4), (2.4.1)

where the term O(h4) indicates the order of error of the approximation. The second and

third order terms in equation (2.4.1) are neglected for the purpose of this derivation.

The second order approximation of u′(x) can be written as

u′(x) =
u(x+ h)− u(x− h)

2h
+O(h2), (2.4.2)

where the truncation error, O(h2) tends to zero, as h → 0. In other words, h should be

sufficiently small to get a good approximation. As an example, we consider solving a
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non-linear system of first order ordinary differential equations given by

u′(x) = f(u(x)), a ≤ x ≤ b, (2.4.3)

with boundary conditions u(a) = u1, u(b) = un+1, where u(x) = (u1(x), u2(x), ......, um(x))

represents a vector of unknowns. The solution of the equation (2.4.3) on a 1D domain

with n cells are shown in Figure (2.4.1). The domain length is (b − a), with n − 1

internal nodes and two boundary nodes. Since the grid spacing is equal, the length of

each cell is h = b−a
n
. Typically, the spacing is aimed at becoming very small as the num-

ber of grid points will become very large. The first order accurate central differencing

formula is used to approximate the equations (2.4.3).

The discretisation equation can be written as

ui+1 − ui−1

2h
= f(ui), (2.4.4)

with a leading error of O(h). The index i refers to any node in the domain, i−1 refers

Figure 2.4.1: 1D uniform mesh with n cells.

to the left side node of cell i and i + 1 refers to the right side node of cell i. Since



46

u1 and un+1 are boundary nodes, their values are already known. After applying the

discretisation equation (2.4.4) at every internal node, m(n−1) coupled linear algebraic

equations with m(n − 1) unknowns can be formed. The resulting system of m(n− 1)

algebraic equations can be solved with the aid of Mathematica.
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3 Localized Bulging in an Inflated Mem-

brane Tube without Bending Stiffness

3.1 Introduction

In this chapter we consider the deformation of a cylindrical, hyperelastic, isotropic,

incompressible membrane subject to an internal pressure. We consider deformations

which are axially symmetric with respect to the axis of the membrane. This study

has been recently described numerically and analytically by Fu and co-workers. This

section provides a review of these recent research in the area of thin-walled tubes

without bending stiffness. In particular, the weakly non-linear analysis and the Finite

Difference Method are used to derive the bifurcation condition and to determine the

localized bulging solutions respectively. We shall use these techniques in Chapter 4

in order to investigate the effect of bending stiffness in the inflation of thin-walled

cylindrical tubes.

3.1.1 Governing equations

We use cylindrical polar coordinates throughout this study, and so the undeformed

configuration is described by coordinates (R, Θ, Z), where 0 ≤ Θ ≤ 2π, −∞ ≤ Z ≤
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∞. The position vector X is given by

X = ReR(Θ) + ZeZ . (3.1.1)

The undeformed tube is subjected to a uniform internal pressure, which drives the

deformation. The axisymmetric deformed configuration expressed using cylindrical

polar coordinates (r, θ, z) is given by r = r(Z), θ = Θ, z = z(Z). The deformed

position vector x is given by

x = rer(θ) + zez, (3.1.2)

where Z and z are the axial coordinates of a representative material particle before

and after inflation respectively, r is the mid-plane radius after the inflation, and h

and H are the wall thickness in the deformed and reference configurations, respec-

tively. To characterise the deformation we use three principal stretches, λ1, λ2, λ3 in

the latitudinal, the meridional and the normal directions respectively. We have

λ1 =
r

R
, λ2 =

√
r′2 + z′2, λ3 =

h

H
, (3.1.3)

where primes indicate differentiation with respect to Z. The principal Cauchy stresses

σ1, σ2, σ3 in the deformed configuration for an incompressible material are given by

σi = λiWi − p, i = 1, 2, 3, (3.1.4)

where W = W (λ1, λ2, λ3) is the strain-energy function, Wi = ∂W/∂λi and p is the

Lagrangian multiplier associated with the constraint of incompressibility J = detF =

λ1λ2λ3 = 1. We now regard W as a function of two independent stretches, λ1 and λ2

and introduce the new notation

w(λ1, λ2) = W (λ1, λ2, λ
−1
1 λ−1

2 ). (3.1.5)
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It then follows that

σ1 − σ3 = λ1W1 − λ3W3 = λ1w1, σ2 − σ3 = λ2W2 − λ3W3 = λ2w2, (3.1.6)

where wi = ∂w/∂λi. Using the membrane assumption of no stress in the thickness

direction, σ3 = 0, equation (3.1.6) becomes

σi = λiwi, i = 1, 2, (no summation on i). (3.1.7)

3.1.2 Euler-Lagrangian equations

We now derive equilibrium equations for the membrane surface, using Euler-Lagrangian

equations associated with the variational problem as described in Chapter 2. We write

(2.3.3) in terms of u = (r, z) as

∂L

∂r
−
(

∂L

∂r′

)′

= 0,

(

∂L

∂z′

)′

= 0, (3.1.8)

where

L[u,u′,u′′] = w(λ1, λ2)−
P

2RH
r2z′,

∂L

∂r
= w1

1

R
− P

RH
rz′,

∂L

∂r′
= w2

r′

λ2
,

∂L

∂z′
= w2

z′

λ2
− Pr2

2RH
.

By setting the first variation to zero, we obtain the equilibrium equations in the form

w1
1

R
− P

RH
rz′ −

(

w2
r′

λ2

)′

= 0, (3.1.9)

w2
z′

λ2
− P

2RH
r2 = C1, (3.1.10)

where C1 is a constant and a prime denotes differentiation with respect to Z.

Using Noether’s Theorem, we have

L− ∂L

∂r′
r′ − ∂L

∂z′
z′ = constant, (3.1.11)
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which gives

w − λ2w2 = C2, (3.1.12)

where C2 is a constant. Equations (3.1.10) and (3.1.12) are equivalent to equations (2.5)

and (2.7) of Fu et al.(2008) respectively, which are derived by considering equilibrium

of an infinitesimal volume element in the z and r directions respectively. In this work

we are interested in localized bulging solutions in which the tube has a constant radius

r∞ and constant axial stretch z∞ far away from the localized bulge. It should be

noted that r∞ and z∞ are defined when both R and H are constant, therefore in the

subsequent asymptotic analysis r∞ and z∞ are dimensionless. We can find constants

C1 and C2 by evaluating (3.1.10) and (3.1.12) in the limit Z → ∞, as

C1 = w
(∞)
2 − Pr2∞

2
, C2 = w(∞) − z∞w

(∞)
2 . (3.1.13)

where here and hereafter the superscript (∞) signifies evaluation at λ1 → r∞, λ2 →

z∞. For uniform inflation, we have r = constant, and so the equilibrium equation (3.1.9)

becomes

Pλ1λ2 = w1, (3.1.14)

which gives the pressure P in terms of r∞ and z∞ as

P =
w

(∞)
1

r∞z∞
. (3.1.15)

Figure 3.1.1 shows the connection between P and r∞ when z∞ is fixed at 1.1 for

Ogden strain-energy function. It shows that the uniform inflation starts from the

origin where r∞ = 1 and z∞ = 1. In Figure 3.1.2 we have shown that pressure is a

monotonic increasing function with respect to r∞ for the Gent strain energy function
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Figure 3.1.1: Pressure as a function of r∞ for the Ogden strain-energy function when

z∞ = 1.1.

with Jm = 30. Evaluating (3.1.10) and (3.1.12) with the use of (3.1.13) at Z = 0, we

obtain

w2(r0, z
′
0)−

w
(∞)
1

2r∞z∞
(r20 − r2∞)− w

(∞)
2 = 0, (3.1.16)

w(r0, z
′
0)− z′0w2(r0, z

′
0)− w(∞) + z∞w

(∞)
2 = 0, (3.1.17)

where r0 = r(0), z′0 = z′(0). Equations (3.1.16) and (3.1.17) are two coupled non-

linear equations for r0 and z′0. Theses two equations can be solved to find r0 and z′0

as functions of r∞ and they always admit the trivial solution r0 = r∞ and z′0 = z∞ as

a solution. Therefore the non-trivial solutions may bifurcate from this trivial solution

when (3.1.16) and (3.1.17) have a solution other than r0 = r∞ and z′0 = z∞. Using this

fact, Fu et al. (2008) derived the bifurcation condition as ω(r∞) = 0, where

ω(r∞) =
r∞(w

(∞)
1 − z∞w

(∞)
12 )2 + z2∞w

(∞)
22 (w

(∞)
1 − r∞w

(∞)
11 )

r∞z2∞w
(∞)
22

, (3.1.18)

where wij = ∂2w/(∂λi∂λj) for i, j = 1, 2. The pressure (3.1.15) for the Ogden material
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Figure 3.1.2: Pressure as a function of r∞ for the Gent strain-energy function with

Jm = 30 when z∞ = 1.1.

is plotted in Figure 3.1.3 for different axial stretches. Figure 3.1.4 shows that the bi-

furcation condition ω(λ1, λ2) = 0 and zero fixed axial force F = 0 have two intersection

points for the Gent model with Jm = 30. These two bifurcation points correspond to

the pressure maximum and pressure minimum in uniform inflation.
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Figure 3.1.3: Pressure as a function of r∞ for the Ogden strain-energy function with

different z∞ values when z∞ = 1.2, 1.5, 2, 2.5.

Figure 3.1.4: Plot of the bifurcation condition ω(λ1, λ2) = 0 and zero fixed axial force

condition F = 0 for the Gent model with Jm = 30.
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3.1.3 Weakly non-linear analysis

We now demonstrate that a weakly non-linear analysis can be used to derive the same

bifurcation condition as in (3.1.18). The variables λ1, λ2, φ defined in the previous

section are expanded in terms of a small parameter ǫ which measures the departure

of λ1 and λ2 from its critical values r∞ and z∞. Guided by the scalings in Fu et al.

(2008), we define a far distance variable s =
√
ǫz, and the variables are expanded as

λ1 = r∞ + ǫy1(s) + ǫ2y2(s) + ǫ3y3(s),

λ2 = z∞ + ǫz1(s) + ǫ2z2(s) + ǫ3z3(s), (3.1.19)

φ = ǫ3/2(α1(s) + ǫα2(s) + ǫ2α4(s)),

where r∞ , z∞ are known and the remaining terms are unknowns which can be deter-

mined at successive orders of approximations.

To describe this method, we may rewrite the system of differential equations (5.1) as

(Fu et al. 2008)

λ′
1 = λ2 sin φ,

λ′
2 =

w1 − λ2w12

w22
sinφ, (3.1.20)

φ′ =
w1

w2
cos φ− w

(∞)
1

r∞z∞w2
λ1λ2.

We now substitute the asymptotic expressions (3.1.19) into the governing equations

(3.1.20) and expand the latter as power series in ǫ. At O(1), we obtain the equations

for the uniform state r∞ and z∞. Equating the coefficients of ǫ in the resulting equation

of (3.1.20)3, we can write z1(s) in terms of y1(s) as

z1(s) = −z∞
(w

(∞)
1 − r∞w

(∞)
11 )

r∞(w
(∞)
1 − z∞w

(∞)
12 )

y1(s). (3.1.21)
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Similarly we can also write α1(s) in terms of y1(s). At O(ǫ3/2) the problem is in linear

form. By equating the coefficients of ǫ3/2 in the resulting equations of (3.1.20)1 and

(3.1.20)2, we obtain a matrix equation for y′1(s) and α1(s) in the form

B









y′1(s)

α1(s)









=









0

0









, (3.1.22)

where

B =









1 −z∞

−z∞(w1 − r∞w11)

r∞(w1 − z∞w12)

−w1 + z∞w12

w22









. (3.1.23)

In order for a non-trivial set of y′1(s) and α1(s) to exist, we require the determinant of

the matrix B to vanish, which gives the following expression.

det(B) =
−r∞(w

(∞)
1 − z∞w

(∞)
12 )2 + z2∞w

(∞)
22 (−w

(∞)
1 + r∞w

(∞)
11 )

r∞w
(∞)
22 (w

(∞)
1 − z∞w

(∞)
12 )

= 0. (3.1.24)

This expression when equal to zero is the bifurcation condition which is identical to

that given in (3.1.18). It is important to note that the condition (3.1.24) describes

the bifurcation mode having zero wave number (Haughton & Ogden 1979b). Figure

3.1.5 shows the bifurcation diagram for different strain-energy functions with unit axial

stretch. It shows that Gent materials with Jm = 30 and Jm = 97.2 have two bifurcation

values, while, Varga and Ogden materials each have only one bifurcation point. Figure

3.1.6 shows that Ogden material has two bifurcation points for the case of no axial

force. For the case of fixed axial stretch with z∞ < 3.1, the bifurcation behaviour of

the Ogden material stays the same, that is it has only one bifurcation point, but there

exist three bifurcation points when z∞ = 3.2. On the same figure where z∞ is fixed

at 3.2, we have also used the dashed line to indicate these three bifurcation points at

r∞ = 1.0358, 4.7987 and 6.035.
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Figure 3.1.5: Function ω(r∞) for the Gent material with Jm = 30 and Jm = 97.2,

Ogden and Varga strain-energy functions with unit axial stretch.

Bifurcation diagram for Gent material with Jm = 97 when the axial force is zero is

shown in Figure 3.1.7, which looks very similar to the one shown in Figure 3.1.6 for the

Ogden strain-energy function with zero axial force including two bifurcation points,

the first of which is subcritical and the second is supercritical. Therefore bulging and

necking solutions may both exist. However, in the case of fixed axial stretch, the kink

solution can exist despite a second bifurcation point not existing.

Equating the coefficients of O(ǫ5/2) in the power series of ǫ obtained from the result-

ing equation of (3.1.20), we find that y2(s) and α2(s) satisfy the inhomogeneous system

B









y′2(s)

φ2(s)









=









k1(s)

k2(s)









, (3.1.25)

where k1(s), k2(s) contain y1(s), z1(s), α1(s) and their derivatives with respect to s and
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Figure 3.1.6: Function ω(r∞) for the Ogden strain-energy function. Solid line zero

axial force, Dashed line fixed axial stretch with z∞ = 3.2.

are given by

k1(s) = z1(s)α1(s), (3.1.26)

k2(s) = −r2crz∞α′′
1(s)w

2
2w

2
22 + rcr(y1(s)(rcrα1(s)w2(w1 − z∞w12)(w1w122

−z∞w12w122 + w22(−w11 + z∞w112)) + z′1(s)w
2
22(rcrw12(w1 − z∞w12)

+z∞w22(w1 − rcrw11) + w2(−w1 + rcrz∞w112))) + rcr(z1(s)(z
′
1(s)w

2
22

(2w22(w1 − z∞w12) + z∞w2w122) + α1(s)w2(w1 − z∞w12)(w222(w1

−z∞w12) + z∞w22w122)) + (z′1(s)w
2
22(w1w12 − z∞w2

12 + w2(−w11

+z∞w112)) + α1(s)w2(w1 − z∞w12)(w1w122 − z∞w12w122 + w22(−w22

+z∞w112))))) + y′1(s)w
2
22(rcr(z∞(r1 + 2y1(s))w12(w1 − rcrw11) + z1(s)

(rcrw12(w1 − z∞w12) + z∞w22(w1 − rcrw11))) + w2((r1z∞ − rcrz1(s))w1

+rcrz∞(−r1w11 + rcr(z1(s)w112 + (r1 + y1(s))w11)))))/

(r2crw2w
2
22(w1 − z∞w12).
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Figure 3.1.7: Function ω(r∞) for the Gent tube with Jm = 97 with zero axial force.

Clearly, B is a singular matrix since detB = 0. We now impose a solvability condition

in order to find a solution to (3.1.25). We do this by taking the dot product of (3.1.25)

with the left eigenvector a of B. By the definition of left eigenvector

a · Bb(1) = b(1) · BTa = 0. (3.1.27)

We thus have a · [k1, k2]T = 0, which then yields

y′2 = ω(r∞)y2 + γ(r∞)y3 +O(y4), (3.1.28)
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where the function ω(r∞) is given by (3.1.18) and the expression for γ(r∞) is given by

γ(r∞) = −((r∞(w
(∞)
1 − z∞w

(∞)
12 )3(r∞(−w

(∞)
1 + z∞w

(∞)
12 )w

(∞)
122 + z∞w

(∞)
222

(w
(∞)
1 − r∞w

(∞)
11 )) + r∞w

(∞)
22 (w

(∞)
1 − z∞w

(∞)
12 )2(w

(∞)
1 (z2∞w

(∞)
122 + r∞(w

(∞)
11

−z∞w
(∞)
112 )) + r∞z∞(−z∞w

(∞)
122 w

(∞)
11 + w

(∞)
12 (−w

(∞)
11 + z∞w

(∞)
112 )))

−z2∞(w
(∞)
22 )2(3(w

(∞)
1 )3 + r2∞z∞(z∞w

(∞)
122 (w

(∞)
11 )2 − w

(∞)
12 w

(∞)
11 (w

(∞)
11

+2z∞w
(∞)
112 ) + z∞(w

(∞)
12 )2w

(∞)
112 ) + r∞w

(∞)
1 (w

(∞)
11 (−2z2∞w

(∞)
122 + r∞(w

(∞)
11

+2z∞w
(∞)
112 )) + 2z∞w

(∞)
12 (2w

(∞)
11 + z∞w

(∞)
112 − r∞w

(∞)
111 )) + (w

(∞)
1 )2

(−3z∞w
(∞)
12 + z2∞w

(∞)
122 + r∞(−4w

(∞)
12 − 2z∞w

(∞)
112 + r∞w

(∞)
111 ))))

/(3r2∞z∞w
(∞)
2 (w

(∞)
22 )2(w

(∞)
1 − z∞w

(∞)
12 )2)).

In the near critical post bifurcation analysis, r∞ = rcr + ǫr1, y = y1 + O(ǫ2), where ǫ

is a small positive constant and r1 is an O(1) constant. Then at leading order (3.1.29)

gives

d2y1(s)

ds2
= ω′(rcr)(r∞ − rcr)y1(s) +

3

2
γ(rcr)y1(s)

2, s =
√
ǫZ, (3.1.29)

which has a localized solution given by

y1(s) = −ω′(rcr)(r∞ − rcr)

γ(rcr)
sech2

√

ω′(rcr)(r∞ − rcr)Z

2
, (3.1.30)

where ω′(rcr) = dω(rcr)/drcr. We note that at the first critical point, both ω′(rcr) and

γ(rcr) are negative for any strain-energy function. Therefore (3.1.32) represents a lo-

calized bulging solution provided that ω′(rcr)(r∞ − rcr) > 0. Of course, this is only a

leading-order approximation. The exact localized bulging solution can be determined

by integrating the system (3.1.20) from Z = 0 towards ∞ subject to the initial condi-

tions

λ1(0) = r0, λ2(0) = z′0, φ(0) = 0, (3.1.31)
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where r0 and z′0 are determined by solving (3.1.16) and (3.1.17). This is discussed in

the next section.

3.2 Fully Non-Linear Solution

We define two methods that may be used to find the fully non-linear localized bulging

solutions, namely the shooting method and the Finite Difference Method.

3.2.1 Numerical solutions - shooting method

The basic idea for a shooting method is to convert the solution of a two-point boundary

value problem into that of an initial value problem. We need to begin the solution at

one end of the boundary value problem, and shoot to the other end with an initial value

solver until the boundary condition at the other end converges to its correct value. See,

e.g., Ascher et al. (1988) for a discussion of shooting method for systems of ordinary

differential equations. The localized bulging solution must tend to the uniform state

in the limit Z → ∞, and thus satisfy the terminal conditions

λ1 → r∞, λ2 → z∞, φ → 0 as Z → ∞. (3.2.1)

In this limit, (λ1 − r∞) is small and so (3.1.29) can be applied. We thus impose the

decay condition

λ′
1(L) +

√

ω(r∞)(λ1(L)− r∞) = 0, (3.2.2)
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where L is a sufficiently large positive constant. We now assume that we have only

one integral that we can use. So we have one equation with two unknowns. In doing

so we can find a similar argument for determining r0 and z′0 when the tube is modelled

with or without bending stiffness. The localized bulging solution can be determined by

integrating the system (3.1.20) from Z = 0 towards ∞ subject to the initial conditions

λ1(0) = r0, λ2(0) = z′0, φ(0) = 0, (3.2.3)

where r0 is to be guessed in our shooting procedure and z′0 is determined from one of

the two integrals in (3.1.16) or (3.1.17). Then for each specified r∞, we adjust r0 in

order to satisfy the decay condition (3.2.2). Figure 3.2.1 shows the profile of the bulge

for the Gent tube with Jm = 30 near the bifurcation point. Axial stretch at infinity is

fixed to 1.1. Critical value is found at r∞ = 1.69807. In this case shooting method can

Figure 3.2.1: Profile of the bulge for the Gent tube with Jm = 30 when the axial stretch

is fixed to be 1.1.

be applied by guessing a value for r0 using the weakly non-linear results obtained in the
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previous section. Then solve the equilibrium equation with the guess value of r0. Once

a solution is found, decrease r∞ in small steps using the solution from the previous

step as the initial guess for the current step. This method is applied in Chapter 4.5.1.

Horgan and Saccomandi (2003) use the Gent strain-energy function to model arteries,

giving values of Jm in the range between 0.422 and 3.93 for healthy human arteries,

corresponding to a maximum stretch ratio between 1.4 and 1.8. These values of Jm

are less than the value of Jm for z∞ = 1.5, implying there are no bifurcation points for

values of Jm appropriate to healthy arterial walls. Similarly, for the Fung strain-energy

function with z∞ = 1.5, bifurcation points are only found for Γ < 0.075. Above this

value of Γ no bifurcation points exist, showing that no aneurysm/bulging for healthy

artery wall.

3.2.2 Finite Difference Method

We now use Finite Difference Method to solve the system of ordinary differential equa-

tions (3.1.20), in order to determine the localized bulging solutions. To start this

method, the differential equations are replaced by the corresponding finite first order

central differencing equations as in (2.4.4). The domain length is taken as L, with n

cells in the domain and n− 1 internal nodes and two boundary nodes. Since we have

equal grid spacing, the length of each cell is taken as L/N. First order central differenc-

ing formulae are used to approximate the equations (3.1.20). The left boundary value

of φ, given by

φ(0) = 0, (3.2.4)
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is known. However, it can be seen that all of the other left and right boundary values

are unknown. λ1, λ2 and φ at the node i, (i = 1, 2, ...., n + 1) are represented as

λ
(i)
1 , λ

(i)
2 and φ(i) respectively. For the implementation of Finite Difference Method,

1D grid discretization of the domain with n cells is presented in figure 3.2.2. Finite

Figure 3.2.2: Finite difference discretization

difference approximations of the governing equations (3.1.20) at the second node in the

domain are in the form

λ
(3)
1 − λ

(1)
1

2h
= λ

(2)
2 sin φ(2), (3.2.5)

λ
(3)
2 − λ

(1)
2

2h
=

w1(λ
(2)
1 , λ

(2)
2 )− λ

(2)
2 w12(λ

(2)
1 , λ

(2)
2 )

w22(λ
(2)
1 , λ

(2)
2 )

sinφ(2), (3.2.6)

φ(3) − φ(1)

2h
=

w1(λ
(2)
1 , λ

(2)
2 )

w2(λ
(2)
1 , λ

(2)
2 )

cosφ(2) − w1
(∞)

r∞z∞w2(λ
(2)
1 , λ

(2)
2 )

λ
(2)
1 λ

(2)
2 . (3.2.7)

We have neglected the discretization error, keeping in mind that the discretization

is first order accurate in h. Similarly, we can write the other set of finite difference

approximations corresponding to the rest of the internal nodes in the domain. It can

be shown that due to symmetric property of φ, we have

−φ(0) = φ(2). (3.2.8)
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Thus applying the Finite Difference Method to (3.1.20)3 at the first node we get

φ(2)

h
= − w1

(∞)

r∞z∞w2(λ
(1)
1 , λ

(1)
2 )

λ
(1)
1 λ

(1)
2 . (3.2.9)

Now, combining (3.2.9) with the set of finite difference equations at each internal node,

we have a system of 3n − 2 equations. Since the left boundary value of φ is known,

it can be shown that there exists 3n+ 2 unknowns corresponding to 3(n− 1) internal

nodes, two left boundary nodes and three right boundary nodes. To solve this system

of equations four more conditions are required. We therefore use two integrals (3.1.16)

and (3.1.17) along with the two decaying conditions derived in the next section.

3.2.3 Decaying condition

In the limit Z → ∞, we look for an asymptotic solution of the form

λ1 = r∞ + ǫy1(Z) + ....,

λ2 = z∞ + ǫz1(Z) + ...., (3.2.10)

φ = ǫφ(Z) + .....

Substitute (3.2.10) into (3.1.20) and expand asymptotically in terms of ǫ. Equating the

coefficients of ǫ, the system of non-linear differential equations (3.1.20) can be written

as a matrix equation

u′ = M(r∞)u, (3.2.11)
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where u = (y1, z1, φ)
T and

M(r∞) =

















0 0 z∞

0 0
w

(∞)
1 −z∞w

(∞)
12

w
(∞)
22

−z∞w
(∞)
1 +r∞z∞w

(∞)
11

r∞z∞w
(∞)
2

−r∞w
(∞)
1 +r∞z∞w

(∞)
12

r∞z∞w
(∞)
2

0

















. (3.2.12)

We now look for a solution of the form u = emZa, and obtain (M(r∞) −mI)a = 0.

We note that 0 is always an eigenvalue due to the translational invariance in Z. Thus,

the eigenvalues of M(r∞) are given by 0, ±σ with σ > 0, where

σ = (−(w
(∞)
1 )2λ1 + 2w

(∞)
1 w

(∞)
12 λ1λ2 − w

(∞)
1 w

(∞)
22 λ2

2

−(w
(∞)
12 )2λ1λ

2
2 + w

(∞)
11 w

(∞)
22 λ1λ

2
2)

1/2/(w
(∞)
2 w

(∞)
22 λ1λ2). (3.2.13)

The bifurcation condition ω(r∞) = 0 is then reproduced by the fact that σ = 0. Thus,

0 becomes a triple eigenvalue when the bifurcation condition is satisfied. We denote

the left eigenvector associated with the eigenvalue 0 by (n11, n12, n13)
T and the left

eigenvector associated with the eigenvalue +σ by (n21, n22, n23)
T . These two vectors

are given by

n11 = 1, n21 = 1,

n12 =
z∞w

(∞)
22 (−w

(∞)
1 + z∞w

(∞)
12 )

σ2z∞w
(∞)
2 w

(∞)
22 + (w

(∞)
1 − z∞w

(∞)
12 )2

,

n22 =
−z∞w

(∞)
22

w
(∞)
1 − z∞w

(∞)
12

,

n13 =
σ z2∞w

(∞)
2 w

(∞)
22

σ2z∞w
(∞)
2 w

(∞)
22 + (w

(∞)
1 − z∞w

(∞)
12 )2

, n23 = 0.

These two eigenvectors must necessarily be orthogonal to the right eigenvector associ-

ated with the eigenvalue −σ, and hence to the decaying solution. Thus, as Z → ∞ the
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decaying conditions may be written as

(λ
(n+1)
1 − r∞) + (λ

(n+1)
2 − z∞)n12 + φ(n+1)n13 = 0, (3.2.14)

(λ
(n+1)
1 − r∞) + (λ

(n+1)
2 − z∞)n22 + φ(n+1)n23 = 0. (3.2.15)

We now solve the system of 3n + 3 equations. To do this, we use the set of 3n − 2

finite difference equations derived in Section 3.2.2 along with the boundary condition

φ(0) = 0, two decaying conditions (3.2.15) and (3.2.16), and two coupled first-order

non-linear differential equations,

w2(r0, z
′
0)−

w
(∞)
1

2r∞z∞
(r20 − r2∞)− w

(∞)
2 = 0, (3.2.16)

w(r0, z
′
0)− z′0w2(r0, z

′
0)− w(∞) + z∞w

(∞)
2 = 0. (3.2.17)

3.2.4 Connection with the scaling and the eigenvectors in the

weakly non-linear theory.

We denote by (n31, n32, n33)
T the right eigenvector associated with the eigenvalue −σ

in (3.2.13). Then we may write

σn31 + z∞n33 = 0,

σn32 + a23n33 = 0, (3.2.18)

σn33 + a31n31 + a32n32 = 0,

where

a23 =
w

(∞)
1 − z∞w

(∞)
12

w
(∞)
22

, a31 =
−z∞w

(∞)
1 + r∞z∞w

(∞)
11

r∞z∞w
(∞)
2

,
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a32 =
−r∞w

(∞)
1 + r∞z∞w

(∞)
12

r∞z∞w
(∞)
2

.

Therefore it may be easily deduced that in the limit σ → 0,

n32 = O(n31), and n33 = O(σ n31). (3.2.19)

It follows that when r∞ = rcr + ǫr1, n31 = O(ǫ), so that σ = O(ǫ1/2), and we have

n32 = O(ǫ), n33 = O(ǫ3/2). They are the scaling used in the asymptotic expansion

(3.1.19).

3.2.5 Computer programming

We have written a Mathematica code to solve the system of 3n+2 equations derived in

Section 3.2.2 in order to solve the system of differential equations (3.1.20). We choose

the domain length of the Z variable to be [0, L], where L is the length of the tube. We

first choose

r∞ to be very close to the critical value of λ1 in order to use the weakly non-linear

solutions as the initial values to find the localized solution. Step size h was selected as

h = Zmax−Zmin

n
where zmax = 30, zmin = 0, and, n = 640 were used in our calculations.

We have seen that as Zmax and n increase, the behaviour of the localized solution stay

the same. Figure 3.2.3 shows a typical profile of localized bulging solution when r∞ is

close to the critical value, rcr = 1.69807 for the Gent tube with Jm = 30 when z∞ is

fixed at 1.1. We now decrease r∞ in small steps and the computation is repeated by

taking the solutions of the previous step as the new initial values to find the profile of

r(Z), until the bulge begins to propagate down the tube as the turning point, marked as
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Figure 3.2.3: Profile of the bulge corresponding to r∞ = 1.67807 for the Gent tube

with Jm = 30 when z∞ is fixed at 1.1.

T in Figure 3.2.5 is approached. Figure 3.2.4 shows the profile of r(Z) as we approach

the turning point T. In Figure 3.2.5 we show the existence of the two bifurcation points

at 1.69807 and 4.93941 for the Gent strain-energy function with Jm = 30. The first

bifurcation point corresponds to a bulging solution and the second to a necking solution

since ω′(1.698070) = −3.54653 < 0 and ω′(4.93941) = 19.6607 > 0. As we vary r∞

from the bifurcation point along the curve, the radius at the centre of the bulge will

increase monotonically until we reach the turning point T, where the bulge flattens out

at its centre, stop growing in its radius and then starts to propagate in both directions

and becomes a kink solution. Figure 3.2.6 shows the profile of r(Z) as r∞ decreases for

the Gent strain-energy function with Jm = 30. It shows how the bulge increases while

r∞ decreases. In Figure 3.2.7 we have shown the corresponding results when z∞ = 1.5.
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Figure 3.2.4: Profile of r(Z) corresponding to r∞ = 1.40807 for the Gent tube with

Jm = 30 when z∞ is fixed at 1.1.

3.3 Conclusion

Fu et al. (2008) derived the bifurcation condition ω(r∞) = 0 for a membrane tube

from the two simple equations (3.1.16) and (3.1.17), that determine the two principal

stretches at the point where the radius is a maximum. In this Chapter we detailed how

the bifurcation condition can also be derived by using two different methods, namely,

weakly non-linear bifurcation analysis and solution of an eigenvalue problem. It can be

seen that the solitary wave type bulged solution exists close to the first critical point

with the properties ω′(rcr) < 0 and γ(rcr) < 0 for any given strain-energy function.

Calculation of localized solutions was done by the Finite Difference Method and the

shooting method. Finally we compared the derivations in Fu et al. (2008) with our

corresponding results, showing that our results derived here are identical with their

results.
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Figure 3.2.5: Dependence of r0 − r∞ on r∞ for the Gent tube with Jm = 30 when z∞

is fixed at 1.1.

Figure 3.2.6: Profile of r(Z) for the Gent tube with Jm = 30 when z∞ = 1.0.
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Figure 3.2.7: Profile of r(Z) for the Gent tube with Jm = 30 when z∞ = 1.5.
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4 Effect of Bending Stiffness on Localized

Bulging in a Pressurized Cylindrical Tube

4.1 Introduction

In this chapter we study localized bulging in inflated thin-walled elastic tubes with

bending stiffness. A complete theory for the same problem with bending stiffness

neglected has recently been developed by Fu and co-workers. We develop a parallel

theory by incorporating bending stiffness in the constitutive modelling and use the

theory to assess the effect of bending stiffness on the initiation of localized bulging

in inflated thin-walled elastic tubes. In accordance with Chapter 3, we only consider

deformations which are axisymmetric around the Z axis. This research is motivated

by its possible application in the mathematical modelling of aneurysm initiation and

development in human arteries.

4.2 Inflation of a Cylindrical Tube

4.2.1 Governing equations

The analysis considered here is for a thin-walled incompressible, hyperelastic, isotropic,

cylindrical tube. We consider only axially symmetric deformations from the originally
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axially symmetric configuration. Therefore, when the tube is inflated by an internal

pressure, it is assumed that the inflated configuration maintains axial symmetry and

the radius of the tube may be constant or vary along the axial direction. The analysis is

based on two-dimensional incremental equilibrium equations, which are derived using

Euler-Lagrangian equations and then solved for specific strain-energy functions. In

future, we will try to move forward to the full three-dimensional problem. For prismatic

deformations we refer to Haughton & Ogden (1979a). The tube is assumed to have

uniform thickness H and uniform inner radius R before inflation. The axisymmetric

deformations are represented in terms of cylindrical polar coordinates, by

r = r(Z), θ = Θ, z = z(Z), (4.2.1)

where Z and z are the axial coordinates of a representative material particle before

and after inflation respectively, and r is the radius of the middle plane after inflation.

The principal directions of the deformation correspond to the lines of latitudinal and

meridional directions, respectively. Hence, the principal stretches are given by

λ1 =
r

R
, λ2 =

√
r′2 + z′2, (4.2.2)

where the indices 1 and 2 are used for latitudinal and meridional directions respec-

tively. A prime denotes differentiation with respect to Z. The position vectors of a

representative material particle in the reference and deformed configurations are given

by

Y = Rer(θ) + Zez and y = r(Z)er(θ) + z(Z)ez, (4.2.3)

respectively, where θ and Z parametrize the surface and we write (θ1, θ2) = (θ, Z).

These coordinates induce tangent vectors Gα = Y,α, gα = y,α, α ∈ 1, 2 where , α

represents differentiation with respect to θα. The tangent vectors in the reference
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configuration are then given by

G1 =
∂Y

∂θ1
= Reθ, G2 =

∂Y

∂θ2
= ez. (4.2.4)

The components of the metric tensors (Gαβ), (G
αβ) as well as the dual tangent vectors

Gα, for the undeformed configuration are calculated using the following formula,

Gαβ = Gα ·Gβ, Gα ·Gβ = δαβ , Gαβ = Gα ·Gβ, (4.2.5)

where δαβ is the Kronecker Delta such that δαβ = 1, when α = β and δαβ = 0, when

α 6= β.

Then

G11 = R2, G12 = G21 = 0, G22 = 1,

G11 =
1

R2
, G12 = G21 = 0, G22 = 1,

G1 =
1

R
eθ, G2 = ez, (4.2.6)

G = det(Gαβ) = R2.

The unit normal vector in the reference configuration is given by

N =
1√
G
(G1 ×G2) =

1

R
(Reθ × ez) =

1

(R′2 + Z ′2)1/2
er = er. (4.2.7)

The derivatives of the tangent vectors are given by

G1,1 = −Rer, G1,2 = G2,1 = G2,2 = 0. (4.2.8)

Similarly, the tangent vectors in the deformed configuration are given by

g1 =
∂y

∂θ1
= reθ, g2 =

∂y

∂θ2
= r′er + z′ez. (4.2.9)
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The components of the metric tensors (gαβ), (g
αβ) as well as the dual tangent vectors

gα, for the deformed configuration is calculated using the following formula,

gαβ = gα · gβ, gα · gβ = δαβ , gαβ = gα · gβ. (4.2.10)

Then

g11 = r2, g12 = g21 = 0, g22 = r′2 + z′2,

g11 =
1

r2
, g12 = g21 = 0, g22 =

1

r′2 + z′2
,

g1 =
1

R
eθ, g2 =

r′er + z′ez
r′2 + z′2

, (4.2.11)

g = det(gαβ) = r 2 (r ′2 + z ′2 ).

The derivatives of the tangent vectors are given by

g1,1 = −rer, g1,2 = r′eθ, g2,1 = 0, g2,2 = r′′er + z′′ez. (4.2.12)

In the deformed configuration, the contra-variant components of the stress and moment

tensors (σαβ and mαβ) are related to their covariant components (σαβ and mαβ) by the

formula

σαβ = gαβ σαβ , mαβ = gαβ mαβ . (4.2.13)

The Christoffel symbols on the deformed surface are given by Γγ
αβ = gγ · gα,β and we

have

Γ1
11 = 0, Γ1

12 =
r′

r
, Γ1

21 = 0, Γ1
22 = 0,

Γ2
11 = −rr′

λ2
2

, Γ2
12 = 0, Γ2

21 = 0, Γ2
22 =

λ′
2

λ2
=

r′r′′ + z′z′′

r′2 + z′2
. (4.2.14)

The relative curvature κ is given by

κ = καβ G
α ⊗Gβ, καβ = −bαβ = −n · gαβ,
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n =
1

2
ǫαβgα × gβ, ǫαβ

√
g = eαβ , (4.2.15)

where n is a unit normal such that n, gα, and gβ form an orthogonal basis for the

deformed surface and eαβ is the unit alternator (e11 = e22 = 0, e12 = −e21 = 1).

Then

b11 = − rz′√
r′2 + z′2

, b12 = b21 = 0, b22 =
(r′z′′ − z′r′′)√

r′2 + z′2
,

n =
1

r
√
r′2 + z′2

(rz′er − rr′ez) =
z′er − r′ez√
r′2 + z′2

, (4.2.16)

κ11 =
rz′

λ2
, κ22 =

r′z′′ − z′r′′

λ2
.

4.2.2 Equilibrium equations

In general, the behaviour of an incompressible hyperelastic material can be represented

in terms of a strain-energy function. In this work, we assume that the strain-energy

function U is a function of both stretches and curvature of the material surface.

U = U(λ1, λ2, κ). (4.2.17)

More specifically, we shall assume that the strain-energy function has the form

U = w(λ1, λ2) + cf(κ11, κ22), (4.2.18)

where the second term takes the form

f(κ11, κ22) =
1

R4
(κ11 − R)2 + κ2

22 +
1

R2
κ22(κ11 −R), (4.2.19)

and is chosen using Koiter’s model for hard materials (Koiter 1996). The choice of

constant c will be made based on comparison with the 3D theory in the small thickness

limit.
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4.2.3 Euler Lagrangian equations

We derive the equilibrium equations for the thin-walled tube by minimising the energy

functional given by

L[u] =

∫ L

−L

2πRH{w(λ1, λ2) + cf(κ11, κ22)}dZ −
∫ L

−L

Pπr2z′dZ, (4.2.20)

where the dependent variable u is given by u = (r, z).

Equivalently, we may minimise

L[u] =

∫ L

−L

L[u,u′,u′′] dZ, (4.2.21)

where

L[u,u′,u′′] = w(λ1, λ2) + cf(κ11, κ22)−
P

2RH
r2z′. (4.2.22)

In order to obtain the equilibrium equations for the membrane surface, we assume

that the equilibria are described by the Euler-Lagrangian equations associated with

the variational problem given in (2.3.6):

∂L

∂uα

− ∂

∂xi

(

∂L

∂uα,i

)

− ∂2

∂xi∂xj

(

∂L

∂uα,ij

)

= 0. (4.2.23)

Taking u = (r, z) we get

∂L

∂r
−
(

∂L

∂r′

)′

+

(

∂L

∂r′′

)′′

= 0,

(

∂L

∂z′

)′

−
(

∂L

∂z′′

)′′

= 0, (4.2.24)

where x1 = Z and L is defined in (4.2.22). It can be shown that

∂L

∂r
= w1

1

R
− P

RH
rz′ + cf1

z′

λ2
,

∂L

∂r′
= w2

r′

λ2
+ c

[

−f1
rr′z′

λ3
2

+ f2
z′λ′

2

λ2
2

]

,

∂L

∂z′
= w2

z′

λ2
+ c

[

f1
rr′2

λ3
2

− f2
r′λ′

2

λ2
2

]

− Pr2

2RH
, (4.2.25)
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∂L

∂r′′
= −cf2

z′

λ2
,

∂L

∂z′′
= cf2

r′

λ2
.

So, by setting the first variation to zero, we obtain the equilibrium equations in the

form

w1
1

R
+cf1

z′

λ2
− P

RH
rz′−

(

w2
r′

λ2

)′

+

[

c

(

f1
rr′z′

λ3
2

− f2
z′λ′

2

λ2
2

)]′

−
(

cf2
z′

λ2

)′′

= 0, (4.2.26)

(

w2
z′

λ2

)′

+

(

c f1
rr′2

λ3
2

− c f2
r′λ′

2

λ2
2

)′

− P

RH
rr′ −

(

cf2
r′

λ2

)′′

= 0, (4.2.27)

where

w1 =
∂w

∂λ1

, f1 =
∂f

∂κ11

, f2 =
∂f

∂κ22

, etc, (4.2.28)

and a prime denotes differentiation with respect to Z.

One of the conservation laws can be obtained by integrating (4.2.27) and is given by

w2
z′

λ2

+ c

(

f1
rr′2

λ3
2

− f2
r′λ′

2

λ2
2

)

− Pr2

2RH
−
(

cf2
r′

λ2

)′

= C1. (4.2.29)

From the invariance of the energy functional with respect to translations in Z, we

obtain, using Noether’s Theorem,

L− ∂L

∂r′
r′ − ∂L

∂z′
z′ − ∂L

∂r′′
r′′ − ∂L

∂z′′
z′′ + r′

(

∂L

∂r′′

)′

+ z′
(

∂L

∂z′′

)′

= constant, (4.2.30)

which gives

w + cf − w2λ2 + cf2
z′r′′

λ2
− cf2

r′z′′

λ2
− r′z′′

cf2
λ2

+ z′r′′
cf2
λ2

= C2. (4.2.31)

Then (4.2.31) can be reduced to have

w + cf − λ2w2 +
2c f2
λ2

(z′r′′ − r′z′′) = C2. (4.2.32)

From r′ × (4.2.26)− z′ × (4.2.27), we obtain

w1r
′ + cf1

r′z′

λ2
− r′

(

w2
r′

λ2

)′

− z′
(

w2
z′

λ2

)′

+ cr′
(

f1
rr′z′

λ3
2

− f2
z′λ′

2

λ2
2

)′
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−cz′
(

f1
rr′2

λ3
2

− f2
r′λ′

2

λ2
2

)′

− cr′
(

f2
z′

λ2

)′′

+ cz′
(

f2
r′

λ2

)′′

= 0, (4.2.33)

or equivalently

w1λ
′
1 + cf1

r′z′

λ2

− (λ2w2)
′ + w2λ

′
2

+c

[

f1
rr′

λ3
2

− f2
λ′
2

λ2
2

− 2

(

cf2
λ2

)′ ]

(−r′z′′ + z′r′′)− cf2
λ2

(r′z′′′ − z′r′′′) = 0. (4.2.34)

From z′ × (4.2.26) + r′ × (4.2.27), we obtain

w1z
′ + cf1

z′2

λ2

− Prλ2
2 − z′(w2

r′

λ2

)′ + cz′(f1
rr′z′

λ3
2

− f2
z′λ′

2

λ2
2

)′

−z′(cf2
z′

λ2
)′′ + r′(w2

z′

λ2
)′λ2)

′ + cr′(f1
rr′2

λ3
2

− f2
r′λ′

2

λ2
2

)′ − r′(cf2
r′

λ2
)′′ = 0, (4.2.35)

or equivalently

−w2λ2φ
′ + w1z

′ + cf1
z′2

λ2

− Prλ2
2 + c f1

rr′λ′
2

λ2
2

− c f2
λ′2
2

λ2

+

c(f1
rr′

λ3
2

)′λ2
2 + cλ2

2(f2
λ′
2

λ2
2

)′ − c
f2
λ2

(r′r′′′ + z′z′′′)− c(
f2
λ2

)′λ2 = 0. (4.2.36)

Differentiating (4.2.32) with respect to Z, we obtain

w1λ
′
1 + w2λ

′
2 + cf1κ

′
11 + cf2κ

′
22 − (λ2w2)

′ + 2c(
f2
λ2

)′(z′r′′ − r′z′′)

+2c
f2
λ2

(z′r′′′ − r′z′′′) = 0, (4.2.37)

where

κ′
11 =

z′r′

λ2
+

rr′

λ3
2

(r′z′′ − z′r′′), κ′
22 =

λ′
2

λ2
2

(z′r′′ − r′z′′) +
1

λ2
(r′z′′′ − z′r′′′). (4.2.38)

With the use of (4.2.38), the equation (4.2.37) becomes

w1λ
′
1 + cf1

r′z′

λ2

− (λ2w2)
′ + w2λ

′
2+

c(f1
rr′

λ3
2

− f2λ
′
2

λ2
2

− 2(
cf2
λ2

)′)(z′r′′ − r′z′′)− cf2
λ2

(r′z′′′ − z′r′′′) = 0. (4.2.39)
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We note that (4.2.34) represents equilibrium in the meridional direction, whereas

(4.2.36) represents equilibrium in the radial direction. It can be shown that (4.2.34) is

the same as (4.2.39). Thus (4.2.34) can be replaced by (4.2.39) as

(w1 − λ2w12)λ2 sinφ− w22λ− 2λ′
2 + c((−2(1− κ11) + κ22)

(λ2 sin φ cosφ+ λ1 sinφ
κ22

λ2

+ (2κ22 − (1− κ11))(−λ2φ
′′ − λ′

2φ
′))

+2c(2(λ2φ
′′ − λ′

2φ
′) + (λ2 sinφ cosφ+ λ1 sinφ

κ22

λ2
))λ2φ

′

+2c(2κ22 − (1− κ11))λ
′
2φ

′ + 2c(2κ22 − (1− κ11))λ2φ
′′ = 0, (4.2.40)

where sinφ = r′

λ2
, cosφ = z′

λ2
, κ22 =

r′z′′−z′r′′

λ2
= −λ2φ

′, κ11 =
rz′

λ2
.

4.2.4 Conditions at infinity

Here we are interested in localized bulging solutions in which the tube has a constant

radius r∞ and constant axial stretch z∞ far away from the localized bulge if it exists.

Hence we impose the following conditions

lim
Z→∞

r(Z) = r∞, lim
Z→∞

z(Z) = z∞. (4.2.41)

It then follows that

r′ → 0, z′ → z∞, λ1 → r∞, λ2 → z∞, φ → 0,

κ11 → r∞, κ22 → 0 as Z → ±∞. (4.2.42)

We are first imposing a uniform state of pre-stress on the material, associated with

the pressure P, and then determining whether there exist other non-uniform solutions
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which satisfy the governing equations but decay to the same constant radius and axial

stretch at infinity. The constants C1 and C2 can be found by evaluating (4.2.29) and

(4.2.32) in the limit Z → ∞, as

C1 = w
(∞)
2 − Pr2∞

2
, and C2 = w(∞) + c(r∞ − 1)− z∞w

(∞)
2 , (4.2.43)

where the superscript (∞) denotes evaluation at λ1 = r∞, λ2 = z∞. In the limit

Z → ∞, the equilibrium equation (4.2.26) becomes,

Pλ1λ2 = w1 + cf1, (4.2.44)

which gives the pressure P in terms of r∞ and z∞ as,

P =
w

(∞)
1

r∞z∞
+

2c(r∞ − 1)

r∞z∞
, (4.2.45)

where we have used the result that f1 = 2(r∞ − 1) when Z → ∞. When c = 0, the

constant C2 and P are to be equivalent to (3.1.13)2 and (3.1.15) respectively. Equation

(4.2.45) allows us to use r∞ and z∞ as controlling parameters of the deformation instead

of the pressure P. Figure 4.2.1 shows the connection between P and r∞ when the axial

stretch z∞ is fixed at 1.1 for the Ogden strain-energy function. The curve for the Gent

model is monotonic for z∞ = 1.1 for all Jm. Figure 4.2.2 shows the connection between

P and r∞ for the Gent strain-energy function with Jm = 97.2. For an infinite tube with

open ends the remote axial stretch z∞ represents a pre strain of the material prescribed

by the load applied at the end of the tube and is therefore treated as a constant. The

significance of the constant C1 in (4.2.43)1 is therefore shown to be the scaled axial

force applied at the ends of the tube and this depends on the value of r∞ as well as

the strain-energy function. For a tube with closed ends and no axial loading, where we

assume that the ends are suitably far away from the localized bulge, we require that
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Figure 4.2.1: Pressure against r∞ for the Ogden strain-energy function when z∞ =

1.1, c = 0.01.

the force balance in the Z direction is zero, from which we can derive the condition

C1 = 0. For tubes with closed ends and no axial loading, we find the following relation

from (4.2.29),

2z∞w2(r∞, z∞) = r∞w1(r∞, z∞) + 2c r∞(r∞ − 1), (4.2.46)

which can be used to determine z∞ for any given r∞. Therefore, for the case of

fixed axial force, we may take r∞ as the controlling parameter, with P determined

by (4.2.45). The closed end relation (4.2.46) for the Gent material with Jm = 30 and

Varga material becomes respectively

15(1 + r4∞z2∞ − 2r2∞z4∞) + c(−1 + r∞)r∞(−1 + r4∞z2∞ + r2∞z2∞(−33 + z∞)2) = 0,

1 + r2∞z∞ − 2r∞z2∞ − cr3∞z∞ + cr2∞z∞ = 0, (4.2.47)

which may be solved explicitly for r∞ and are plotted in Figure 4.2.3. With C1 and

C2 known, the integrals (4.2.29) and (4.2.32) are two coupled first-order non-linear
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Figure 4.2.2: Pressure against r∞ for the Gent strain-energy function with Jm = 97.2

when z∞ = 1.1, c = 0.01.

differential equations for λ1, λ2, and κ22. Given the axial symmetry of the entire

deformation together with the symmetry in the end condition (4.2.46), and the fact

that our coordinate system can be set arbitrarily, we focus only on solutions which are

symmetric about the origin Z = 0. The required conditions are therefore,

r′(0) = 0, z′(0) = z′0, φ(0) = 0, κ22(0) 6= 0. (4.2.48)

To find the corresponding value r0 for a given r∞, (4.2.29) and (4.2.32) are evaluated

at Z = 0, obtaining respectively,

w2(r0, z
′
0)− w

(∞)
2 − 1

2

(

w
(∞)
1

r∞z∞
+

2c(r∞ − 1)

r∞z∞

)

(r20 − r2∞)+

c
κ22(0)

z′0
(2κ22(0) + κ11(0)− 1) = 0, (4.2.49)

w(r0, z
′
0)− w(∞) − z′0w2(r0, z

′
0) + z∞w

(∞)
2 +

c((r0−1)2+κ22(0)
2+κ22(0)(r0−1))−c(r∞−1)2−2c(2κ22(0)+r0−1)κ22(0) = 0, (4.2.50)
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where r0 = r(0), z′0 = z′(0), κ22(0) = −r′′(0), κ11(0) = r0. The corresponding equa-

tions when bending stiffness is neglected are given by (3.16) and (3.17). We see that

the significance of the additional terms in (4.2.49) and (4.2.50) are therefore from the

bending stiffness of the material. Since we have a system of two non-linear equations

(4.2.49) and (4.2.50) with three unknowns r0, z
′
0 and κ22(0), we can express κ22(0) and

z′0 in terms of r0 and apply the shooting method by adjusting the only unknown r0 to

satisfy the decaying condition as Z → ∞.

Figure 4.2.3: Connection between z∞ and r∞ for a tube with zero axial force. Solid,

dotted and dashed lines represents Ogden, Gent 30 and Varga strain-energy functions

respectively. All results correspond to c=0.01.



85

4.2.5 Koiter’s shell model

Koiters non-linear shell theory is valid for modelling isotropic thin elastic shells under-

going infinitesimal deformations (Koiter 1996). According to Koiter’s two-dimensional

shell model the strain-energy per unit undeformed area is given by

U =
1

2
Hε.D[ε] +

1

24
H3ρ.D[ρ], (4.2.51)

where D is the tensor of linear plane-stress elastic moduli, H is the thickness of the

shell prior to deformation, and ε and ρ respectively are surface tensors that characterise

the change in metric and curvature of the shell mid surface induced by deformation.

For soft materials such as rubber, a possible extension of (4.2.51) is

U = Hw(λ1, λ2) +
1

24
H3ρ.D[ρ]. (4.2.52)

In Steigmann (2012), Koiter’s shell model (4.2.51) is derived from 3D non-linear elastic-

ity and shown to furnish the leading order model in the small thickness limit when the

bending and stretching energies are of the same order of magnitude. For an isotropic

material, the elastic moduli and stress strain relations are given by

Cijkl = λδijδkl + µ(δikδjl + δilδjk),

σij = λδijǫkk + 2µǫij, (4.2.53)

where λ and µ are Lamé constants and Cijkl is the elasticity tensor which satisfies

the symmetrises Cijkl = Cklij = Cjikl. Solving σ33 = 0 for ǫ33 and substituting the

expression back into σαβ , we obtain

σαβ =
2λµ

λ+ 2µ
ǫγγδαβ + 2µǫαβ = Dαβγδǫγδ, (4.2.54)
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where

Dαβγδ =
2λµ

λ + 2µ
δαβδγδ + µ(δαγδβδ + δαδδβγ). (4.2.55)

It then follows that

ρ ·D[ρ] =
2λµ

λ+ 2µ
(trρ)2 + 2µ tr(ρ2) =

4µ(λ+ µ)

λ+ 2µ
(trρ)2 − 4µ detρ. (4.2.56)

For incompressible materials, λ → ∞ and the above expression reduces to

ρ ·D[ρ] = 2µ{(trρ)2 + tr(ρ2)} = 4µ{(trρ)2 − detρ}. (4.2.57)

4.2.6 Uniform inflation using 3D non-linear elasticity theory

One way to fix the constant c in (4.2.18) is to require the model to give the same

prediction for the pressure in uniform inflation as the 3D exact theory in the thin-

wall limit. We thus consider the uniform inflation of a long cylindrical tube. The

axi-symmetric deformation is given by

r = r(R), θ = Θ, z = λzZ, (4.2.58)

in terms of cylindrical polar coordinates, where λz is the axial extension ratio (or axial

stretch), which is uniform. The undeformed and current configurations are defined by

A ≤ R ≤ B, and a ≤ r ≤ b, (4.2.59)

respectively. Let λ1, λ2, λ3 denote the principal stretches in the latitudinal, meridional

and normal directions respectively such that

λ1 =
r

R
= λ, λ2 = λz, λ3 = (λ1λ2)

−1. (4.2.60)
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We use e1, e2, e3 to denote the unit basis vectors corresponding to the coordinates

θ, z, r, respectively. The deformation gradient F is calculated according to

F = Grad x = r′er ⊗ er +
r

R
eθ ⊗ eθ + λzez ⊗ ez. (4.2.61)

Incompressibility det F = 1 gives rr′ = R/λz from which we integrate to obtain

r =
√

a2 + λ−1
z (R2 − A2). (4.2.62)

As an example we consider the Mooney-Rivlin material (2.1.51). We have

σ = −pI + µ1B + µ2B
−1. (4.2.63)

Thus, the non-zero stress components are

σrr = −p + µ1
R2

λ2
zr

2
+ µ2

λ2
zr

2

R2
,

σθθ = −p + µ1
r2

R2
+ µ2

R2

r2
, (4.2.64)

σzz = −p+ µ1λ
2
z + µ2λ

−2
z .

For the inflation problem, the equilibrium equation in the r-direction reduces to

∂σrr

∂r
+

σrr − σθθ

r
= 0, (4.2.65)

which is to be solved subjected to the boundary conditions

σrr|r=a = −P, σrr|r=b = 0. (4.2.66)

It then follows that

P = −
∫ b

a

[µ1(
R2

λ2
zr

2
− r2

R2
) + µ2(

λ2
zr

2

R2
− R2

r2
)]
dr

r
,

= (µ2 − µ1λ
−2
z )(λzln

a

A
− λzln

b

B
+

B2

2b2
− A2

2a2
). (4.2.67)
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Using the fact that the deformed thickness is necessarily λ3H = H/(λ1λz), we may

write again

R = A+
H

2
, a = λ1R− H

2λ1λz
, b = λ1R +

H

2λ1λz
. (4.2.68)

We look for an asymptotic solution of the form

P

µ1λ−2
z − µ2

= p1
H

R
+ p2(

H

R
)2 + p3(

H

R
)3 + ...... . (4.2.69)

By substituting (4.2.69) into (4.2.67) and equating the coefficients of like powers of H ,

we obtain

RP

H(µ1λ−2
z − µ2)

=
λ2
zλ

4
1 − 1

λzλ4
1

+
λ4
zλ

8
1 − 3λ2

zλ
4
1 + 8λzλ

2
1 − 6

12λ3
zλ

8
1

(
H

R
)2, (4.2.70)

where the higher order terms are neglected. For the Mooney-Rivlin material model, it

can be easily shown that the leading order term in (4.2.69) agrees with its counterpart

in (4.2.45) exactly. To compare the second term, we take the limit λ1 → 1 and λz → 1

in (4.2.70) to obtain

RP

H(µ1λ−2
z − µ2)

=
λ2
zλ

4
1 − 1

λzλ4
1

+ (λ1 − 1)(
H

R
)2 + ...., (4.2.71)

where we have set µ = µ1 − µ2. It is then seen that (4.2.71) is consistent with (4.2.45)

if

c =
1

2
µH2. (4.2.72)
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4.3 Reformulation in the form of the classical shell

theory

An elastic shell may be defined as a three-dimensional elastic body with a dimension

H/R ≪ 1 where H is a typical thickness in the thin direction and R is a typical length

scale in the remainder of the body (Libai & Simmonds 1998). This enables us to

consider the deformation of only the mid-plane of the elastic body through the thinner

direction. An axisymmetric shell is such a shell which has symmetry around an axis.

A membrane may then be defined as a shell which has negligible resistance to bending

(Libai & Simmonds 1998).

The engineering shell theory is usually derived by considering equilibrium of an in-

finitesimal volume element, and it takes the form

d(rN2)

ds
−N1

dr

ds
− Q̂κ2 = 0, (4.3.1)

N1κ1 +N2κ2 +
1

r

dQ̂

ds
= P, (4.3.2)

d(rM2)

ds
−M1

dr

ds
+ Q̂ = 0. (4.3.3)

See, for instance, Pamplona & Calladine (1993), Pozrikidis (2001), Blyth & Pozrikidis

(2004) or Liu et al. (2006). In the above equations, s is the arc length in the deformed

configuration, N1, N2, M1, M2 are principal stress resultants and bending moments,

Q = Q̂/r is the transverse shear tension and κ1, κ2 are the principal curvatures given

by

κ1 =
κ11

r2
, κ2 =

κ22

λ2
2

. (4.3.4)
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Equations (4.3.1) and (4.3.2) represent equilibrium in the tangential and normal direc-

tions, respectively. Let us take

Ni = Jhσii =
JR

r
√
r′2 + z′2

σii, Mi = Jhmii =
JR

r
√
r′2 + z′2

mii, no sum on i. (4.3.5)

Equations (4.3.1)-(4.3.3 ) suggest the use of

λ1, λ2, φ, κ22, Q̂ (4.3.6)

as the dependent variables. We now show that the above form can be derived from

Steigmann and Ogden’s variational formulation. The equilibrium equations given by

Steigmann & Ogden (1999) related to a cylindrical elastic surface take the form

G− 1
2 (G

1
2 Pα) , α = −PJn, J = λ1λ2, (4.3.7)

where

Pα = Tα − Lα,

Tα = Jσαβgβ + JmγβΓα
γβn,

Lα = G− 1
2 (G

1
2Mβα),β, (4.3.8)

Mβα = −Jmβαn.

The vectors Pα and Mβα can be represented in terms of components relative to the

basis {gα, n}. Since G = det(Gα ·Gβ) = R2 is a constant, the equilibrium equations

reduce to

Pα
, α = −PJn. (4.3.9)

The unit normal in the current configuration is

n =
1√
g
(g1 × g2) =

1

λ2

(z′er − r′ez), and
∂n

∂θ
=

z′

λ2

eθ. (4.3.10)
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Furthermore,

g1 = reθ, g2 = λ2ez, (4.3.11)

es =
1

λ2
(r′er + z′ez), e′s = −κ2λ2n, n′ = κ2λ2es, κ1 =

z′

rλ2
, κ2 = − φ′

λ2
. (4.3.12)

The principal directions of the deformation correspond to the lines of meridional and

normal to the deformed surface.

We have

P1 = Jσ11g1 + JmγβΓ1
γβn+

∂

∂θ
(Jm11n) = Jσ11reθ + Jm11 z

′

λ2
eθ, (4.3.13)

P2 = Jσ22g2 + JmγβΓ2
γβn+ (Jm22n)′ = Jσ22λ2es − Jm11 rr

′

λ2
2

n

+Jm22λ
′
2

λ2

n+ (Jm22n)′. (4.3.14)

From (4.3.9)

∂

∂θ
(P1) = −Jσ11rer − Jm11 z

′

λ2
er, (4.3.15)

(P2)′ = (Jσ22λ2)
′es − Jσ22λ2

2κ2n− (Jm11 rr
′

λ2
2

)′n− Jm11 rr
′

λ2
2

κ2λ2es

+(Jm22λ
′
2

λ2

)n+ Jm22λ
′
2

λ2

κ2λ2es + (Jm22)′κ2λ2es + (Jm22)′′n

+(Jm22κ2λ2)
′es − Jm22κ2λ2κ2λ2n,

= es{(Jσ22λ2)
′ − Jm11 rr

′

λ2
κ2 + Jm22λ′

2κ2 + (Jm22)′κ2λ2 + (Jm22κ2λ2)
′}

n{−Jσ22λ2
2κ2 − (Jm11 rr

′

λ2
2

)′ + (Jm22λ
′
2

λ2
)′ + (Jm22)′′ − Jm22κ2

2λ
2
2},

= es{[λ2(Jσ
22 + κ2Jm

22)]′ − Jm11 rr
′

λ2
κ2 + Jm22λ′

2κ2

+(Jm22)′κ2λ2}+ n{−κ2λ
2
2(Jσ

22 + κ2Jm
22)− (Jm11 rr

′

λ2
2

)′

+(Jm22λ
′
2

λ2
)′ + (Jm22)′′},
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= es{[λ2(Jσ
22 + κ2Jm

22)]′ + κ2[(Jm
22λ2)

′ − Jm11 rr
′

λ2
]} (4.3.16)

+n{−κ2λ
2
2(Jσ

22 + κ2Jm
22) + [

1

λ2

(Jm22λ2)
′ − Jm11 rr

′

λ2
2

]′}.

It then follows that

Pα
, α = es{−(rJσ11 + Jm11 z

′

λ2

)
r′

λ2

+ [λ2(Jσ
22 + κ2Jm

22)]′ + κ2[(Jm
22λ2)

′

−Jm11 rr
′

λ2
]}+ n{−(rJσ11 + Jm11 z

′

λ2
)
z′

λ2
− κ2λ

2
2(Jσ

22

+κ2Jm
22) + [

1

λ2
(Jm22λ2)

′ − Jm11 rr
′

λ2
2

]′},

= es{[λ2(Jσ
22 + κ2Jm

22)]′ − rr′

λ2
[Jσ11 + κ1Jm

11] + κ2[(Jm
22λ2)

′ (4.3.17)

−Jm11 rr
′

λ2
2

]}+ n{−κ2λ
2
2(Jσ

22 + κ2Jm
22)− r2κ1[Jσ

11 + κ1Jm
11]

+
1

λ2

1

λ2

(Jm22λ2)
′ − Jm11 rr

′

λ2
2

]′}.

Thus, the equilibrium equation Pα
, α = −PJn reduces to

[λ2(Jσ
22 + κ2Jm

22)]′ − rr′

λ2
[Jσ11 + κ1Jm

11] + κ2[(Jm
22λ2)

′ − Jm11 rr
′

λ2
2

] = 0, (4.3.18)

−κ2λ
2
2(Jσ

22 + κ2Jm
22)− r2κ1[Jσ

11 + κ1Jm
11] + [

1

λ2

(Jm22λ2)
′ − Jm11 rr

′

λ2
2

]′ = −Pλ1λ2.

(4.3.19)

To compare with (4.3.1) and (4.3.2), we rewrite the above equation as

1

λ2
[Rλ2(Jσ

22 + κ2Jm
22)]′ − Rrr′

λ2
2

[Jσ11 + κ1Jm
11]

−κ2R[(Jm11 rr
′

λ2
2

− 1

λ2
(Jm22λ2)

′] = 0, (4.3.20)

κ2λ2

λ1
(Jσ22 + κ2Jm

22) +
r2κ1

λ1λ2
[Jσ11 + κ1Jm

11] +
R

rλ2
[Jm11 rr

′

λ2

− 1

λ2
(Jm22λ2)

′]′ = P. (4.3.21)
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We see that these two equations become (4.3.1) and (4.3.2) if we take

N1 =
Rr

λ2

[Jσ11 + κ1Jm
11], N2 =

λ2

λ1

[Jσ22 + κ2Jm
22], (4.3.22)

and

Q̂ = Jm11Rrr′

λ2
2

− R

λ2
(Jm22λ2)

′. (4.3.23)

Now

Jσ11 = λ1w1H, Jσ22 = λ2w2H, Jσ11 =
w1H

Rr
,

Jσ22 =
w2H

λ2
, Jm11 =

λ2

Rr
M1 = H

∂U

∂κ11
= Hcf1,

Jm22 =
r

Rλ2

M2 = H
∂U

∂κ22

= Hcf2. (4.3.24)

Thus, we have

Q̂ = Hcf1
Rrr′

λ2
2

− HR

λ2
(cf2λ2)

′, (4.3.25)

which is also consistent with (4.3.3). Alternatively, Q̂ can be written as

Q̂ = c(κ22 + 2λ1 cosφ− 2)
λ1 sinφ

λ2
− cλ2

(

2κ22 + λ1 cosφ− 1

λ2

)′

−2c
λ′
2

λ2
(2κ22 + λ1 cosφ− 1). (4.3.26)

With these facts established, we can now write down the system of first-order ordi-

nary differential equations for finding fully non-linear localized bulging solutions for

hyperelastic thin walled tubes. First, we have

λ′
1 =

r′

R
=

λ2

R
sin φ, (4.3.27)

φ′ = −κ22

λ2
, (4.3.28)

κ′
22 = −λ′

2φ
′ − λ2φ

′′ =
λ′
2

λ2
κ22 − λ2φ

′′. (4.3.29)
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The equilibrium equation (4.2.40) can then be solved with (4.3.26) and (4.3.29) to

express λ′
2 and φ′′ in terms of λ1, λ2, φ, κ22 and Q̂. We obtain

λ′
2 = −((−λ2Q̂ + 6κ22λ2Q̂+ λ1λ2 cosφ Q̂− 2c λ1 sin φ

+8c κ22λ1 sinφ− 2c κ2
22λ1 sin φ+ 2w1λ

2
2 sin φ− 2w12λ

3
2 sin φ

+4c λ2
1 cosφ sinφ− 8c κ22λ

2
1 cosφ sinφ− 5c λ2

2 cosφ sinφ

+4c κ22λ
2
2 cosφ sinφ− 2c λ3

1 cos
2 φ sinφ

+5c λ1λ
2
2 cos

2 φ sinφ)/(c− 8c κ22λ1 cosφ+ c λ2
1 cos

2 φ)), (4.3.30)

φ′′ = −((−cκ22Q̂λ2 + 6cκ2
22λ̂2 + Q̂w22λ

3
2 + cκ2

22Q̂λ1λ2 cosφ

+5c2κ2
22λ1 sinφ− 4c2κ3

22λ1 sinφ− cw1λ
2
2 sinφ+ 4cκ22w1λ

2
2 sinφ

+2cw22λ1λ
2
2 sin φ+ cw12λ

3
2 sinφ− 4cκ22w12λ

3
2 sinφ

−5c2κ2
22λ

2
1 cosφ sinφ+ 2c2λ2

2κ
3
22 cosφ sinφ− 8c2κ22λ

2
2 cosφ sinφ

+2c2κ2
22λ

2
2 cosφ sinφ+ cw1λ1λ

2
2 cosφ sinφ− 2cw22λ

2
1λ

2
2 cosφ sinφ

−cw12λ1λ
3
2 cosφ sinφ+ cw22λ

4
2 cosφ sinφ

−4c2λ1λ
2
2 cosφ

2 sinφ+ 8c2κ22λ1λ
2
2 cos

2 φ sinφ

+2c2λ2
1λ

2
2 cos

3 φ sinφ)/(cλ2
2(c− 8cκ22 + 12cκ2

22 − 2cw22λ
2
2

−2cλ1 cosφ+ 8cκ22λ1 cosφ+ cλ2
1 cos

2 φ))). (4.3.31)

Finally, equation (4.3.21) can be written as

Q̂′ = λ1λ2P − (
cκ22(−1 + λ1 cosφ+ 2κ22)

λ2

+ w2)
κ22

λ2

− cosφ(c cosφ(−2 + 2λ1 cosφ+ κ22) + w1), (4.3.32)

where the pressure P is given by (4.2.45). Equations (4.3.27) -(4.3.30) and (4.3.32) rep-

resent a system of first-order ordinary differential equations for the variables λ1, λ2, φ, κ22

and Q̂.
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4.4 Weakly Non-Linear Analysis

When the elastic tube is inflated by an internal pressure, the tube inflates cylindrically

until the pressure reaches a critical value. At this point, where r∞ = rcr, a bifurca-

tion occurs and the cylindrical configuration becomes unstable. A weakly non-linear

analysis may be conducted to determine the near-critical behaviour. We derive the

amplitude equation for the radius variation along the axis using the weakly non-linear

solutions of λ1, λ2, φ, κ22 and Q̂. For near-critical localized solutions, we use the scal-

ings in Fu et al. (2008) and the ordinary differential equations (4.3.27) -(4.3.30) and

(4.3.32) to deduce that

λ1 − r∞ = O(ǫ), λ2 − z∞ = O(ǫ), φ = O(ǫ3/2), κ22 = O(ǫ2), Q̂ = O(ǫ3/2), (4.4.1)

where r∞ and z∞ are the radius of the bulge and axial stretch at infinity respectively.

Thus, we shall look for an asymptotic solution of the form

λ1 = r∞ + ǫy1(s) + ǫ2y2(s) + ǫ3y3(s),

λ2 = z∞ + ǫz1(s) + ǫ2z2(s) + ǫ3z3(s),

φ = ǫ
3
2 (α1(s) + ǫα2(s) + ǫ2α3(s)), (4.4.2)

κ22 = ǫ2(γ1(s) + ǫγ2(s) + ǫ2γ3(s)),

Q = ǫ
3
2 (Γ1(s) + ǫΓ2(s) + ǫ2Γ3(s)),

where y1, z1, etc. are unknowns to be determined by the perturbation analysis. As

before, s is a far distance variable defined by s =
√
ǫZ. Coefficients of ǫ can be ob-

tained by substituting these asymptotic expressions into the dynamical system (4.3.27)-

(4.3.30),(4.3.32), and expanding the latter as power series in ǫ. At order ǫ3/2, we obtain
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two equations for y′1(s) and α1(s), which may be written as

A









y′1(s)

α1(s)









=









0

0









, (4.4.3)

where

A =











1 −z∞

z∞(2c− w
(∞)
1 + r∞w

(∞)
11 )

r∞(2c(−1 + r∞) + w
(∞)
1 − z∞w

(∞)
12 )

2c− 2cr∞ − w
(∞)
1 + z∞w

(∞)
12

w
(∞)
22











. (4.4.4)

Then det A = 0 yields the bifurcation condition ω(r∞) = 0 where

ω(r∞) =
−r∞

(

(2c(−1 + r∞) + w
(∞)
1 − z∞(w

(∞)
12 )2

)2

r∞w
(∞)
22 (2c(−1 + r∞) + w

(∞)
1 − z∞w

(∞)
12 )

+z2∞w
(∞)
22 (2c− w

(∞)
1 + r∞w

(∞)
11 ))

r∞w
(∞)
22 (2c(−1 + r∞) + w

(∞)
1 − z∞w

(∞)
12 )

. (4.4.5)

The matrix equation (4.4.3) has then a non-trivial solution for y1 and α1. When c = 0,

this bifurcation condition is found to be equivalent to what was obtained by Fu et al.

(2008). Equation (4.4.5) can be solved for different strain-energy functions W , along

with any specified z∞, to find the bifurcation value of r∞. For the Varga material,

ω(r∞) is given by

ω(r∞) =
−z2∞(−2 + 2(−1 + c)r2∞z∞ − 4cr3∞z∞ + (−1 + c)2r4∞z2∞

2r∞(−2 + cr3∞z∞ + r2∞(z∞ − cz∞)

−2(−1 + c)cr5∞z2∞ + c2r6∞z2∞))

2r∞(−2 + cr3∞z∞ + r2∞(z∞ − cz∞)
. (4.4.6)

Figure 4.4.1 shows ω(r∞) for different strain-energy functions. Gent material predicts

two bifurcation values 1.69710 and 4.94332 when Jm = 30, and 1.63603 and 9.057674

when Jm = 97. We observe that when Jm decreases the two bifurcation values move

towards each other. When z∞ = 1.1, we also observe that Varga and Ogden materials



97

Figure 4.4.1: Function ω(r∞) for different strain-energy functions when c = 0.01 and

z∞ = 1.1.

each predicts one bifurcation value, given by r∞ = 1.57855 and 1.61542, respectively.

However, as z∞ increases, we observed only one bifurcation point for the Ogden material

until z∞ reaches 2.5 and then it predicts two bifurcation points at r∞ = 1.14303 and

4.3465. The case of fixed axial force Gent material with Jm = 30 substantially changes

the distance between the two critical points of ω(r∞), as shown in Figure 4.4.2. Figure

4.4.3 shows how the solution of ω(λ1, λ2) = 0 varies with respect to c for the Gent model

with Jm = 30. The solid line corresponding to c = 0 is graphically equivalent to the

case of no bending stiffness as shown in Figure 3.1.4. It shows that for each fixed axial

stretch, the value of λ1 decreases with increased in c at the first bifurcation point. We

observe that λ1 takes the values 1.69807, 1.68809 and 1.66551 for c = 0, 0.1 and 0.3

respectively when z∞ = 1.1 for the Gent model with Jm = 30. Proceeding to the next
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Figure 4.4.2: Function ω(r∞) for the Gent strain-energy function with Jm = 30 when

the axial force is fixed at zero.

order, we find that y′2(s) and α2(s) satisfy the inhomogeneous system

A









y′2(s)

α2(s)









=









k1(s)

k2(s)









, (4.4.7)

where k1(s) and k2(s) contains y1(s), z1(s), α1(s), γ1(s),Γ1(s) and their derivatives. We

can further show that

z1(s) =
z∞(2c− w1 + r∞w11)y1(s)

r∞(−2c+ 2cr∞ + w1 − z∞w12)
,

Γ1(s) =
−c y′1(s)

z2∞w22

((2r∞ − 2r2∞ + z2∞)w22 + (−1 + r∞)

(2c(−1 + r∞)w1 − z∞w12)),

α1(s) =
y′1(s)

z∞
, (4.4.8)

γ1(s) = −y′′1(s).
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Figure 4.4.3: Bifurcation condition ω(r∞) = 0 for the Gent model with Jm = 30 for

different values of c when the axial force is zero.

Now k1(s) and k2(s) only contain y1(s) and its derivatives. As the matrix A is singular

as discussed above, we now need to impose a solvability condition in order to find a

solution to (4.4.7). We take the dot product of (4.4.7) with the left eigenvector of A

as discussed in Section (3.1.3), resulting in a zero in the left hand side of the resulting

equation. We then obtain the amplitude equation from the right hand side of (4.4.7)

as in the same form of (3.1.29) where the function ω(r∞) is given by (4.4.5). The

expression for γ(r∞) is too long and so is not written out here (see Appendix A). We

then differentiate the amplitude equation with respect to Z and expand the resulting

equation around rcr, a root of the bifurcation condition ω(r∞) = 0. In the near critical
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post bifurcation analysis, r∞ = rcr + ǫr1, where ǫ is a small positive number and r1 is

a negative constant. Neglecting terms of order higher than ǫ2, we obtain the localized

solution

y1(s) =
ω′(rcr)(r∞ − rcr)

γ(rcr)
sech2

(

√

ω′(rcr)(r∞ − rcr)s

2

)

, (4.4.9)

where ω′(rcr) = dω(rcr)/drcr and bulging solution exists only to the left of the bifurca-

tion point rcr satisfying

ω′(rcr)(r∞ − rcr) > 0. (4.4.10)

For all materials that we have considered so far, ω′(rcr) is always negative corresponding

to the first bifurcation point and so bifurcation into the above localized solution must

necessarily be subcritical. For the Gent material with Jm = 30, we have ω′(rcr) =

−3.5855, γ(rcr) = −1.4448 while for the Ogden material ω′(rcr) = −3.09342, γ(rcr) =

−1.26788. So, the localized solution (4.4.9) represents a bulge. We now can write

down the following expressions that can be used as an initial guess in finding the exact

localized bulging solutions

λ1(Z) = r∞ − d

γ(rcr)
sech2

√
dZ

2
,

λ2(Z) = z∞ +
z∞(w1 − rcrw11)

rcr(c rcr + w1 − z∞w12)
(λ1(Z)− r∞),

φ(Z) = − d3/2

γ(rcr)
sech2

√
dZ

2
tanh

√
dZ

2
,

κ22(Z) = − φ′(Z)

λ2(Z)
, (4.4.11)

Q(Z) =
c(−r2cr + z2∞)w22 + c rcr(c rcr + w1 − z∞w12)

z∞w22
φ(Z),

where d = ω′(rcr)(r∞−rcr). It can be easily shown that λ1(0) = r0, λ2(0) = z′0 , φ(0) =

0, κ22(0) = −r′′(0), and Q̂(0) = 0 for any strain-energy function. The third and the
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fifth of these coming from the fact that the deformed tube is locally flat at Z = 0 as

we impose r′0 = 0 as part of the symmetry conditions.

4.5 Fully Non-Linear Solutions

Here we discuss two methods to find the fully non-linear localized bulging solutions,

namely the shooting method and the Finite Difference Method as for the membrane

case.

4.5.1 Shooting method

We rewrite equations (4.2.49) and (4.2.50) derived in Section 4.2 as

w2(r0, z
′
0)− w

(∞)
2 − P

2
(r20 − r2∞) + c

κ22(0)

z′0
(2κ22(0) + κ11(0)− 1) = 0, (4.5.1)

w(r0, z
′
0)− w(∞) + c((r0 − 1)2 + κ2

22(0) + κ22(0)(r0 − 1))

−c (r∞ − 1)2 − z′0w2(r0, z
′
0) + z∞ŵ

(∞)
2 − 2c (2κ22(0) + r0 − 1)κ22(0)

−2c(2κ22(0) + r0 − 1)κ22(0) = 0. (4.5.2)

These two equations involve three unknowns r0, z
′
0 and κ22(0). In the shooting method,

r0 is to be guessed and z′0 and κ22(0) are related to r0 by (4.5.1) and (4.5.2). Then

for each specified r∞ and a guess for r0, we have to solve (4.5.1) and (4.5.2) to find

the corresponding z′0 and κ22(0). A reasonable starting guess for r0 is required to

ensure the success of the shooting method. The weakly non-linear result presented in



102

the previous section provides a very good initial guess for r0. Therefore we use these

results to guess a value for r0 and solve (4.5.1) and (4.5.2) for z′0 and κ22(0). Then as

in Section 3.2.1, we decrease r∞ in small steps, using the solution from the previous

step as the initial guess for the current step. We have attempted to solve the system of

first order differential equations (4.3.27)-(4.3.30) and (4.3.32) derived in the previous

section using the shooting method described above. Unfortunately, we have not been

able to find a convergent result. This is left as future work.

4.5.2 Finite Difference Method

In this section we apply the Finite Difference Method to find the fully non-linear

solutions for the system of first order non-linear differential equations derived in Section

4.3. Rewrite our system of ordinary differential equations as

λ′
1 = λ2 sin φ,

λ′
2 as given in (4.3.30),

φ′ = −κ22

λ2
, (4.5.3)

κ′
22 =

λ′
2

λ2
κ22 − λ2φ

′′,

Q̂′ = λ1λ2P − (
cκ22(−1 + λ1 cosφ+ 2κ22)

λ2

+ w2)
κ22

λ2

− cosφ(c cosφ(−2 + 2λ1 cosφ+ κ22) + w1),

where prime denotes the differentiation with respect to Z. Our goal is to write these

equations in a form that can be solved numerically for the unknown values of the

dependent variables λ1, λ2, φ, κ22 and Q̂ at specified values of the independent variable
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Z. For implementation of the Finite Difference Method to solve the system of differential

equations (4.5.3), 1D grid discretization of the domain with n cells is presented in Figure

4.5.1. The domain length is taken as L, with n cells in the domain, with n− 1 internal

Figure 4.5.1: Finite difference discretization.

nodes and two boundary nodes. The length of each cell is then L/N. The first order

central differencing formulae are used to approximate the equations (4.5.3). We now

write λ
(i)
1 , λ

(i)
2 , φ(i), κ

(i)
22 and Q̂(i) to represent λ1, λ2, φ, κ22 and Q̂ at the node i

respectively. The left boundary values of φ and Q̂ are known, given by

φ(1) = Q̂(1) = 0. (4.5.4)

The rest of the left boundary values and all the right boundary values are unknown.

Finite difference approximations (2.4.4) of the governing equations (4.5.3) at the second

node are given by

λ
(3)
1 − λ

(1)
1

2h
= λ

(2)
2 sin φ(2),

λ
(3)
2 − λ

(1)
2

2h
= f(λ

(2)
1 , λ

(2)
2 , φ(2), κ

(2)
22 , Q̂

(2)),
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φ(3) − φ(1)

2h
=

−κ
(2)
22

λ
(2)
2

, (4.5.5)

κ
(3)
22 − κ

(1)
22

2h
=

λ
(3)
2 − λ

(1)
2

2h
κ
(2)
22 − λ

(2)
2 φ′′(2),

Q̂(3) − Q̂(1)

h
= λ

(2)
1 λ

(2)
2 P − {cκ

(2)
22 (−1 + λ

(2)
1 cosφ(2) + 2κ

(2)
22 )

λ
(2)
2

+w2(λ
(2)
1 , λ

(2)
2 )}κ

(2)
22

λ
(2)
2

cosφ(2)(c cosφ(2)(−2 + 2λ
(2)
1 cosφ(2)

+κ
(2)
22 ) + w1(λ

(2)
1 , λ

(2)
2 ),

where f is a function of λ
(2)
1 , λ

(2)
2 , φ(2), κ

(2)
22 , Q̂

(2) which can be calculated using (4.3.30),

and the expression of φ′′ is given in (4.3.31). It can be easily shown that due to the

symmetric property of φ and Q̂, we have

−φ(0) = φ(2) and − Q̂(0) = Q̂(2). (4.5.6)

Therefore finite difference approximations of the third and fifth equations of (4.5.3) at

the first node are respectively

φ(2)

h
=

−κ
(1)
22

λ
(1)
2

,

Q̂(2)

h
= λ

(1)
1 λ

(1)
2 P − {cκ

(1)
22 (−1 + λ

(1)
1 cosφ(1) + 2κ

(1)
22 )

λ
(1)
2

+w2(λ
(1)
1 , λ

(1)
2 )}κ

(1)
22

λ
(1)
2

− cosφ(1)(c cosφ(1)(−2

+2λ
(1)
1 cosφ(1) + κ

(1)
22 ) + w1(λ

(1)
1 , λ

(1)
2 ). (4.5.7)

We may use the Taylor expansions

ui+1 = ui + hu′
i +

u′′
i

2
h2 +O(h3),

ui+2 = ui + 2 hu′
i +

u′′
i

2
(2h)2 + O(h3), (4.5.8)
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to obtain

u′
i =

4ui+1 − ui+2 − 3ui

2h
+O(h2). (4.5.9)

We now use the above approximation for the first, second and fourth equations of

(4.5.3) at the first node as

4λ
(2)
1 − λ

(3)
1 − 3λ

(1)
1

2h
= λ

(1)
2 sinφ(1),

4λ
(2)
2 − λ

(3)
2 − 3λ

(1)
2

2h
= f(λ

(1)
1 , λ

(1)
2 , φ(1), κ

(1)
22 , Q̂

(1)), (4.5.10)

4κ
(2)
22 − κ

(3)
22 − 3κ

(1)
22

2h
=

λ
(3)
2 − λ

(1)
2

2h
κ
(2)
22 − λ

(2)
2 φ′′(2).

Applying finite difference approximations (2.4.4) at every internal node along with

(4.5.7) and (4.5.10), 5n coupled algebraic equations with 5n + 3 unknowns can be

found. Three more equations are derived in the next section.

4.5.3 Decaying conditions

As Z → ∞, we may look for an asymptotic solution of the form

λ1 = r∞ + ǫy1(Z) + ....,

λ2 = z∞ + ǫz1(Z) + ....,

φ = ǫφ(Z) + ...., (4.5.11)

κ22 = ǫγ(Z) + ....,

Q̂ = ǫΓ(Z) + .....
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Substitute (4.5.11) into the system of ordinary differential equations (4.5.3) and expand

asymptotically in terms of ǫ. Considering the coefficients of ǫ, the system of linear

differential equations can be written as a matrix equation,

u′ = M(r∞)u, (4.5.12)

where the column vector u and the matrix M(r∞) are given by

u =

































y1

z1

φ

γ22

Γ

































, M(r∞) =

































0 0 z∞ 0 0

0 0 a23 0 a25

0 0 0 −1
z∞

0

0 0 a43 0 a45

a51 a52 0 a54 0,

































, (4.5.13)

with

a23 =
2c r∞ − 4c r2∞ + 2c r3∞ + 5c z2∞ − 5c r∞z2∞ − 2z2∞w

(∞)
1 + 2z3∞w

(∞)
12

c− 2c r∞ + cr2∞ − 2z2∞w
(∞)
22

,

a25 =
z∞ − r∞z∞

c− 2c r∞ + cr2∞ − 2z2∞w
(∞)
22

,

a43 = z∞(
2c2 − 4c2 r∞ + 2c2r2∞ + 2c r∞w

(∞)
22 − 2c r2∞w

(∞)
22

c(c− 2c r∞ + cr2∞ − 2z2∞w
(∞)
22 )

+c z2∞w
(∞)
22 − c w

(∞)
1 + c r∞w

(∞)
1 + c z∞w

(∞)
12 − c r∞z∞w

(∞)
12

c(c− 2c r∞ + cr2∞ − 2z2∞w
(∞)
22 )

), (4.5.14)

a45 =
z2∞w

(∞)
22

c(c− 2c r∞ + cr2∞ − 2z2∞w
(∞)
22 )

,

a51 =
−2 + w

(∞)
1 − r∞w

(∞)
11

r∞
,
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a52 =
−2 + 2c r∞ + w

(∞)
1 − z∞w

(∞)
12

z∞
, a54 =

−c z∞ − w
(∞)
2

z∞
.

We expect that for sufficiently large values of Z, the asymptotic behaviour of the

solution is governed by the linearized system (4.5.12) (Nagatou 2003).

Looking for a solution of the form u = η eωZ , we obtain (M(r∞) − ωI)η = 0, which

indicates that ω must be an eigenvalue of M(r∞) and η is an associate eigenvector. We

have

1

ω
det(M(r∞)− ωI) =

−1

c λ1(c− 2cλ1 + cλ2
1 − 2w

(∞)
22 λ2

2)
[c (−2w

(∞)
22

ω2 + c(2 + ω2)2)λ3
1 + (−2c+ w

(∞)
1 )w

(∞)
22 λ2

2 − 2cλ2
1(−2w

(∞)
1

−w
(∞)
1 ω2 − w

(∞)
22 ω2 + c(2 + ω2)2 + w

(∞)
12 (2 + ω2)λ2)

+λ1((w
(∞)
2 − c(2 + ω2))2 + (−2w

(∞)
1 w

(∞)
12 + w

(∞)
2 w

(∞)
22 ω2

+2cw
(∞)
12 (2 + ω2))λ2 + ((w

(∞)
12 )2 − w

(∞)
22 (w

(∞)
11 + 2c ω2(−1 + ω2)))λ2

2)]. (4.5.15)

Since the right hand side depends on ω through ω2, using β = ω2, (4.5.15) may be

written as

1

ω
det(M(r∞)− ωI)cλ1(c− 2cλ1 + cλ2

1 − 2w
(∞)
22 λ2

2) =

β2(−c2 λ1 + 2c2λ2
1 − c2 λ3

1 + 2c w
(∞)
22 λ1λ

2
2) + β(−4c2λ1

+2cw
(∞)
1 λ1 + 8c2λ2

1 − 2cw
(∞)
1 λ2

1 − 2cw
(∞)
22 λ2

1 − 4c2λ3
1

+2c w
(∞)
22 λ3

1 − 2cw
(∞)
12 λ1λ2 − w

(∞)
2 w

(∞)
22 λ1λ2 + 2c w

(∞)
12 λ2

1λ2

−2c w
(∞)
22 λ1λ

2
2)− 4c2λ1 + 4cw

(∞)
1 λ1 − (w

(∞)
1 )2λ1 + 8c2 λ2

1

−4cw
(∞)
1 λ2

1 − 4c2λ3
1 − 4cw

(∞)
12 λ1λ2 + 2w

(∞)
1 w

(∞)
12 λ1λ2 + 4cw

(∞)
12 λ2

1λ2

+2cw
(∞)
22 λ2

2 − w
(∞)
1 w

(∞)
22 λ2

2 − (w
(∞)
12 )2λ1λ

2
2 + w

(∞)
11 − w

(∞)
22 λ1λ

2
2 = 0. (4.5.16)
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The right hand side of (4.5.16) takes the form aβ2 + bβ + ĉ = 0, where

a = −c2 λ1 + 2c2λ2
1 − c2 λ3

1 + 2c w
(∞)
22 λ1λ

2
2,

b = −4c2λ1 + 2cw
(∞)
1 λ1 + 8c2λ2

1 − 2cw
(∞)
1 λ2

1 − 2cw
(∞)
22 λ2

1

−4c2λ3
1 + 2cw

(∞)
1 λ1 + 8c2λ2

1 − 2cw
(∞)
1 λ2

1 − 2cw
(∞)
22 λ2

1

−4c2λ3
1 − 2c w

(∞)
22 λ1λ

2
2, (4.5.17)

ĉ = −4c2λ1 + 4cw
(∞)
1 λ1 − (w

(∞)
1 )2λ1 + 8c2 λ2

1 − 4cw
(∞)
1 λ2

1

−4c2λ3
1 − 4cw

(∞)
12 λ1λ2 + 2w

(∞)
1 w

(∞)
12 λ1λ2 + 4cw

(∞)
12 λ2

1λ2

−4cw
(∞)
1 λ2

1 − 4c2λ3
1 − 4cw

(∞)
12 λ1λ2 + 2w

(∞)
1 w

(∞)
12 λ1λ2 + 4cw

(∞)
12 λ2

1λ2.

Thus, M(r∞) has five eigenvalues, given by

−
√

β2 < −
√

β1 < 0 <
√

β1 <
√

β2, (4.5.18)

with β1 > 0, β2 > 0, and β1 and β2 given by

β1 = − b

2a
−

√

(

b

2a

)2

− ĉ

a
, β2 = − b

2a
+

√

(

b

2a

)2

− ĉ

a
. (4.5.19)

We observe that since we expect localized bulging to occur before any standing wave

mode, we must necessarily have b/a < 0 and ĉ/a > 0. In the limit ĉ/a → 0, the two

eigenvalues
√
β1 and −

√
β1 also become zero. Thus 0 becomes a triple eigenvalue when
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ĉ = 0, which is the new bifurcation condition given by ω(r∞) = 0, where

ω(r∞) =
√

β1 = [−4c2r∞ + 8c2r2∞ − 4c2r3∞ − 2c r2∞w
(∞)
22 + 2c r3∞w

(∞)
22

−2cr∞z2∞w
(∞)
22 − r∞z∞w

(∞)
22 w

(∞)
2 + 2c r∞w

(∞)
1 − 2c r2∞w

(∞)
1

−2c r∞z∞w
(∞)
12 + 2c r2∞z∞w

(∞)
12 + {(r∞(r∞(2c r2∞(2c

−w
(∞)
22 ) + 2c z2∞w

(∞)
22 + 2c(2c− w

(∞)
1 ) + z∞(w

(∞)
2 w

(∞)
22

+2c w
(∞)
12 ) + 2c r∞(−4c + w

(∞)
22 + w

(∞)
1 − z∞w

(∞)
12 ))2

−4c(c− 2c r∞ + cr2∞ − 2z2∞w
(∞)
22 − z2∞w

(∞)
22 )(4c2 r3∞

+z2∞w
(∞)
22 (−2c+ w

(∞)
1 )− 4c r2∞(2c− w

(∞)
1 + z∞w

(∞)
12 )

+r∞((−2c + w
(∞)
1 )2 + z∞(4c w

(∞)
12 − 2w

(∞)
1 w

(∞)
12 )

+z2∞((w
(∞)
12 )2 − w

(∞)
22 w

(∞)
11 )))))}1/2]/

(2c r∞(c− 2c r∞ + c r2∞ − 2z2∞w
(∞)
22 )). (4.5.20)

The bifurcation condition given in (4.5.20) is identical to that given in (4.4.5) which

had been derived previously by using a different method.

Denote the five right eigenvectors and the five left eigenvectors associated with the five

eigenvalues in (4.5.18) by

r(−2), r(−1), r(0), r(1), r(2)

and

l(−2), l(−1), l(0), l(1), l(2),

respectively. Then for sufficiently large values of Z our decaying solution u must

necessarily be a linear combination of the two decaying eigen solutions

e−
√
β1Zr(−1) and e−

√
β2Zr(−2).
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Since the right eigenvector associated with any given eigenvalue is orthogonal to all the

left eigenvectors associated with the other eigenvalues, the decaying condition may be

written as

u · l(k) = 0, k = 0, 1, 2.

Thus, if we write

l(0) = [n31, n32, n33, n34, n35]
T ,

l(1) = [n11, n12, n13, n14, n15]
T ,

l(2) = [n21, n22, n23, n24, n25]
T ,

then the decaying condition may be written as

(λ
(n+1)
1 − r∞) + (λ

(n+1)
2 − z∞)n12 + φ(n+1)n13 + κ

(n+1)
22 n14 +Q(n+1)n15 = 0, (4.5.21)

(λ
(n+1)
1 − r∞) + (λ

(n+1)
2 − z∞)n22 + φ(n+1)n23 + κ

(n+1)
22 n24 +Q(n+1)n25 = 0, (4.5.22)

(λ
(n+1)
1 − r∞) + (λ

(n+1)
2 − z∞)n32 + φ(n+1)n33 + κ

(n+1)
22 n34 +Q(n+1)n35 = 0. (4.5.23)

We have

n11 = 1,

n12 = z∞w
(∞)
22 (−cr∞ − w

(∞)
1 + z∞w

(∞)
12 )/M,

n13 = −(z∞β1(z∞(cz∞(−1 + 2β1)− w
(∞)
2 w

(∞)
22 − c(−1 + r∞),

(c(r∞ − β1 + r∞β1) + w
(∞)
1 )− z∞w

(∞)
12 ))/M, (4.5.24)

n14 = c(2z2∞β1w
(∞)
22 − (−1 + r∞)(c(r∞ − β1 + r∞β1)

+w
(∞)
1 − z∞w

(∞)
12 ))/M,

n15 = −(z2∞β1w
(∞)
22 )/M.
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Similarly, [n21, n22, n23, n24, n25]
T can be obtained by replacing

√
β1 by

√
β2 in (4.5.24).

The eigenvector [n31, n32, n33, n34, n35]
T is given by

n31 = 1,

n32 = z∞w
(∞)
22 (−cr∞ − w

(∞)
1 + z∞w

(∞)
12 )/g1,

n33 = 0, (4.5.25)

n34 = −c(−1 + r∞)(c r∞ + w
(∞)
1 − z∞w

(∞)
12 ))/g2,

n35 = 0,

where

g1 = {−2c2r∞ + 2c2r2∞ + 2c2β1 − 5c2r∞β1 + 3c2r2∞β1 +

c2β2
1 − 2c2r2∞β2

1 + β1(2c(r∞ − r2∞ + z2∞ − z2∞β1)

+z∞w
(∞)
2 )w

(∞)
22 + (w

(∞)
1 )2 + 2cz∞w

(∞)
12 − 3cr∞z∞w

(∞)
12

+2cz∞β1w
(∞)
12 − 2cr∞z∞β1w

(∞)
12 + z2∞(w

(∞)
12 )2

+w
(∞)
1 (c(−2 + 3r∞ − 2β1 + 2r∞β)− 2z∞w

(∞)
12 )}, (4.5.26)

and

g2 = {−2c2r∞ + 2c2r2∞ + (w
(∞)
1 )2 + 2c z∞w

(∞)
12 − 3c r∞z∞w

(∞)
12

+z2∞(w
(∞)
12 )2 + w

(∞)
1 (c(−2 + 3r∞)− 2z∞w

(∞)
12 }. (4.5.27)
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4.5.4 Connection with the scalings and eigenvectors in the

weakly non-linear theory

We denote by [n41, n42, n43, n44, n45]
T the right eigenvector associated with the eigen-

value −
√
β1. The components satisfy the equations

−
√

β1n41 + z∞n43 = 0,

−
√

β1n42 + a23n43 + a25n45 = 0,

−
√

β1n43 −
1

z∞
n44 = 0, (4.5.28)

−
√

β1n44 + a43n43 + a45n45 = 0,

−
√

β1n45 + a51n41 + a52n42 + a54n44 = 0,

where
√
β1 = 0 gives the bifurcation condition. Using these equations, we may show

that in the limit
√
β1 → 0,

n42 = O(n41), n43 = O(
√

β1n41), n44 = O(β1n41), n45 = O(
√

β1n41). (4.5.29)

It follows that when r∞ = rcr + ǫr1, n41 = O(ǫ). Then β1 = O(ǫ), and so we have

n42 = O(ǫ), n43 = O(ǫ3/2), n44 = O(ǫ2) and n45 = O(ǫ3/2). We used these scalings in

Section 4.4.

4.5.5 Computer programming

We have written a Mathematica code to solve the finite difference equations derived in

Section 4.5.2. In this section we explain how the program is written and works. We
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choose the domain of the Z variable to be [0, L], where L is the length of the tube.

Finite Difference Method is sufficiently accurate when the step size h =
Zmax − Zmin

n

is very small. Therefore we choose n = 650. Zmax = L(< 60), and Zmin = 0 are

used as input parameters. We have a set of 5n finite difference equations with 5n + 5

unknowns. Then the code solves these equations in conjunction with the two initial

conditions (4.5.4) and three decaying conditions (4.5.22)-(4.5.24). The behaviour of

dynamical systems are highly sensitive to initial conditions: small differences in initial

conditions yield widely diverging outcomes for such dynamical systems. Since the

weakly non-linear solution (4.4.11) should provide a very good approximation for the

exact solution when r∞ is close to rcr, we start from a case for which r∞ is close to the

critical value (say r∞ = rcr − 0.02), and use the weakly non-linear solution as a initial

guess to find the exact solution. Once a solution is found, we then decrease r∞ in small

steps and always use the solution from the previous step as the initial guess for the

current step. In Figure 4.5.2 we have shown a typical result from such a calculation.

There is good agreement between the weakly non-linear solution and the exact solution

obtained from the finite difference scheme, which shows that our numerical code is

correct. Unfortunately, we find it difficult to obtain convergent solutions for values of

r∞ further away from its critical value. Since each solution takes quite a few hours to

obtain on Mathematica, the convergence issue is still under investigation.
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Figure 4.5.2: Profile of r(Z) when r∞ = rcr − 0.02. The solutions corresponds to the

Gent material model with Jm = 30 and c = 0.001, rcr = 1.69798, z∞ = 1.1, L = 40

and n = 460.

Figure 4.5.3: Profile of r(Z) when r∞ = 1.58944. The solutions corresponds to the

Gent material model with Jm = 30 and c = 0.001, z∞ = 1.1, L = 40 and n = 460.
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4.6 Pressure-Volume Curve

We now show that the turning point of the uniform inflation pressure-volume curve

corresponds to the bifurcation point for the case of a closed end tube (fixed axial force).

To show this, we first define a volume measure v,

v = r2∞z∞, (4.6.1)

which for uniform inflation is the volume change per unit volume in the reference

configuration. Closed end condition is given by (4.2.46), that is

2z∞w2(r∞, z∞) = r∞w1(r∞, z∞) + 2c r∞(r∞ − 1). (4.6.2)

On differentiating (4.6.2) with respect to r∞, viewing z∞ as a function of r∞, we obtain

dz∞
dr∞

=
z∞(2c− w

(∞)
1 − 4c r∞ − w

(∞)
11 r∞ + 2w

(∞)
12 z∞)

−2cr∞ + w
(∞)
1 r∞ + 2c r2∞ − w

(∞)
12 r∞z∞ + 2w

(∞)
22 r2∞

. (4.6.3)

Differentiating the pressure given by

P =
w

(∞)
1

r∞z∞
+

2c(r∞ − 1)

r∞z∞
, (4.6.4)

and (4.6.1) with respect to r∞ yields

dv

dr∞
= 2r∞z∞ − r2∞

z∞(2c− w
(∞)
1 − 4c r∞ − w

(∞)
11 r∞ + 2w

(∞)
12 z∞)

−2cr∞ + w
(∞)
1 r∞ + 2c r2∞ − w

(∞)
12 r∞z∞ + 2w

(∞)
22 r2∞

, (4.6.5)

dP

dr∞
=

−2(4c2r3∞ + (−2c+ w
(∞)
1 )w

(∞)
22 z2∞ − 4cr2∞(2c− w

(∞)
1 + w

(∞)
12 z∞)

z∞r2∞(2cr2∞ + 2w
(∞)
22 z2∞ + r∞(−2c + w

(∞)
1 − w

(∞)
12 z∞))

.

+
r∞((−2c+ w

(∞)
1 )2 + (4cw

(∞)
12 − 2w

(∞)
1 w

(∞)
12 )z∞ + ((w

(∞)
12 )2 − w

(∞)
11 w

(∞)
22 )z2∞)

z∞r2∞(2cr2∞ + 2w
(∞)
22 z2∞ + r∞(−2c+ w

(∞)
1 − w

(∞)
12 z∞))

. (4.6.6)
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It can then be shown that, using the chain rule,

dP

dv
=

−2(4c2r3∞ + (−2c + w
(∞)
1 )w

(∞)
22 z2∞ − 4cr2∞(2c− w

(∞)
1 ))

r3∞z2∞((8c+ w
(∞)
11 )r2∞ + 4w

(∞)
22 z2∞ + r∞(−6c+ 3w

(∞)
1 − 4w

(∞)
12 z∞))

+
+w

(∞)
12 z∞)r∞((−2c+ w

(∞)
1 )2

r3∞z2∞((8c+ w
(∞)
11 )r2∞ + 4w

(∞)
22 z2∞ + r∞(−6c+ 3w

(∞)
1 − 4w

(∞)
12 z∞))

+
+(4cw

(∞)
12 − 2w

(∞)
1 w

(∞)
12 )z∞ + ((w

(∞)
12 )2 − w

(∞)
11 w

(∞)
22 )z2∞)

r3∞z2∞((8c+ w
(∞)
11 )r2∞ + 4w

(∞)
22 z2∞ + r∞(−6c+ 3w

(∞)
1 − 4w

(∞)
12 z∞))

. (4.6.7)

Alternatively

1

2

dP

dv
(r3∞z2∞(8c+ w

(∞)
11 )r2∞ + 4w

(∞)
22 z2∞ + r∞(−6c+ 3w

(∞)
1 − 4w

(∞)
12 z∞)) =

−(4c2r3∞ + (−2c+ w
(∞)
1 )w

(∞)
22 z2∞ − 4cr2∞(2c− w

(∞)
1 + w

(∞)
12 z∞)

+r∞((−2c+ w
(∞)
1 )2 + (4cw

(∞)
12 − 2w

(∞)
1 w

(∞)
12 )z∞ + ((w

(∞)
12 )2 − w

(∞)
11 w

(∞)
22 )z2∞). (4.6.8)

In view of the expression (4.4.5), this may be written as

1

2

dP

dv
(r3∞z2∞(8c+ w

(∞)
11 )r2∞ + 4w

(∞)
22 z2∞ + r∞(−6c+ 3w

(∞)
1 − 4w

(∞)
12 z∞))

= ω(r∞)w
(∞)
22 r∞(w

(∞)
1 + 2c(−1 + r∞)− w

(∞)
12 )z∞). (4.6.9)

Therefore, the bifurcation points for a closed tube occur at the turning points of the

pressure-volume curve which can be seen in Figure 4.6.1. That is

∂P

∂v
∝ ω(r∞, z∞). (4.6.10)
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Figure 4.6.1: Pressure-volume curve when the axial force is zero and c = 0.01. The

solid line represents the pressure volume curve and dashed line represents the volume

at critical values of r∞ and z∞.

Figure 4.6.2: Variation of pressure with respect to the volume of a tube with fixed

axial force for the Ogden material model. Different values of c are considered.
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We observe that in Figure 4.6.2 the critical pressure would increase with respect to

increase in c. Therefore we can conclude that the critical pressure increases when we

incorporate bending stiffness in the model. For the case of an open ends with fixed z∞,

we may differentiate P with respect to r∞, obtaining

dP

dr∞
=

r∞w
(∞)
11 − w

(∞)
1 + 2c

r2∞
. (4.6.11)

Then the bifurcation condition ω(r∞) = 0 may be written as

(2c(−1 + r∞) + w
(∞)
1 − z∞w

(∞)
12 )2 − z2∞r2∞w

(∞)
22

dP

dr∞
= 0. (4.6.12)

Therefore if a bifurcation point exists, it must come before the maximum of the pressure

volume curve.

4.6.1 Kink solution

From the qualitative analysis of dynamical systems, we know that a smooth solitary

wave solution of a system of ordinary differential equations corresponds to a smooth

homoclinic orbit (Pearce and Fu 2010). Similarly, a smooth heteroclinic orbit corre-

sponds to a kink wave solution of the ordinary differential equations. According to the

above analysis, in this section, we consider the existence and the explicit expressions

of the kink solution for the system derived in Section 4.3. When the cylindrical tube is

inflated by an internal pressure, a localized bulge forms and with continued inflation,

the radius of the bulge will increase monotonically until it reaches a maximum. At this

point, the bulge flattens out at its centre and starts to propagate in both directions.

At this stage, the bulge can be viewed as two kink solutions stitched together and each
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consists of two uniform states, (r∞, z∞) and (r0, z
′
0) respectively, joined by a smooth

transition region.

When the solution flattens out at Z = 0, we have r′0 = 0 and r′′0 = 0, see Pearce & Fu

(2010). By the definition of κ22 = (r′z′′ − z′r′′)/λ2, it is clear that κ22(0) = 0. Subject

to these requirements the equilibrium equations (4.2.49) and (4.2.50) become

w2(r0, z
′
0)− w(∞) − 1

2

(

w
(∞)
1

r∞z∞
+

2c(r∞ − 1)

r∞z∞

)

(r20 − r2∞) = 0, (4.6.13)

w(r0, z
′
0)− w(∞) − z′0w2(r0, z

′
0) + z∞w

(∞)
2 + c(r0 − 1)2 − c(r∞ − 1)2 = 0. (4.6.14)

Differentiating (4.6.13) and (4.6.14) with respect to r∞, viewing z′0 and r0 as functions

of r∞ we obtain,

(w1(r0, z
′
0)− z′0w12(r0, z

′
0) + 2c(r0 − 1))

∂r0
∂r∞

− z′0w22(r0, z
′
0)

∂z′0
∂r∞

−w
(∞)
1 + z∞w

(∞)
12 + z∞w

(∞)
22

∂z∞
∂r∞

+ 2c(r∞ − 1) = 0, (4.6.15)

(w12(r0, z
′
0)− Pr0)

∂r0
∂r∞

+ w22(r0, z
′
0)

∂z′0
∂r∞

+

Pr∞ − w
(∞)
12 − w

(∞)
22

∂z∞
∂r∞

− (r20 − r2∞)

2

∂P

∂r∞
= 0. (4.6.16)

At the turning point, ∂r0
∂r∞

→ ∞. By taking this limit in (4.6.15) and (4.6.16), and using

the chain rule we obtain

w1(r0, z
′
0)− z′0w12(r0, z

′
0)− z′0w22(r0, z

′
0)

∂z′0
∂r∞

+ 2c(r0 − 1) = 0, (4.6.17)

w12(r0, z
′
0)− Pr0 + w22(r0, z

′
0)

∂z′0
∂r∞

= 0. (4.6.18)

On eliminating
∂z′0
∂r∞

from the two equations above, we obtain

w1(r0, z
′
0)−

r0z
′
0

r∞z∞
(ŵ

(∞)
1 + 2c(r∞ − 1)) + 2c(r0 − 1) = 0. (4.6.19)
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We may now solve (4.6.19) with (4.6.13), (4.6.14) and a specified z∞ for the three

unknowns r∞, z′0 and r0 for the tube with open ends to find the kink amplitude. For

the case of closed end tubes, (4.6.19) can be solved with (4.6.13), (4.6.14) and the

closed end condition (4.6.2) for the four unknowns r0, z
′
0, r∞ and z∞.

We now show that the two uniform states (r∞, z∞) and (r0, z
′
0) satisfy the Maxwell

equal-area rule as in other related localization problems (Ericksen 1975, Chater &

Hutchinson 1984). The geometric representation of Maxwell’s equal area rule is that

the value of the pressure P = Pk line cuts the pressure volume curve in such a way

that the magnitude of the areas between the line and the curve above and below the

line are equal. This rule may be represented analytically as

∫ v2

v1

P (v) dv = Pk(v2 − v1), (4.6.20)

where v1 and v2, given by

v1 = r2∞z∞, v2 = r20z
′
0, (4.6.21)

are the two volumes corresponding to the two uniform solutions (r∞, z∞) and (r0, z
′
0)

of the kink solutions respectively. Figure 4.6.3 shows the pressure volume curve for a

typical closed ends tube modelled by the Gent strain-energy function with Jm = 30,

along with the line Pk which satisfies the equal area rule. This pressure volume curve

is typical for rubber-like materials as discussed in Carroll (1987) and Gent (2005). We

now demonstrate that the equal area condition (4.6.20) gives the same condition for

the kinked solution as (4.6.19). Define the strain-energy function depending on the

volume as

ŵ(v) = w(r∞(v), z∞(v)) + c(r∞(v)− 1)2. (4.6.22)
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Figure 4.6.3: Pressure-volume curve for a closed end tube.

It can be shown using the chain rule

dŵ

dv
=

∂ŵ

∂r∞

dr∞
dv

+
∂ŵ

∂z∞

dz∞
dv

+ 2c(r∞ − 1)
dr∞
dv

, (4.6.23)

and

v = r2∞z∞

dŵ

dv
=

(ŵ
(∞)
1 + 2c(r∞ − 1))

2r∞z∞
=

1

2
P. (4.6.24)

Using the Maxwell area rule (4.6.20), (4.6.24) becomes

Pk(v2 − v1) = 2(ŵ(v2)− ŵ(v1)), (4.6.25)

where

Pk = P |v=v1 =
ŵ1(r0, z

′
0) + 2c(r0 − 1)

r0z′0
= P |v=v2 =

ŵ
(∞)
1 + 2c(r∞ − 1)

r∞z∞
. (4.6.26)

Substituting (4.6.21) and (4.6.26)2 into (4.6.25) along with equilibrium equation (4.2.32)
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we obtain
(

w
(∞)
1

r∞z∞
+

2c(r∞ − 1)

r∞z∞

)

(r20z
′
0 − r2∞z∞) = 2(−c(r0 − 1)2 + c(r∞ − 1)2

+z′0w2(r0, z
′
0)− z∞w2

(∞)). (4.6.27)

We can then use the other equilibrium equation (4.2.29) to express w2 in terms of w1,

which then reduces (4.6.27) to the kink solution (4.6.19).

4.6.2 Conclusion

In this chapter a non-linear analysis was conducted for thin-walled tubes, defining the

strain-energy function as a function of the principal stretches as well as the bending

stiffness. Euler-Lagrangian equations (2.3.6) were used to derive two integrals of the

equilibrium equations. Dynamical system (4.3.27-4.3.30) and (4.3.32) was derived using

the Steigmann & Ogden (1997) theory. Using weakly non-linear analysis, bifurcation

condition ω(r∞) = 0 was derived for any strain-energy function and it was shown that

ω′(rcr) is always negative at the first bifurcation point which correspondents to the

bulging solution. A shooting method and a finite difference scheme were formulated

that can be used to determine fully non-linear bulging solutions.

Our mathematical model proposed in (4.2.18) can be used to predict the formation of

aneurysms in arteries since an artery can also be modelled as a cylindrical tube subject

to an axial pre-stretch and an internal pressure. We calculated the bifurcation pressure

for the membrane and the cylindrical shell given in (3.1.15) and (4.2.45) respectively

for some specific values of z∞. We showed that pressure takes the value 0.757337 for

the membrane when z∞ = 1.1 and it is 0.764476 and 0.829018 for the thin walled tube
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for c = 0.01 and 0.1 respectively. These values were calculated for the Ogden material.

For the Gent material with Jm = 30, pressure takes the values 0.851803, 0.858847 and

0.921345 when c = 0, 0.01 and 0.1 respectively. We can show that this is true for any

strain-energy function. We can see from this fact that there is a significant increase

in bifurcation pressure when bending stiffness is taken into account. Therefore wall

thickness may become a key parameter for the bifurcation pressure in uniform inflation.

Our present study may be relevant to understanding the formation process of arterial

aneurysms since they are caused by weakening or thinning in arterial walls, which

makes localised bulging possible.
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5 Analysis of Localised Bulging Based on

the 3D Theory of Non-Linear Elasticity

5.1 Introduction

In this chapter, we study localized bulging with the aid of the exact theory of non-

linear elasticity. When the tube is of arbitrary thickness, any non-linear analysis would

become extremely difficult, if not intractable, but fortunately, the dynamical systems

theory’s view provides us with a means to determine the bifurcation point analytically.

To sketch the idea, suppose that we consider an axially symmetric perturbation su-

perimposed on a uniformly inflated cylindrical tube. The incremental boundary value

problem is readily available from the classical paper by Haughton & Ogden (1979b).

Suppose now further that the perturbation depends on the axial coordinate z through

eαz. The constant α can be determined by solving a reduced eigenvalue problem. We

observe that part of Haughton & Ogden (1979b)’s numerical computation was con-

cerned with solutions of this eigenvalue problem when α is replaced by −iα where

i =
√
−1. It can be shown that the distribution of the eigenvalues of α is symmetric

with respect to both axes in the complex α-plane (since in the eigenvalue problem α

appears through α2 and all the coefficient functions are real). Suppose that we charac-

terize the uniform inflation using the azimuthal stretch λa on the inner surface. When

λa is increased only slightly above 1, it can be shown that there are five real eigenvalues

of α of the form 0,±α1,±α2 such that 0 < α1 < α2; see Figure 5.1.1. As λa increases,
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Re α

Im α

α1 α2−α1−α2

Re α

Im α

α2−α2

Re α

Im α

α1

α2

−α1

−α2

(a) (b) (c)

Figure 5.1.1: Movement of the five eigenvalues that are initially real as the azimuthal

stretch increases. The three plots (a), (b) and (c) correspond to when the azimuthal

stretch is smaller than, equal to, or greater than its critical value, respectively. Local-

ized bulging occurs when α1 vanishes, making zero a triple eigenvalue.

the two real eigenvalues ±α1 will move towards the origin. When they eventually co-

alesce at the origin, zero becomes a triple eigenvalue which signals the initiation of a

bifurcation into a localized solitary-wave type solution; see, for instance, Kirchgassner

(1982) and Mielke (1991). When λa is increased further, the two eigenvalues ±α1 would

move onto the imaginary axis. The exponential eαz then becomes sinusoidal, and this

is the situation addressed by Haughton & Ogden (1979b). It is clear from this deduc-

tion that localized bulging must necessarily occur before any bifurcation into periodic

patterns. This fact is consistent with all experimental observations.

It will be shown that with the internal pressure P and resultant axial force F viewed

as functions of the azimuthal stretch on the inner surface and the axial stretch, the

bifurcation condition for the initiation of a localized bulge is that the Jacobian of the

vector function (P, F ) should vanish. The bifurcation condition is valid for all loading
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conditions, and in the special case of fixed resultant axial force it gives the expected

result that the initiation pressure for localized bulging is precisely the maximum pres-

sure in uniform inflation. It is shown that even if localized bulging cannot take place

when the axial force is fixed, it is still possible if the axial stretch is fixed instead. The

explicit bifurcation condition also provides a means to quantify precisely the effect of

bending stiffness on the initiation pressure. It is shown that the (approximate) mem-

brane theory gives good predictions for the initiation pressure, with a relative error

less than 5%, for thickness/radius ratios up to 0.67. A two-term asymptotic bifurca-

tion condition for localized bulging that incorporates the effect of bending stiffness is

proposed, and is shown to be capable of giving extremely accurate predictions for the

initiation pressure for thickness/radius ratios up to as large as 1.2.

A paper based on this chapter has been accepted to Journal of the Mechanics and

Physics of Solids (Fu et al 2016).

5.2 Problem formulation

Our point of departure is the paper by Haughton & Ogden (1979b). We first recall

some results from this paper which are necessary for our subsequent analysis.

Consider a hyperelastic cylindrical tube that initially has inner radius A and outer

radius B. When it is uniformly stretched in the axial direction and inflated by an

internal pressure P , the inner and outer radii become a and b, respectively. In terms
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of cylindrical polar coordinates, the deformation is given by

r2 = λ−1
z (R2 − A2) + a2, θ = Θ, z = λzZ, (5.2.1)

where (R,Θ, Z) and (r, θ, z) are the coordinates in the undeformed and deformed con-

figurations, respectively, and λz is the stretch in the axial direction which is assumed

to be a constant throughout this paper.

With incompressibility taken into account, the three principal stretches are given by

λ1 ≡ λ =
r

R
, λ2 = λz, λ3 = 1/(λ1λ2),

where the first equation defines λ as a function of r (with R eliminated using (5.2.1)1).

Following Haughton & Ogden (1979b), we have identified the indices 1, 2, 3 with the

θ-, z-, and r-directions, respectively.

We assume that the constitutive behavior of the tube is described by a strain-energy

function W (λ1, λ2, λ3). In terms of the reduced strain-energy function w defined by

w(λ, λz) = W (λ, λz, λ
−1λ−1

z ), (5.2.2)

the internal pressure is given by

P =

∫ λa

λb

w1

λ2λz − 1
dλ, (5.2.3)

where w1 = ∂w/∂λ, and the two limits λa and λb are defined by

λa =
a

A
, λb =

b

B
,

and are related to each other by

λ2
aλz − 1 =

B2

A2
(λ2

bλz − 1). (5.2.4)
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The three principal stresses are

σii = σi − p̄, σi = λi
∂W

∂λi
, no summation on i, (5.2.5)

where p̄ is the pressure associated with the constraint of incompressibility.

The resultant axial force at any cross section is independent of Z and is given by

F (λa, λz) ≡ 2π

∫ b

a

σ22rdr − πa2P = πA2(λ2
aλz − 1)

∫ λa

λb

2λzw2 − λw1

(λ2λz − 1)2
λdλ, (5.2.6)

where w2 = ∂w/∂λz and we have shown F explicitly as a function of λa and λz (the

λb in the equation is eliminated using (5.2.4) ).

The volume ratio v, that is the internal volume in the deformed configuration divided

by the internal volume in the undeformed configuration, is given by v = λzλ
2
a. This

quantity is a function of λa only since λz is either fixed or eliminated with the use of

F = constant. Thus, once the strain-energy function is specified, we may easily plot

the dependence of P on v. In particular, when F = C applies, a pressure maximum in

such a plot would correspond to

dP

dλa

∣

∣

∣

∣

fixedF

=
∂P

∂λa
+

∂P

∂λz

dλz

dλa
= 0. (5.2.7)

The ordinary derivative in the above expression can be eliminated by solving

∂F

∂λa

+
∂F

∂λz

dλz

dλa

= 0. (5.2.8)

It thus follows that at a pressure maximum we have

∂P

∂λa
− ∂P

∂λz

∂F

∂λa

(

∂F

∂λz

)−1

= 0. (5.2.9)

This equation can then be solved in conjunction with F (λa, λz) = C to find the values

of λa and λz at which a pressure maximum in uniform inflation is attained. When these
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two equations do not have a solution, the pressure will be a monotonic function of the

internal volume. One practical way to determine whether a pressure maximum exists

or not is to draw the contour plots of the two equations together in the (λa, λz)-plane.

If, for instance, there are two intersections, the pressure has both a maximum and

a minimum. The existence of a pressure maximum in uniform inflation is known as

a limit-point instability. For most commonly used materials models, equation (5.2.9)

together with F = 0 has two roots, corresponding to the fact that the pressure versus

volume curve has an N shape with a maximum and a minimum. Notable exceptions

are the neo-Hookean and Mooney-Rivlin material models.

In a similar manner, we may consider the variation of F with respect to λz when P is

fixed and the latter fact is used to express λa in terms of λz. In this case the F will

reach a maximum when

∂F

∂λz
− ∂F

∂λa

∂P

∂λz

(

∂P

∂λa

)−1

= 0. (5.2.10)

We remark that in writing down (5.2.9) and (5.2.10) we have implicitly assumed that

∂F/∂λz and ∂P/∂λa are non-zero. It can be shown that in the undeformed state when

λa = λz = 1 this is indeed the case since we then have

∂F

∂λz
= 3µπ(1−A2),

∂P

∂λa
= 2µπ(1− A2),

where µ is the ground state shear modulus. It seems that none of the well-known

constitutive assumptions guarantee that this is the case for all deformations, but it

is known that under the membrane assumption ∂P/∂λa is at least positive before the

condition for localized bulging is satisfied (Fu & Ilichev 2015). In the present 3D setting,

for each material model that we use the above assumption is checked numerically by

inspecting the contour plots of ∂F/∂λz = 0 and ∂P/∂λa = 0 in the (λa, λz)-plane.
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We have verified that this assumption is always satisfied at least before the bifurcation

condition for localized bulging is satisfied.

It can be seen that both (5.2.9) and (5.2.10) imply the following equation:

J(P, F ) ≡ ∂P

∂λa

∂F

∂λz

− ∂P

∂λz

∂F

∂λa

= 0, (5.2.11)

which states that the Jacobian of the vector function (P, F ) vanishes. It will be shown

later that this is in fact the bifurcation condition for the initiation of a localized bulge.

To study the bifurcation of the primary deformation determined above, we consider an

axially symmetric perturbation of the form

ṙ = u(r, z)er + v(r, z)ez,

where ṙ denotes the perturbation of the position vector r, and er and er are base

vectors in the r- and θ-directions, respectively. The linearized incremental equilibrium

equations that are not satisfied automatically are

χ3j,j +
1

r
(χ33 − χ11) = 0, χ2j,j +

1

r
χ23 = 0, (5.2.12)

where the incremental stress tensor (χij) is given by

χij = Bjilkηkl + p̄ηji − p∗δji. (5.2.13)

In the last equation, p∗ is the incremental pressure field, the η, with components ηkl,

is the gradient of incremental displacement and is given by

η =

















u
r

0 0

0 vz vr

0 uz ur

















, (5.2.14)
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and the Bjilk’s are the instantaneous elastic moduli given by

Biijj = Bjjii = λiλjWij, no summation on i or j,

Bijij =
λiWi − λjWj

λ2
i − λ2

j

λ2
i , λi 6= λj , no summation on i or j,

Bijji = Bijij − λiWi, i 6= j, no summation on i or j,

where Wi = ∂W/∂λi, Wij = ∂2W/∂λi∂λj etc.

The incompressibility condition takes the form

trη = ur + vz +
u

r
= 0, (5.2.15)

and the incremental boundary conditions are

(χn− PηTn)
∣

∣

r=a
= 0, χn|r=b = 0, (5.2.16)

which reflect the fact that the internal boundary r = a is subjected to a hydrostatic

pressure P whereas the outer boundary r = b is traction-free.

Written out explicitly, the equilibrium equations (5.2.12) take the form

p∗r = (rB′
1133 − B1111)

u

r2
+ (rB′

3333 + rp̄′ + B3333)
ur

r
+ B3333urr + B2323uzz

+(rB′
2233 + B2233 − B1122)

vz
r
+ (B2233 + B3223)vrz, (5.2.17)

p∗z = B3232vrr + (rB′
3232 + B3232)

vr
r
+ B2222vzz + (B2233 + B3223)urz

+(rB′
3223 + rp̄′ + B3223 + B1122)

uz

r
, (5.2.18)

and the associated boundary conditions (5.2.16) become

vr + uz = 0, on r = a, b, (5.2.19)

(B3333 − B2233 + λ3W3)ur + (B1133 − B2233)
u

r
− p∗ = 0, on r = a, b. (5.2.20)
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In the above equations, a subscript denotes partial differentiation with respect to the

implied coordinate (e.g. p∗r = ∂p∗/∂r), and the primes denote d/dr.

For our illustrative calculations, we shall use three representative material models: the

Ogden material model (Ogden 1972), the Gent material model (Gent 1996), and an

arterial model, for which the strain-energy function is given, respectively, by

W = µ

3
∑

r=1

µ∗
r(λ

αr

1 + λαr

2 + λαr

3 − 3)/αr, (5.2.21)

W = −µ

2
Jm ln(1− J1

Jm

), J1 = λ2
1 + λ2

2 + λ2
3 − 3, (5.2.22)

and

W =
µ

2(1− k + kα)

{

(1− k)J1 + keαJ1 − k
}

, (5.2.23)

where µ is the shear modulus for infinitesimal deformations,

α1 = 1.3, α2 = 5.0, α3 = −2.0, µ∗
1 = 1.491, µ∗

2 = 0.003, µ∗
3 = −0.023,

and Jm, k, α are material constants. We shall take Jm = 97.2 which is typical for rub-

bers, and k = 1/2, α = 1/4 which is a simple choice that gives us the desired behaviour

that when the axial force is fixed the pressure does not have a maximum in uniform

inflation. Without the first term (1 − k)J1 on the right hand side, equation (5.2.23)

has been postulated by Delfino et al (1997) as a possible model for arteries. This first

term is added to represent the contribution from the matrix material. Although both

the Gent and Ogden models are believed to be excellent models for rubber materials,

it will be shown that they give different predictions for localized bulging in the large

stretches regime.
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5.3 Numerical determination of the bifurcation con-

dition

As outlined in the Introduction, we now look for a solution of the form

u = f(r)eαz, w = g(r)eαz, p∗ = h(r)eαz . (5.3.1)

On substituting this into the incremental equations and boundary conditions, and then

eliminating g(r) and h(r) in favor of f(r), we find that f(r) satisfies a single fourth-

order ordinary differential equation and two boundary conditions, which are numbered

in Haughton(1979b) as (53), (54), and (55), respectively. For our purpose, it is more

convenient to rewrite them in matrix form as

dy

dr
= A(r, α)y, a ≤ r ≤ b, (5.3.2)

B(r, α)y = 0, on r = a, b, (5.3.3)

where y = [f, f ′, f ′′, f ′′′]T , and the coefficient matrices A and B are given by

A =

























0 1 0 0

0 0 1 0

0 0 0 1

a41 a42 a43 a44

























, B =









−1 − α2r2 r r2 0

b21 b22 b23 r3ζ(r)









, (5.3.4)
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with ζ(r) = B3232, and

r4ζ(r)a41 = α2r2(B1111 + B2222)− α2r3B′
2222 − α4r4B2323 + α2r4(B′′

3232 − σ′′
33)

+α2r3B′
3223 − 2α2r2B3223 + r2B′′

3232 − 3rB′
3232 + 3B3232,

r4ζ(r)a42 = 2α2r4B′
3223 − α2r4B′

2222 − α2r3B2222 + 2α2r3B3223 − r3B′′
3232

+3r2B′
3232 − 3rB3232 − α2r4B′

3333 − α2r3B3333,

r4ζ(r)a43 = 2α2r4B3223 − α2r4B2222 − r4B′′
3232 − 3r3B′

3232 + 3r2B3232 − α2r4B3333,

r4ζ(r)a44 = −2r4B′
3232 − 2r3B3232,

b21 = −α2r2 (−B2222 + rB′
3232 + B3232 − σ3 − rσ′

33)− rB′
3232 + B3232,

b22 = α2r3(B2222 − B3223 + B3333 + σ3) + r (rB′
3232 − B3232) ,

b23 = r2 (rB′
3232 + 2B3232) .

We have solved this eigenvalue problem using both the determinant and compound

matrix methods. All of our numerical computations and algebraic manipulations are

carried out with the aid of Mathematica. Using the determinantal method, we first

solve B(a, α)y = 0 to find two linearly independent vectors, say y(1)(a) and y(2)(a).

Next, we use each of these two vectors as an initial condition and integrate (5.3.2)

from r = a to r = b to obtain two linearly independent solutions y(1)(r) and y(2)(r).

Since a general solution can be written as a linear combination of these two solutions,

satisfaction of the boundary condition at r = b then requires that

E(λa, α) ≡ det
{

B(b, α)[y(1)(b),y(2)(b)]
}

= 0, (5.3.5)

where the first equation defines the function E(λa, α), and [y(1)(b),y(2)(b)] denotes

the 4 × 2 matrix formed by putting the two vectors y(1)(b) and y(2)(b) side by side.

Eigenvalues of α are the roots of E(λa, α) = 0. Thus, for each λa, we may we iterate
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on α until the above error function is sufficiently small (typically smaller than 10−9).

In this way, the dependence of α on λa can be determined numerically. In the case of

fixed axial force, the axial stretch λz is found to be a monotonically increasing function

of λa, and can be taken as an independent parameter instead of λa.

As remarked in the Introduction, in general the eigen system (5.3.2) and (5.3.3) have

both real and complex eigenvalues, but the distribution of eigenvalues of α in the

complex α-plane must necessarily be symmetric with respect to both axes (since in the

eigenvalue problem α appears through α2 and all the coefficient functions are real). For

our current purpose, however, we only need to examine the real eigenvalues. It is found

that there are five real eigenvalues as discussed in the Introduction. In Figure 5.3.1, we

have shown a typical plot showing the variation of α2
1 and α2

2 with respect to λz when

A = 0.9, F = 0, and when the Gent material model is used. Note that λa is related to

λz through F = 0 and is found to be an increasing function of λz. It is seen that α2
1

is positive when λz < 1.1889 or λz > 3.3313. We have verified, with the aid of (5.2.9),

that these two intervals correspond to the two ascending branches of the pressure versus

volume curve in uniform inflation, and it is precisely when λz = 1.1889 or λz = 3.3313

that the pressure attains its maximum or minimum, respectively. Thus, in the case

of fixed axial force, localized bulging occurs when pressure reaches its maximum in

uniform inflation. This correspondence has previously been proved analytically when

the tube is modeled as a membrane without any bending stiffness Fu & Ilichev (2015).

Figure 5.3.2 shows that the two outmost eigenvalues ±α2 tend to infinity as the thick-

ness tends to zero, which is consistent with the fact that when the membrane theory

is used, there are only three real eigenvalues.
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Figure 5.3.1: Variation of α2
1 and α2

2 with respect to λz when A = 0.9, F = 0, and

when the Gent material model is used.

Figure 5.3.2: Variation of α2 with respect to A showing the fact that it tends to infinity

in the thin-wall limit.

5.4 An explicit expression for the bifurcation con-

dition

The numerical procedure used in the previous section breaks down when α is exactly

equal to zero. In this section, we derive an analytical expression for the condition under



137

which zero becomes a triple eigenvalue.

When α is small, we expand the coefficient matrix A(r, α) and B(r, α) in the form

A(r, α) = A(0)(r) + α2A(1)(r) + · · · , B(r, α) = B(0)(r) + α2B(1)(r) + · · · , (5.4.1)

and look for a solution of the form

y = y(0) + α2y(1) + · · · , f(r, α) = f (0)(r) + α2f (1)(r) + · · · . (5.4.2)

The explicit expressions for A(0)(r), B(0)(r) etc are not written out here for the sake

of brevity, and we recall that f(r, α) is the first element in y. On substituting these

expressions into (5.3.2) and (5.3.3), and equating the coefficients of α0 and α2 to zero,

we obtain

dy(0)

dr
= A(0)(r)y(0),

dy(1)

dr
= A(0)(r)y(1) + A(1)(r)y(0), a ≤ r ≤ b, (5.4.3)

B(0)(r)y(0) = 0, B(0)(r)y(1) +B(1)(r)y(0) = 0, on r = a, b. (5.4.4)

It can be deduced from (5.4.3)1 that the fourth order differential equation satisfied by

f (0)(r) can be rewritten in the compact form

d

dr

1

r

d

dr

(

rζ(r)
d

dr

1

r

d

dr
rf (0)(r)

)

= 0, (5.4.5)

so that a general solution can be deduced through straightforward integration and is

given by

f (0)(r) = c1r + c2
1

r
+ c3κ1(r) + c4κ2(r), (5.4.6)

where c1, c2, c3, c4 are constants and

κ1(r) =
1

r

∫ r

a

t

∫ t

a

s

ζ(s)
dsdt, κ2(r) =

1

r

∫ r

a

t

∫ t

a

1

sζ(s)
dsdt, (5.4.7)
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recalling that the function ζ(r) is defined below (5.3.4). On substituting this solution

into the leading-order boundary condition (5.4.4)1, it is found that the coefficients c3

and c4 must necessarily vanish, but c1 and c2 are unrestricted. At the next order, the

general solution is given by

f (1)(r) = d1r + d2
1

r
+ d3κ1(r) + d4κ2(r) + c1κ3(r) + c2κ4(r), (5.4.8)

where d1, d2, d3, d4 are constants and the last two terms are particular integrals given

by

κ3(r) =
1

r

∫ r

a

y

∫ y

a

1

xζ(x)

∫ x

a

t

∫ t

a

ω1(s)dsdtdxdy, (5.4.9)

κ4(r) =
1

r

∫ r

a

y

∫ y

a

1

xζ(x)

∫ x

a

t

∫ t

a

ω2(s)dsdtdxdy, (5.4.10)

with ω1(s) and ω1(s) defined by

ω1(r) = B′
1122 − B′

1133 + 3B′
2233 − 2B′

2222 − B′
3333 + 3B′

3223 + r(B′′
3223 + p̄′′)

+
1

r
(B1111 − 2B1122 + 2B2233 − B3333)

ω2(r) =
1

r
(B′′

3223 + p̄′′) +
1

r2
(B′

1122 − B′
1133 − B′

2233 − B′
3333 − B′

3223)

+
1

r3
(B1111 − 2B1122 + 2B2233 − B3333).

On substituting (5.4.6) and (5.4.8) into the boundary condition (5.4.4)2, we obtain a

matrix equation of the formMd = 0 where M is a 4×4 matrix which is not written out

here for the sake of brevity, and d is the column vector formed from the four disposable

constants c1, c2, d3, d4. It then follows that the condition for zero to become a triple

eigenvalue is detM = 0, which can be reduced to

Ω(λa, λz) = 0, (5.4.11)
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where Ω(λa, λz) is given by

Ω(λa, λz) = 2ζ(b)(F1 − b2F2 +D1(b)− b2a−2D1(a) +D2(a)−D2(b))

−2ζ(a)(F1 − a2F2 −D1(a) + a2b−2D1(b) +D2(a)−D2(b))

+(1− a−2b2)D1(a)(F1 −D2(b)) + 2F3(F2 + a−2D1(a)− b−2D1(b))

+(1− a2b−2)D2(a)(b
2F2 −D1(b))− 2F4(F1 +D2(a)−D2(b)),(5.4.12)

together with

F1 =

∫ b

a

ω1(t)dt, F3 =

∫ b

a

t

(
∫ t

a

ω1(s)ds

)

dt,

F2 =

∫ b

a

ω2(t)dt, F4 =

∫ b

a

t

(
∫ t

a

ω2(s)ds

)

dt.

D1(r) = B1122 − B1133 − B2233 + rB′
3223 + B3333 + rp̄′ + σ3,

D2(r) = B1122 − B1133 − 2B2222 + 3B2233 + rB′
3223 + 2B3223 − B3333 + rp̄′ − σ3.

The explicit bifurcation condition (5.4.11) is valid for all types of loading conditions

imposed at the two ends. Guided by what is known in the case when the tube is

modeled as a membrane and by the numerical calculations conducted in the previous

sections, we anticipate that there is some connection between (5.2.11) and (5.4.11).

It turns out that the contour plots of Ω(λa, λz) = 0 and J(P, F ) = 0 in the (λa, λz)-

plane always coincide. We therefore conclude that (5.2.11) and (5.4.11) are equivalent

bifurcation conditions.

5.5 Effects of bending stiffness

With an explicit bifurcation condition at our disposal, we are now in a position to

quantify precisely the effects of bending stiffness on the initiation pressure. We first
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summarize the main results when the tube is modeled as a membrane. When a mem-

brane tube is subjected to uniform inflation, the strain energy per unit surface area is

given by Hw(λ1, λ2), where H is the thickness in the undeformed configuration, w has

the same meaning as in (5.2.2), and λ1 (≡ λm) and λ2 (≡ λz) are the constant stretches

in the azimuthal and axial directions, respectively. The bifurcation condition for the

initiation of a localized bulge in an infinitely long tube without any imperfections is

Ω(0)(λm, λz) = 0 with Ω(0)(λm, λz) given by (5.6.2); see Fu et al (2008, eqn (6.2)). The

pressure Pmem and axial force Fmem are given by

Rm

H
Pmem =

w1

λ1λ2
,

Fmem

2πRmH
= w2 −

λ1w1

2λ2
≡ µF̂ (λ1, λ2), (5.5.1)

where the last equation defines the function F̂ . As discussed in Section 2, two com-

monly used loading conditions correspond to fixed axial stretch or fixed axial force, re-

spectively. In the former case, the bifurcation condition Ω(0)(λ1, λ2) = 0 can be solved

to find the value of λm, and hence the critical pressure, at which localized bulging

takes place. In the latter case, F̂ = const can be solved to express λ2 as a function of

λ1. In the λ1λ2-plane, the curve corresponding to this function may be viewed as the

loading path that starts from the point with coordinates (1, 1). The contour plot of the

bifurcation condition Ω(0)(λ1, λ2) = 0 gives another curve in the same plane. Localized

bulging may take place only if these two curves have at least one intersection. In the

case of fixed axial stretch, the loading path is simply a horizonal line in the λ1λ2-plane.

Figures 5.5.1 and 5.5.2 depict two typical situations when such intersections may or

may not take place, respectively. Figure 5.5.1 (a,b) shows results typical of material

models for which the pressure curve in uniform inflation has an N shape when the

axial force is fixed. In this case, each of the two loading curves F̂ (λ1, λ2) = 0, 2 and

the bifurcation condition Ω(0)(λ1, λ2) = 0 have two intersections, which correspond to
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(a) (b)

Figure 5.5.1: Results for a Gent material with Jm = 97.2 (left figure) and for the Ogden

material (right figure). In both figures the loading curve F̂ (λ1, λ2) = 0 or 2 (shown

in dotted line) and bifurcation condition Ω(0)(λ1, λ2) = 0 have two intersections, but

they differ in that according to the Gent model localized bulging becomes impossible

when the axial force or axial stretch becomes sufficiently large, whereas according to

the Ogden model localized bulging is always possible.

the pressure maximum and minimum in uniform inflation, respectively. However, the

Gent and Ogden material models give different predictions in the high stretch regime:

whereas according to the Ogden model localized bulging is always possible, the Gent

model predicts that localized bulging becomes impossible when the axial force or axial

stretch becomes sufficiently large. This is due to the fact that for the Gent material

model the two branches of Ω(0)(λ1, λ2) = 0 are joined at a finite value of λz whereas

for the Ogden material these two branches are never joined.
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Figure 5.5.2: Results for the material model given by (5.2.23), showing the fact that

F̂ (λ1, λ2) = 0 or 0.5 and ω(λ1, λ2) do not have any intersection and so localized bulging

will not occur. However, localized bulging may still occur if it is the axial stretch that

is held fixed during inflation.

In contrast, Figure 5.5.2 shows results corresponding to the material model given by

(5.2.23), which are typical of material models for which the pressure does not have

a maximum when the axial force is fixed. In this case, there are no intersections,

which means that the pressure would be monotonic in uniform inflation. However,

these results demonstrate the fact that even if localized bulging cannot take place in

the case of fixed axial force, it may still occur in the case of fixed axial stretch. In

the latter case the loading path in the λaλz-plane is simply a horizontal line and it

has intersections with Ω(0)(λ1, λ2) = 0 provided λz does not exceed a threshold value

(which is approximately equal to 1.23 in Figure 5.5.2).

We now proceed to discuss the effects of bending stiffness. We shall focus on the first
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(a) (b)

Figure 5.5.3: Variation of Pcr/Pcr0 (solid line) and Pcr1/Pcr0 (dashed line) with respect

to H/R when the axial force is fixed at 0. (a) When the Gent material model is used;

(b) when the Ogden material model is used.

bifurcation point, and use Pcr and Pcr0 to denote the critical pressures predicted by

the exact theory and membrane theory, respectively. Figure 5.5.3 shows how good

the membrane theory is in predicting the critical pressure for localized bulging when

F = 0: it shows how the critical pressure Pcr, normalized by Pcr0, varies with respect

to H/R (the dashed line and Pcr1 in the figures will be defined in the next section).

In the limit H/R → 0, we have Pcr/Pmem → 1 and so the membrane theory becomes

exact. It can be seen that the membrane theory always under-predicts the initiation

pressure, but due to the fact that the curve is very flat near H/R = 0 the error is less

than 5% for values of H/R up to approximately 0.67.

Figure 5.5.4 shows how the contour plot of Ω(λa, λz) = 0 evolves with respect to A

(we have taken B = 1 without loss of generality). These results are based on the

Gent material model with Jm = 97.2. The first curve corresponding to A = 0.99 is

graphically indistinguishable from its membrane counterpart in Figure 5.5.1 (a). It
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Figure 5.5.4: Evolution of the contour plot of Ω(λa, λz) = 0 with respect to A when

the Gent material model with Jm = 97.2 is used. The right plot shows a blow-up of

the left plot near λa = λz = 1.

Figure 5.5.5: Evolution of the contour plot of Ω(λa, λz) = 0 with respect to A when

the Ogden material model is used. The right plot shows a blow-up of the left plot near

λa = λz = 1.

shows clearly that for each fixed λz, the larger the wall thickness, the greater the

critical value of λa. Similar behavior can be observed in Figure 5.5.5 when the Ogden

material model is used.

Figure 5.5.6 offers a different perspective on the results of Figures 5.5.4 and 5.5.5 by
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taking the horizontal axis as the normalized internal pressure defined by

P̂ =
R

µH
P, (5.5.2)

where P is calculated using the expression (5.2.3). It shows that the normalized crit-

ical pressure is a decreasing function of the axial stretch. We also observe that at

each fixed value of λz the normalized critical pressure would increase with respect to

increase in the wall thickness, as expected, but such increases are almost negligible for

values of A between 1 and 0.6. This is consistent with the observations made with

regards Figure 5.5.3. Results shown in this figure can also be used directly to interpret

the experimental results reported in Goncalves et al (2008). The authors in the latter

paper conducted a series of experiments on localized bulging in thick-walled cylindrical

tubes with H/R ranging from 0.25 to 0.5, and with λz fixed at a number of values in

turn. All of their results show that the initiation pressure decreases with increased λz,

which is consistent with our theoretical predictions displayed in Figure 5.5.6. To make

a quantitative comparison with the results of Goncalves et al (2008), we consider the

specimen that they numbered as B204. Using (5.5.2) together with their values for

µ, A and B, and our Figure 5.5.6 to compute the dimensional initiation pressure (i.e.

the values of P , rather than P̂ ), we obtain 0.216, 0.189, and 0.168 (unit MPa) when

λz is equal to 1, 1.16 and 1.32, respectively. The corresponding values of the initiation

pressure given by their Figure 5.5.4 are 0.194, 0.188, and 0.172. The agreement is

very impressive, especially considering the fact that our choice of Jm = 97.2 do not

necessarily fit their material. We observe, however, that in the above-mentioned paper

the authors used a Mooney-Rivlin material model in their numerical simulations. It

can be shown that according to this model, the critical pressure would increase when

λz is increased, which would contradict their experimental results. Furthermore, the
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(a) (b)

Figure 5.5.6: Variation of λz with respect to the normalized pressure P̂ when F = 0.

(a) When the Gent material model is used; (b) when the Ogden material model is used.

Mooney-Rivlin material model is not suitable for modeling bulge initiation and prop-

agation in another aspect: according to this model the diameter at the center of the

bulge would grow for ever once the bulge has initiated (because the pressure versus vol-

ume curve does not have a minimum so that a Maxwell state corresponding to steady

propagation cannot be reached).

5.6 A two-term approximation incorporating the

effect of bending stiffness

Although (5.4.11), or equivalently (5.2.11), can be used to compute the exact initiation

pressure for localized bulging for any given material model, it involves integrals that in

general do not have closed-form expressions. In this section, we shall derive a two-term
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approximation for this bifurcation condition that can be used to compute the initiation

pressure with sufficient accuracy for values of H/Rm over a sufficiently large interval.

We first introduce the wall thickness H = B − A, averaged radius Rm = (A + B)/2,

and define a dimensionless parameter ε through

ε =
H

Rm
.

We then have

A = Rm − H

2
, B = Rm +

H

2
, a = rm − h

2
, b = rm +

h

2
,

where h and rm are the tube wall thickness and the averaged radius in the deformed

configuration, respectively. We also have

λa = (λm − ε

2λmλz
)(1− ε

2
)−1, λb = (λm +

ε

2λmλz
)(1 +

ε

2
)−1,

where λm is the azimuthal stretch at r = rm and we have replaced H/h by λmλz. At

first sight, one may think that H/h = λmλz is only valid to leading order, but it turns

out that the above expressions satisfy the incompressibility condition (5.2.4) exactly.

With the use of the above expressions, it is found that the Ω(λa, λz) in (5.4.11) may

be expanded as

Ω(λa, λz) = ε2
4

λ3
mλ

2
z

Ω(0) + ε4
1

6λ7
mλ

4
z

Ω(1) +O(ε6), (5.6.1)

where Ω(0) and Ω(1) are given by

Ω(0) = λm(w1 − λzw12)
2 + λ2

zw22(w1 − λmw11), (5.6.2)
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Ω(1) = 2λm(3 + 2λ2
mλz)w

2
1 − 4λ4

mλz(2− λ2
mλz)w1w11 − 8λmλz(1 + λ2

mλz)w1w12

+6λ2
z(1 + λ2

mλz)w1w22 + 4λ3
mλ

3
zw

2
12 + 2λmλ

2
z(1− λ2

mλz)w1w122

+2λm(1− λ2
mλz)

(

λ2
m(3− λ2

mλz)w1w111 − 2λmλz(1− λ2
mλz)w1w112

)

λ2
mλz(1− λ2

mλz)
2 (λzw1w1122 − 2λmw1w1112)− 2λ3

m(3− 2λ2
mλz)w

2
11

+λmλz(1 + λ2
mλz)

(

4λm(2− λ2
mλz)w11w12 − 6λzw11w22

)

+λ2
mλz(1− λ2

mλz)
(

4λmw11w112 − 2λzw11w122 + 3λz(1 + λ2
mλz)w111w22

)

+λ3
mλz(λ

2
mλz − 1)

(

2(3− λ2
mλz)w111w12 + 4λmλ

2
zw112w12

)

+λ3
mλ

2
z(1− λ2

mλz)
2(2w1112w12 − w11w1122 − w1111w22), (5.6.3)

with all the partial derivatives of w evaluated at λ1 = λm. As expected, the leading

order result Ω(0)(λm, λz) = 0 is simply the bifurcation condition in the membrane

approximation; see Fu et al [2008, eqn (4.8)]. With an error of order ε4, the expression

Ω(0) +
ε2

24λ4
mλ

2
z

Ω(1) = 0 (5.6.4)

then gives a two-term approximation to the bifurcation condition that incorporates the

effect of bending stiffness.

To the same order of accuracy, we may expand the right hand sides of (5.2.3) and

(5.2.6) obtain

P = ε
w1

λmλz
+ ε3

K1

24λ3
mλ

3
z

+O(ε5), (5.6.5)

F

π(B2 −A2)
= w2 −

λmw1

2λz
+ ε2

K2

48λ3
mλ

3
z

+O(ε4), (5.6.6)

where the coefficients K1 and K2 are defined by

K1 = 2λzw1 + 2(λ3
mλ

2
z − λmλz)w11 + (1 + λ4

mλ
2
z − 2λ2

mλz)w111,

K2 = (λ2
mλz − 1)

(

2w1 − 4w12λz + 4w11λm − 2w11λ
3
mλz + w111λ

2
m

+2w112λ
3
mλ

2
z − 2w112λmλz − w111λ

4
mλz

)

.
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As expected, the leading-order terms on the right hand sides of (5.6.5) and (5.6.6)

correspond to the membrane approximation (5.5.1). The fact that the first correction

term in (5.6.5) is of order ε3 in some sense explains the excellent performance of the

membrane theory as shown in Fig.5.5.3.

We note that an expansion similar to (5.6.5) was recently derived by Mangan & De-

strade (2015). However, their expansion was in terms of H/A and their derivatives

were evaluated at λ1 = λa. As a result, their second term is quadratic in H/A.

On substituting (5.6.5) and (5.6.6) into the equivalent bifurcation condition (5.2.11)

and keeping only the first two terms, we obtain

Ω(0) +
ε2

24λ3
mλ

2
z

Ω(2) = 0, (5.6.7)

where Ω(2) is given by

Ω(2) = 4w2
1λ

2
mλz − (6− 4λ2

mλz)(w
2
11λ

2
m + w2

12λ
2
z) + 3w111w22λmλ

2
z(1− λ4

mλ
2
z)

+λmλz(1− λ2
mλz)

2(2w1112w12λmλz − w1111w22λmλz − 4w1w112)

+w12λ
2
mλz(λ

2
mλz − 1)(2w111

(

3− λ2
mλz

)

+ 4w112λmλ
2
z)

+w11λmλ
2
z(−w1122λm + 2w1122λ

3
mλz + 2w122λ

2
mλz − 6w22λmλz − 2w122)

+4w11w112λ
2
mλz(1− λ2

mλz)− 4w11w12λmλz(λ
2
mλz − 2)(λ2

mλz + 1)

+2λz(1− 2λ2
mλz)(2w1w12 − w1w1112λ

2
m) + 2w1λmλ

3
z(3w22 − w122λm)

+w1λ
3
mλz(λ

2
mλz − 2)(4w11 + w1122λ

2
z) + w1λmλ

2
z(w1122 − 2w1112λ

5
mλz)

+2w1

{

w111λ
2
m(1− λ2

mλz)(3− λ2
mλz) + w122λ

2
z

}

− w11w1122λ
6
mλ

4
z.

We note that although the first terms in (5.6.4) and (5.6.7) are identical, the second

terms may differ from each other by a quantity of order ε4.
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Figure 5.6.1: Comparison of the membrane theory with the exact theory and two

other approximate theories that incorporate the effect of bending stiffness when the

axial stretch λz is fixed at 1.1. (a) Results when the Gent material model is used; (b)

results when the Ogden material model is used.

The two-term bifurcation condition (5.6.4) or (5.6.7), together with the associated

two-term approximations (5.6.5) and (5.6.6) for the pressure and axial force, gives us a

leading-order theory that incorporates the effect of bending stiffness. To demonstrate

its accuracy, we have shown its performance in Figs 5.5.3 and 5.6.1 for the cases of

fixed axial force and fixed axial stretch, respectively, with Pcr2 denoting the critical

pressure based on the approximation (5.6.7). It is found in all cases that against the

exact result the relative error in predicting the initiation pressure is less than 5% for

values of H/Rm up to as large as 1.2. Similar results are obtained for the cases when

the axial stretch is fixed to be 1.2, 1.4 and 1.6, respectively.

In Figs 5.5.3 and 5.6.1 we have also shown the results when the values of λm and λz

are calculated using the two-term approximations (5.6.7) and (5.6.6) but the critical

pressure, denoted by Pcr3, is calculated using a three-term expansion with the third
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term given by

ε5

1920λ5
mλ

5
z

(

24λ2
zw1 + 24λmλ

2
z(λ

2
mλz + 1)(λ2

mλz − 1)w11 +
(

λ2
mλz − 1

)4
w11111

+12λz(3λ
2
mλz + 1)(λ2

mλz − 1)2w111 + 12λmλz(λ
2
mλz − 1)3w1111

)

.

It is seen that there is significant improvement in the accuracy for the larger values

of H/Rm. It is further found that with the values of λm and λz calculated using the

two-term approximations but the critical pressure computed using the exact expression

(5.2.3), the result in each case becomes graphically indistinguishable from the exact

result for values of H/Rm up to as large as 1.33! To understand why the two-term

bifurcation condition performs so well, we have shown in Fig.5.6.2 the contour plots

of the exact bifurcation condition and its two-term approximation (5.6.7) for ε =

0.22, 1.08, respectively. It is seen that the two contour plots in each case are graphically

indistinguishable in a sufficiently large part on the left; the two-term approximation

only becomes increasingly poor in the large stretch regime as ε increases. Since it

is the left part of the contour plot that is associated with the computation of the

initiation pressure (see Fig.5.5.1 for two typical loading paths when the axial force is

fixed and observe the fact when the axial stretch is fixed it is usually less than 2 in

many applications), this explains why the two-term approximation (5.6.7) is almost

exact as far as computation of the initiation pressure is concerned; the error mainly

comes from the truncation of the power series expansion of the pressure.
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Figure 5.6.2: Comparison of the contour plots of the exact bifurcation condition and

its two-term approximation (5.6.7) for ε = 0.22, 1.08.

5.7 Conclusion

In this chapter we have derived an explicit bifurcation condition for localized bulging

in a cylindrical tube of arbitrary thickness with the aid of the exact 3D theory of non-

linear elasticity. It is motivated by the fact that in some applications the cylindrical

tube concerned may have walls thick enough so that the membrane theory may become

invalid. Also, even if the membrane theory can be applied approximately it would be

desirable to know precisely how good the approximation is. Using this explicit bifur-

cation condition, we are able to demonstrate that localized bulging is in fact possible

for a cylindrical tube of arbitrary thickness. The initiation pressure varies linearly

with respect to the wall thickness in the thin-wall limit, but this dependence becomes

non-linear for thick-walled tubes. It is also demonstrated that the membrane theory

is surprisingly accurate as far as prediction of the initiation pressure is concerned: the

error involved is less than 5% for wall thickness/radius ratios up to 0.67. A two-term

approximation of the exact bifurcation condition is proposed, and is shown to be al-

most exact as far as the determination of the initiation pressure is concerned. The
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error mainly comes from the truncation of the power series expansion for the pressure:

for thickness/radius ratios up to as large as 1.2, the relative error is less than 5% when

two terms are kept in this expansion, and this error comes down to around 1% when

three terms are kept in the expansion and to around 0.2% when the exact expression

for the pressure is used. Thus, the two-term approximation of the exact bifurcation

condition should be sufficient for all practical applications.

We conclude this chapter by highlighting the fact that contrary to popular belief,

absence of the limit point instability does not imply non-existence of localized bulging.

The limit point instability exclusively refers to the case of fixed resultant axial force

(which is usually zero, as when a party balloon is inflated), but one can envisage a

number of other loading conditions under which the resultant axial force is not fixed.

In particular, for arteries it is more appropriate to assume that it is the axial stretch

that is fixed. Based on the results in Figs 5.5.1 and 5.5.2, it is not hard to see that

localized bulging is likely to be possible for ALL material models if the axial stretch

is fixed to be below a certain threshold value that is dependent on the material model

used. Whether localized bulging can take place or not can easily be verified by drawing

the contour plot of the bifurcation condition as explained in the present chapter.
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6 Conclusion and Perspectives

Localized bulging in an inflated cylindrical hyperelastic tube is characterized by three

distinct phases: initiation, growth and propagation, which are also shared by a large

variety of other localization problems in continuum mechanics. It is therefore a fun-

damental protypical problem whose understanding can help shed light on other more

complicated localization problems. Although the first study on this problem was made

as early as in 1891 by Mallock, it was only recently that this problem was recognized as

a bifurcation problem and significant theoretical advances were made. However, in all

these recent studies, the membrane assumption was made. Whereas this assumption

is valid in many applications, there also exist situations where bending stiffness can

be significant. The particular situation that motivated our present study is the math-

ematical modelling of the initiation of aneurysms in human arteries. In this context

arteries are known to show noticeable bending stiffness in contrast with party balloons

(Fung et al. 1979, Gasser et al. 2006).

There already exist a number of shell theories that take into account bending stiffness,

but most of such theories were developed for hard and isotropic materials that exhibit

linear constitutive behaviour. One noticeable exception is the theory developed by

Steigmann and Ogden (1997, 1999) for materials with surface effects. Although they

did not aim to develop a shell theory for shells made of soft materials, it is clear that

their approach and formulation have effectively laid the necessary foundation for such

a theory. This is the starting point for the first approach that we use to investigate the

effect of bending stiffness. The constitutive mode that we use contains one disposable

parameter that can be fixed by comparing with the exact 3D theory in the small
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thickness limit. The advantage of this simple model is that it can potentially be used to

describe the entire bulging process at least semi-analytically. It is shown that localized

bulging is governed by a system of five non-linear ordinary differential equations. This

can be viewed as a dynamical system with the axial variable playing the role of time.

The coefficient matrix in its linearization has five real eigenvalues. The bifurcation

condition for localized bulging corresponds to the simple fact that it is the condition

for the two eigenvalues nearest to zero to coalesce, making zero a triple eigenvalue.

This is the case even when the exact 3D theory of non-linear elasticity theory is used,

as was shown in the previous chapter. We explored two methods in order to solve this

non-linear dynamical system: the shooting method and finite difference method. We

note that in the membrane case determination of the fully non-linear bulging solutions

is straightforward because the initial values at Z = 0 can be determined by solving two

algebraic equations and a single integration would yield the fully non-linear bulging

solution. In our present case, there are only two integrals for the three unknowns at

Z = 0. Even with a weakly non-linear solution used as an initial guess, our shooting

procedure still failed to produce a valid bulging solution. With the finite difference

scheme, we have had more success. We are able to compute fully non-linear bulging

solutions when r∞ is close to its critical value, and they agree well with the weakly non-

linear analytical solutions, giving us confidence that our numerical scheme is correct.

But as we move further away from the critical point, no convergent solutions could be

obtained. Thus, although significant progress has been made in our modelling of the

bending stiff effects, the work is not fully completed. We note that our difficulties are all

related to the fact that localized bulging solutions are homoclinic orbits mathematically

and the latter usually exist in a narrow parameter regime between periodic solutions

and unbounded solutions.



156

Our final chapter is devoted to the derivation of an exact bifurcation condition for

localized bulging with the use of the exact 3D theory of non-linear elasticity. We made

a thorough study on the effect of bending stiffness on the initiation pressure. However,

the price to pay when using this exact theory is that characterization of the weakly

non-linear and fully non-linear bulging solutions would become extremely difficult. In

this sense, the approaches employed in the last two chapters complement each other

very nicely.

The research carried out in this thesis can be extended in a number of directions.

Firstly, we shall complete our calculations of the fully non-linear bulging solutions us-

ing both the shooting method and the finite difference scheme. Secondly, the approach

used in Chapter 4 can be explored further by considering more elaborate models for

the second term representing the effect of bending stiffness. The ultimate goal would

be a comprehensive shell theory for soft materials. Finally, arteries are not exactly

isotropic hyperelastic materials. They are multi-layered and fibre-reinforced. Signifi-

cant advances have been made in recent years on the constitutive modelling of arteries.

Mathematical modelling of the initiation of aneurysms in arteries would ultimately also

have to use such more realistic models.
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A Expression of γ(r∞)
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