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ABSTRACT

We present a kinematic study of the Scorpius-Centaurus (Sco-Cen) OB associa-
tion (Sco OB2) using Gaia DR1 parallaxes and proper motions. Our goal is to test the
classical theory that OB associations are the expanded remnants of dense and compact
star clusters disrupted by processes such as residual gas expulsion. Gaia astrometry
is available for 258 out of 433 members of the association, with revised Hipparcos as-
trometry used for the remainder. We use this data to confirm that the three subgroups
of Sco-Cen are gravitationally unbound and have non-isotropic velocity dispersions,
suggesting they have not had time to dynamically relax. We also explore the internal
kinematics of the subgroups to search for evidence of expansion. We test Blaauw’s
classical linear model of expansion, search for velocity trends along the Galactic axes,
compare the expanding and non-expanding convergence points, perform traceback
analysis assuming both linear trajectories and using an epicycle approximation, and
assess the evidence for expansion in proper motions corrected for virtual expansion
/ contraction. None of these methods provide coherent evidence for expansion of the
subgroups, with no evidence to suggest that the subgroups had a more compact config-
uration in the past. We find evidence for kinematic substructure within the subgroups
that supports the view that they were not formed by the disruption of individual star
clusters. We conclude that Sco-Cen was likely born highly substructured, with multi-
ple small-scale star formation events contributing to the overall OB association, and
not as single, monolithic bursts of clustered star formation.

Key words:
stars: formation - stars: kinematics and dynamics - open clusters and associations:
individual: Scorpius-Centaurus, Sco OB2, Upper Scorpius, Upper Centaurus-Lupus,
Lower Centaurus-Crux.

1 INTRODUCTION

The environment where stars form and spend the first few
million years of their lives has profound consequences for
the rest of their lives and their potential to host habitable
exoplanets. Ultraviolet (UV) radiation from nearby massive
stars can lead to photoevaporation of protoplanetary disks
(e.g., O’dell & Wen 1994; Wright et al. 2012; Guarcello et al.
2016), while close encounters in dense clusters can affect the
properties of binary and multiple systems (Kroupa et al.
1999; Marks & Kroupa 2012; Parker & Goodwin 2012), pro-
toplanetary disks (Scally & Clarke 2001; Olczak et al. 2008;
Rosotti et al. 2014), and influence the formation of plane-
tary systems (Adams et al. 2006; Parker & Quanz 2012).
Stars born in low-density environments (e.g., Bressert et al.
2010; Wright et al. 2014) where dynamical interactions are

rare and UV radiation fields are weaker may form planetary
and binary systems with little or no external disruption.

The majority of young stars are observed in groups or
clusters of some sort, but by an age of 10 Myr only ∼10%
of stars are found in bound clusters (Lada & Lada 2003).
The classical explanation for this is that star clusters form
embedded within molecular clouds, held together by the
gravitational potential of both the stars and the gas, but
when feedback disperses the gas left over from star forma-
tion (which can account for well over half the mass of the
system, Elmegreen et al. 2000) then the cluster becomes su-
pervirial and will expand and disperse (e.g., Tutukov 1978;
Hills 1980; Lada et al. 1984; Baumgardt & Kroupa 2007).
During the expansion the system would briefly be visible as
a low-density group of young stars known as an association
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Figure 1. Spatial distribution of Sco-Cen members (Rizzuto et al. 2011) projected onto an inverted Hα image from Finkbeiner (2003).
Large circles represent sources with Gaia DR1 proper motions and parallaxes, while small circles are sources not detected by Gaia for
which Hipparcos proper motions and parallaxes were used. The dashed lines show the division of the association into the three subgroups
according to de Zeeuw et al. (1999), with the symbols coloured according to which of the three subgroups they nominally belong: red for
US, green for UCL, and blue for LCC. Sources outside of these boundaries have been assigned to the nearest subgroup.

(e.g., Ambartsumian 1947; Blaauw 1964a; Brown et al. 1997;
Kroupa et al. 2001), before dispersing into the Galactic field.

This theoretical framework has existed for many
decades, and while many observations support aspects of
this model (e.g., Lada & Lada 2003, and references therein)
it has been difficult to test kinematically due to the lack of
high-precision proper motions necessary to assess evidence
for expansion. Wright et al. (2016) performed the first such
study, using ground-based proper motions to study the kine-
matics of the Cygnus OB2 association. They found that the
association lacked the coherent radial expansion pattern ex-
pected if it was an expanding star cluster. Its non-isotropic
velocity dispersions and both physical (Wright et al. 2014)
and kinematic substructure instead argued for an origin as
a highly substructured and extended association of stars.

The recent release of data from the Gaia satellite (Gaia
Collaboration et al. 2016b) is set to change this picture,
providing orders of magnitude improvement in the qual-
ity and quantity of proper motions. In this study we use
Gaia astrometry to study the kinematics of the high- and
intermediate-mass stars in the Sco-Cen OB association to
assess its dynamical state, search for evidence of expansion,
and constrain its initial conditions.

Sco-Cen (also known as Sco OB2) is the nearest OB
association to the Sun and therefore the nearest region that
has recently formed massive stars. Spanning distances of

∼100–150 pc (de Zeeuw et al. 1999) and being at least
100 pc across, the association spans almost 90 degrees on
the sky (see Figure 1). The association consists of three
subgroups (first defined by Blaauw 1946) known as Upper
Scorpius (US), Upper Centaurus-Lupus (UCL) and Lower
Centaurus-Crux (LCC), with median ages of 11, 16, and 17
Myr respectively, though each has a considerable spread of
ages (Pecaut & Mamajek 2016). Because of its age the region
has likely already seen several supernovae (e.g., Breitschw-
erdt et al. 2016), one of which may have been responsible for
the ejected runaway star ζ Oph (de Geus 1992; Hoogerwerf
et al. 2000).

The association has been the focus of numerous stud-
ies of its low-mass population (e.g., Preibisch & Zinnecker
1999; Mamajek et al. 2002), with studies focussing on the bi-
nary properties (e.g., Kouwenhoven et al. 2007; Janson et al.
2013), circumstellar disks (e.g., Carpenter et al. 2006; Chen
et al. 2011), stellar ages (e.g., Pecaut et al. 2012; Pecaut &
Mamajek 2016), eclipsing binaries (e.g., Kraus et al. 2015),
and low-mass stars and brown dwarfs (e.g., Lodieu 2013).
Its high-mass population has been studied by numerous au-
thors, including comprehensive studies by Blaauw (1946,
1964b) and later, using Hipparcos astrometry, by de Zeeuw
et al. (1999), de Bruijne (1999b), and Rizzuto et al. (2011).

This paper is outlined as follows. In Section 2 we present
the data used. In Section 3 we recalculate the distance to the
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subgroups and quantify their 3D structure. In Section 4 we
use proper motions and radial velocities (RVs) to measure
the 3D velocity dispersions and bulk motions of the sub-
groups. In Section 5 we assess evidence for the expansion
of the association using various methods, and in Section 6
we study its kinematic substructure. Finally in Section 7 we
discuss our results and their implications.

2 OBSERVATIONAL DATA

The sample of Sco-Cen members used for our kinematic
study is based on the Bayesian membership analysis of Riz-
zuto et al. (2011), who used the updatedHipparcos catalogue
(van Leeuwen 2007) to revise the kinematic selection of de
Zeeuw et al. (1999). Their linear model exploits positions,
proper motions and parallaxes, as well as RVs from the 2nd
version of the Catalogue of Radial Velocities with Astromet-
ric Data (CRVAD-2, Kharchenko et al. 2007)1 to produce a
list of 436 high- and intermediate-mass members of Sco-Cen
(the majority of which are of A & B spectral types). Many
of the sources discarded by Rizzuto et al. (2011) were re-
jected based on their parallax or RVs, two parameters that
were not used by de Zeeuw et al. (1999) in their original
membership selection.

We refined this sample based on recent studies that sug-
gest some of these stars are unlikely to be members of Sco-
Cen. Chen et al. (2011) identify HIP 62428 as an F0III star
whose position in the Hertzsprung-Russell diagram is incon-
sistent with being a member of Sco-Cen, while HIP 70833
and HIP 75824 exhibit low lithium equivalent widths that
imply they are older than typical Sco-Cen stars (in the case
of HIP 70833 the lithium is measured in its K-type binary
companion). The vast majority of stars identified as non-
members by Mamajek et al. (2002), Chen et al. (2011) and
Pecaut et al. (2012) that were included in the original sam-
ple of de Zeeuw et al. (1999) were not selected by Rizzuto
et al. (2011) as members, reinforcing the validity of their
membership selection. Pecaut et al. (2012) recommend ex-
cluding a number of stars based on their kinematics, one
of which is retained in the Rizzuto et al. (2011) catalogue,
HIP 56227. We choose to retain this star for the time being
and minimise the impact kinematic selection may have on
our sample.

This leaves us with a membership list of 433 stars (after
removing 3 stars), 107 in US, 179 in UCL, and 147 in LCC,
as shown in Figure 1. For the handful of stars that can-
not be assigned to a subgroup based on the division of de
Zeeuw et al. (1999) we put them in the nearest subgroup on
the plane of the sky. While Rizzuto et al. (2011) concluded
that the strict boundaries between the three subgroups are
somewhat arbitrary we continue to use them here for the
ease of analysing such an extended OB association and to
allow comparison with previous studies. Due to the current

1 Murphy et al. (2015) note that some of the RVs used by Riz-
zuto et al. (2011) are non-spectroscopic ‘astrometric’ RVs that
are inappropriate for calculating space motions or membership.
We investigated the phase-space distribution of these sources and

found that their proper motions and parallaxes are still consistent
with being members of Sco-Cen and so have retained them.

lack of high-precision astrometry for most lower-mass mem-
bers of the association and to avoid being spatially biased
by the various pointings used for the spectroscopic observa-
tions of the low-mass stars we limit our sample in this study
to the high-mass members observed by Hipparcos and Gaia.

2.1 Gaia and Hipparcos astrometry

Astrometric data for our sample comes from Gaia (Gaia Col-
laboration et al. 2016b) data release 1 (DR1, Gaia Collabo-
ration et al. 2016a), which contains results from the Tycho-
Gaia Astrometric Solution (TGAS, Michalik et al. 2015;
Lindegren et al. 2016) that combines astrometry from Gaia,
Hipparcos (ESA 1997) and Tycho-2 (Høg et al. 2000). Of par-
ticular relevance for our sample is the subset of 93,635 stars
in TGAS where Hipparcos positions at epoch J1991.25 were
combined with Gaia observations from the first 14 months of
the mission (2014 to 2015). The parallaxes and proper mo-
tions calculated from this data are of particularly high preci-
sion, with uncertainties of 0.3 mas and 0.06 mas/yr, respec-
tively, though additional systematic uncertainties are still
present (Gaia Collaboration et al. 2016a; Lindegren et al.
2016). This data has some limitations since the astromet-
ric solutions were calculated assuming single star behaviour
(i.e., no consideration was made for the sources being binary
systems) and perspective acceleration was not accounted for
(Lindegren et al. 2016), but despite this the data should be
more than sufficient for our needs, providing over an order
of magnitude improvement in the internal kinematics of the
association compared to previous works.

Of the 433 stars in our sample Gaia data are available
for 258 (60%). Figure 2 shows colour-magnitude diagrams
for the three Sco-Cen subgroups with the sources lacking
Gaia astrometry indicated. These sources are predominantly
bright (V < 6 mag) and are likely missing from DR1 due to
saturation (the necessary processing required to accurately
measure astrometry for such sources was not established
in DR1, Lindegren et al. 2016). Additionally, sources with
extremely red or blue colours, or those with high proper-
motions (>3.5 arcsec/yr) are not included in DR1 (Gaia
Collaboration et al. 2016a; Arenou et al. 2017), though this
won’t include any of our targets. Where Gaia data are un-
available we take parallaxes and proper motions from the
revised Hipparcos catalogue (van Leeuwen 2007).

The precision of the astrometric data used is shown
in Figure 3. The median proper motion precision is 0.06–
0.11 mas/yr (≃0.04–0.08 km/s at a representative distance
of 150 pc) in α and 0.05-0.08 mas/yr (≃0.04–0.06 km/s) in δ
for all the data for the three subgroups. When just Gaia data
is considered the median proper motion precision is 0.04–
0.06 mas/yr (0.03–0.06 km/s) in α and ∼0.04 mas/yr (0.03
km/s) in δ. The median parallax uncertainty is ∼0.4 mas
for all subsets of the data2. Note that systematics in the
astrometric solution used for DR1 result in an additional
parallax systematic error of 0.3 mas that cannot be reduced

2 Gaia DR1 provides considerably improved proper motions com-
pared to Hipparcos because of the increased baseline of observa-
tions used, but the parallax precision is not significantly improved

because the additional Gaia observations do not cover sufficient
time to resolve the parallax motion of stars.
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Figure 2. Colour-magnitude diagrams for our Sco-Cen samples illustrating the completeness of the Gaia data (photometry from Anderson
& Francis 2012). Sources with astrometry from Gaia are shown in red and those for which Hipparcos data was used are shown in blue.
A 1 magnitude reddening vector is show for illustrative purposes. The mean extinctions of members in each subgroup are AV = 0.73,
0.17, and 0.23 mag for US, UCL and LCC, respectively (de Geus et al. 1989).

Figure 3. Cumulative uncertainty distributions for the samples
of stars in US (red), UCL (green), and LCC (blue) for parallax,
proper motions, and RVs.

by averaging parallaxes for groups of stars (Lindegren et al.
2016). Correlations between astrometric parameters for a
single source can reach significant levels over large areas of
the sky so in this work we make use of the full covariance
matrix when calculating uncertainties on all astrometric pa-
rameters.

2.2 Radial velocities

Results from Gaia’s RV spectrometer are not included in
DR1 and so we gathered RVs from the literature. We fol-
lowed Murphy et al. (2015) in the prioritisation of RVs
from different samples, but chose not to exclude RVs from
known binaries3. Our primary source of RVs was the Mag-
ellan/MIKE study of Chen et al. (2011), from which 89
matches were found with our catalogue. Our next sources
were the Pulkovo Compilation of Radial Velocities (PCRV,
Gontcharov 2006), from which 118 matches were found, and
CRVAD-2 (Kharchenko et al. 2007), from which 53 matches
were found. For the latter catalogue we made sure to remove
all sources included from the pre-publication PCRV list that
are non-spectroscopic ‘astrometric’ binaries not suitable for
kinematic analysis. Finally we took 14 RVs from the Keck
and Magellan spectra presented by Dahm et al. (2012). In
total this provided us with RVs for 274 out of 433 stars in
our sample. The median RV uncertainty in each of the three
subgroups is 2.3 (US), 2.0 (UCL), and 1.5 km/s (LCC).

3 DISTANCE AND 3-DIMENSIONAL
STRUCTURE

In this section we calculate the distances to the centres of
each subgroup, necessary for calculating the 3-dimensional
bulk motions (Section 4) and for assessing the evidence for
linear expansion (Section 5). We also combine the paral-
laxes with spatial positions to fit 3-dimensional radial pro-

3 Our knowledge of binarity in Sco-Cen is likely to be incomplete
and so excluding only the known binaries will not eliminate the
impact of binaries on our measurements, only reduce it by an
unknown amount. Our approach instead is to model the impact

binaries have (such as on the velocity dispersion) and exclude
sources known to be binaries where this approach is not feasible.
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files to each subgroup, which are necessary for calculating
their virial state (Section 7.1).

3.1 Individual distances

Distances to individual sources and their uncertainties were
calculated using the Bayesian inference method of Bailer-
Jones (2015), which overcomes the biases and limitations of
traditional distance estimates derived from parallaxes. We
do this for each star in our sample individually, employ-
ing a prior that converges asymptotically towards zero as
the distance goes to infinity, P (r) = r2exp(−r/L), where
L = 1.35 kpc is the scale length parameter, as recommended
by Bailer-Jones (2015) and Astraatmadja & Bailer-Jones
(2016)4. To fully sample the posterior distribution we use
the Markov Chain Monte Carlo (MCMC) ensemble sampler
emcee (Foreman-Mackey et al. 2013), and use the mode of
the corresponding posterior as our distance estimate and the
68% confidence interval as the 1σ uncertainty.

Due to the proximity of Sco-Cen and its large extent on
the sky it is often necessary to consider the physical struc-
ture and spatial distribution in Galactic cartesian coordi-
nates, XY Z, rather than in α, δ and distance. We therefore
calculate XY Z coordinates for all sources using the same
method as for the distance and accounting for the correlated
uncertainties between α, δ, and ̟. Note that the distance
and XY Z coordinate uncertainties are purely derived from
the quoted random errors and do not include the systematic
uncertainty.

Figure 4 shows the 3-dimensional spatial structure of
Sco-Cen with the internal structure resolved in all three sub-
groups for the first time (de Zeeuw et al. 1999 was unable
to resolve the internal structure of any of the subgroups,
while de Bruijne 1999b was only able to resolve the inter-
nal structures of UCL and LCC with their improved secu-
lar parallaxes). The physical extents of the three subgroups
overlap to varying degrees in the three dimensions, being
most clearly separated in the Y −Z plane, which is the clos-
est equivalent to the observational l − b plane. A number
of spatial outliers from the three subgroups can be seen, es-
pecially in the X − Y plane, though their uncertainties are
sufficiently high that their membership of Sco-Cen cannot
be rejected based solely on this.

3.2 Modelling the subgroup distances and radial
profiles using Bayesian inference

We use Bayesian inference to estimate the distance, size and
radial profile of each subgroup. It is necessary to fit these
quantities at the same time because the physical extent of
each subgroup is a not-insignificant fraction of their distance
and thus fits for the two will be correlated.

The idea of Bayesian inference is to create a parame-
terised model that can reproduce the observations, and then
compare that model (for different sets of parameters) to the

4 The use of such a prior is not recommended when determining
the distance to a cluster of stars and therefore we do not use it in
Section 3.2 when modelling the distances to each subgroup. The

effect on our sample of stars of using such a prior over not using a
prior is to increase individual distances by an average of ∼0.1 pc.

Figure 4. 3-dimensional spatial structure of Sco-Cen shown in
the X−Y (top), X−Z (middle), and Y −Z planes (bottom panel).
The sources are coloured according to their subgroup members:
red for US, green for UCL, and blue for LCC. 1σ uncertainties on
the positions of all sources are shown in grey. Also shown are the
centres of each subgroup (large circles, see Section 3.2), the bulk
motion of each subgroup over 2 Myrs (arrows with black outline,
see Section 4.1), and the relative motion of each subgroup over
10 Myrs with the overall Sco-Cen bulk motion (U = −7.0 ± 0.2,
V = −19.6± 0.2, W = −6.1± 0.1 km/s) subtracted (arrow with
grey outline).

observations in a probabilistic way. The aim of this process
is to determine which of the various sets of parameters, θ,
best explain the observations, d. In Bayes’s theorem this is
known as the posterior distribution, P (θ|d), and is given
by

Downloaded from https://academic.oup.com/mnras/advance-article-abstract/doi/10.1093/mnras/sty207/4828376
by University of Keele user
on 08 February 2018



P (θ|d) =
P (d|θ)×P (θ)

P (d)
(1)

where P (d|θ) is the likelihood model, P (θ) are the pri-
ors (which includes our a priori knowledge about the model
parameters) and P (d) is a normalising constant.

We use Bayesian inference because it is better to project
the model predictions into observational space, where the
measurement uncertainties are defined, rather than deriving
physical quantities and then trying to calculate appropriate
physical uncertainties to use in comparison. This is particu-
larly the case when the observations have highly correlated
uncertainties, as in the case of DR1, or when parallaxes are
involved (see discussion in Bailer-Jones 2015).

3.2.1 Method

Our likelihood model constructs the 3D distribution of
sources in each subgroup in Galactic cartesian coordinates
(XY Z) and then reprojects the positions of individual stars
into equatorial coordinates and distances, calculating paral-
laxes from the latter. We then add measurement uncertain-
ties (including correlated uncertainties) to the parallax, α
and δ, randomly sampling these from the observed uncer-
tainty distributions for our sources (a mixture of Gaia and
Hipparcos uncertainties).

The structure of each subgroup is modelled using a 3D
Elson et al. (EFF, 1987) radial profile, where the stellar
surface density, Σ(r), at a radius, r, is given by

Σ(r) = Σ0

(

1 +
r2

a2

)−γ/2

(2)

wherein Σ0 is the central surface density, a is the scale
length, and γ is the power-law index. The scale length is
related to the half-mass, or effective, radius according to
rhl = a

√
41/γ − 1, while the power-law index can be used to

calculate the quantity η in the virial equation (e.g., Portegies
Zwart et al. 2010).

We tried two variants of this model, the first with an
isotropic radial profile (i.e., single values of a and γ) and the
second where the radial profiles in the three dimensions were
allowed to vary. Our two models therefore have 5 (distance,
central α and δ, a, and γ) and 9 parameters (where a and γ
become aX , aY , aZ , γX , γY , and γZ).

We adopt liberal priors where possible, to minimise
their impact on the fit. For the EFF parameters we use
linear priors of 1–50 pc for the scale factors and 2–20 for
the power-law indices. For the central subgroup distances
we apply linear priors of 50–250 pc, while the priors on α
and δ are left unconstrained.

To fully sample the posterior distribution function we
use the MCMC ensemble sampler emcee, computing the like-
lihood model for each point in the parameter space and com-
paring the model to the observations using an unbinned
maximum likelihood test. We found that the model fits
would typically converge within 10,000 iterations, with a
similar number of iterations necessary to fully sample the
posterior distribution function. The posterior distribution
function was typically found to follow a normal distribution,

Table 1. Structural and kinematic properties of the three Sco-
Cen subgroups determined in this work. The structure parameters
are all determined from the 1D EFF model, but these are gen-
erally in close agreement with the 3D EFF model. The distance
uncertainties do not take into account the 0.3 mas systematic par-
allax uncertainty present in DR1. The velocity dispersion fitting

results are taken from the model using a binary fraction of 100%.

Subgroup US UCL LCC

Distance [pc] 143.0+0.3
−0.4 135.9+0.5

−0.4 115.2+0.3
−0.3

α0 [deg] 243.02+0.15
−0.10 228.36+0.27

−0.24 188.57+0.23
−0.19

δ0 [deg] −24.19+0.08
−0.18 −40.50+0.13

−0.13 −54.53+0.20
−0.06

X0 [pc] 133.1+0.4
−0.3 114.0+0.5

−0.5 57.7+0.3
−0.3

Y0 [pc] −21.3+0.2
−0.4 −65.5+0.4

−0.5 −98.3+0.3
−0.3

Z0 [pc] 47.6+0.3
−0.3 34.6+0.4

−0.3 16.6+0.3
−0.2

a [pc] 35.8+1.9
−1.3 69.8+3.3

−3.2 50.1+4.0
−3.2

γ 14.5+1.4
−1.0 17.6+1.3

−1.3 15.2+1.9
−1.5

rhl [pc] 11.4+0.2
−0.2 20.0+0.3

−0.2 15.5+0.3
−0.2

U0 [km/s] −6.16+0.14
−0.13 −5.90+0.17

−0.12 −8.96+0.14
−0.24

V0 [km/s] −16.89+0.08
−0.10 −20.00+0.12

−0.10 −20.55+0.16
−0.13

W0 [km/s] −7.05+0.09
−0.08 −5.80+0.09

−0.09 −6.29+0.12
−0.11

σU [km/s] 1.63+0.20
−0.20 1.96+0.13

−0.12 1.89+0.21
−0.13

σV [km/s] 1.14+0.13
−0.14 0.73+0.15

−0.19 0.90+0.50
−0.30

σW [km/s] 2.51+0.11
−0.09 1.27+0.11

−0.14 0.51+0.25
−0.18

σ3D [km/s] 3.200.22
−0.20 2.45+0.20

−0.20 2.15+0.47
−0.24

αCP [deg] 116.22+10.70
−9.46 100.88+1.69

−1.52 95.32+1.29
−1.31

δCP [deg] −55.29+5.37
−4.56 −35.88+1.63

−1.61 −28.68+1.53
−1.48

and thus the median value was used as the best fit, with the
68% confidence interval used as the 1σ uncertainty.

3.2.2 Results

The results of the model fits are provided in Table 1 and il-
lustrated in Figure 5. Both the 1D and 3D EFF models show
reasonable fits to the data for US and LCC, though the fits
for UCL are not as good, most likely because this subgroup
is clearly less centrally concentrated, particularly in α, and
therefore an EFF model is probably not appropriate. How-
ever, our purpose here is to obtain a reliable estimate of the
distance to each subgroup and their physical sizes and so
these results should be sufficient.

The central coordinates of each subgroup in all three
dimensions show good agreement between the 1D and 3D
model fit results, with all values within 1σ of their corre-
sponding value. Combining the systematic 0.3 mas parallax
uncertainty with the uncertainties already calculated leads
to distances for the three subgroups of 143± 6, 136± 5, and
115±4 pc (though if the systematic uncertainties have been
over-estimated then these uncertainties will also be over-
estimated). Our values are consistent with the mean dis-
tances found by de Zeeuw et al. (1999) of 145 ± 2, 140 ± 2,
and 118± 2, with our distances slightly smaller than theirs,
most likely because of the changes to the membership of Sco-
Cen performed by Rizzuto et al. (2011), and with slightly
larger uncertainties (because of the systematic and spatially-
correlated 0.3 mas parallax uncertainty in DR1 that is not
reduced by averaging, Gaia Collaboration et al. 2016a). Note
that because the physical extent of each subgroup is larger
than the uncertainty on the central distances calculated here
these distances should only be considered as representative
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Figure 5. Source distributions (black histogram) in parallax (top row), α and δ (bottom row) for the three subgroups of Sco-Cen
compared to the EFF model fit results for 1D (red) and 3D (green) models. The model fit distributions were calculated by sampling the
best-fitting forward models 1,000,000 times and plotting the resulting probability distribution functions.

distances for each subgroup and not as distances for the
individual stars.

The power-law indices of the 1D EFF profiles are found
to be 14.5, 17.6 and 15.2 for US, UCL and LCC respectively,
all of which agree with their 3D EFF indices and with each
other to within ∼1σ. The 1D EFF scale lengths are 35.8,
69.8 and 50.1 pc for US, UCL and LCC respectively. The
scale lengths show good agreement between the 1D and 3D
models. Both US and LCC appear close to spherical, with
similar scale lengths in all three dimensions that differ by less
than 10% from each other and from the 1D scale length.

UCL is the least spherical of the subgroups, elongated
in the X direction relative to the Y and Z directions with
scale lengths of 74, 57, and 48 pc, respectively. If the sub-
groups of Sco-Cen do not represent distinct episodes of star
formation as some recent studies have suggested (e.g., Riz-
zuto et al. 2011; Pecaut & Mamajek 2016) but are actually
made up of smaller substructures, this would explain the
non-spherical structure of UCL. The true 3D structure is
likely to be much more complex, and also not aligned with
the XY Z coordinate system. Since the differences between
the 1D and 3D scale lengths is not dramatic, and because we
only require a simple estimate of the size of our subgroup,
we will use the 1D scale lengths throughout the rest of this
work.

4 BULK MOTIONS AND VELOCITY
DISPERSIONS

Here we use proper motions and RVs to measure the basic
kinematic quantities of each subgroup, their bulk motions,
velocity dispersions, and convergence points. These are nec-
essary for a full understanding of the dynamics of the as-
sociation, to study their relative motions, assess their virial
states, and to test whether the subgroups are expanding.

4.1 Forward modelling the velocity dispersion

To measure the velocity dispersion and bulk motion of each
subgroup we use Bayesian inference, as in Section 3.2. We
model these quantities in the Galactic cartesian system
XY Z, with velocities UV W , and then convert them to the
observational frame. We adopt the classical definition of this
coordinate system withX directed towards the Galactic cen-
tre and increasing in that direction, Y positive in the direc-
tion of Galactic rotation, and Z positive towards the north
Galactic pole.

4.1.1 Method

Our forward model begins by modelling a population of stars
with 3D coordinates, XY Z, sampled from the observed dis-
tribution of these coordinates for each subgroup, as calcu-
lated in Section 3.1. The 3D velocities of each star are ran-
domly sampled from a trivariate Gaussian velocity distribu-
tion and then reprojected into the observational frame to
obtain modelled proper motions and RVs for each star.
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Because we are modelling RVs it is necessary to model
the contribution that binary orbital motions make to the ob-
served velocity distribution. To do this we simulate a popula-
tion of randomly-aligned binaries in a manner similar to that
of Odenkirchen et al. (2002) and Cottaar et al. (2012), ran-
domly selecting primary and secondary masses, semi-major
axes, and eccentricities for each binary. The primary masses
were selected from a standard α = 2.3 initial mass func-
tion (Kroupa et al. 2001) in the mass range of 1.4–17.5 M⊙

(appropriate for the A and B-type stars that constitute our
sample) using the equations of Maschberger (2013).

We use the orbital properties of intermediate-mass
stars in Sco-Cen determined by Kouwenhoven et al. (2007),
who performed an extensive study of the visual, spectro-
scopic, and astrometric binaries in the association. They in-
ferred a binary fraction of 100%, a mass ratio distribution
fq(q) ∝ q−0.4, and a semi-major axis distribution of the form
fa(a) ∝ a−1 (in the range 5 > a/R⊙ > 5×106). The authors
were unable to sufficiently constrain the eccentricity distri-
bution from the available observations and so we adopt a flat
distribution in the range of 0–1, which Kouwenhoven et al.
(2007) found to be consistent with their observations. We
then calculate instantaneous velocity offsets for the primary
star relative to the centre of mass of the system for a ran-
dom phase within the binary’s orbit. Following this method
we measure the velocity offsets for 106 random binaries, pro-
viding us with a distribution from which we can sample. We
don’t consider triple systems because their properties are
poorly constrained (Duchêne & Kraus 2013) and are typi-
cally hierarchical, meaning that the third star is usually on
a wide, long-period orbit that does not have a large velocity.

Stars that are modelled as being in a binary system have
velocity offsets added to their RV, randomly sampled from
our velocity offset distribution. Finally we add measurement
errors for the proper motions and RVs for each star, ran-
domly sampling these from the empirical uncertainty distri-
bution for the stars in each subgroup.

This model has 6 free parameters, the central veloc-
ity (U0, V0, W0) and velocity dispersion (σU , σV , σW ) in
each dimension, for which we adopt flat and wide priors
of −100 6 v0[km/s] 6 +100 for the central velocities and
0 6 σ[km/s] 6 100 for the velocity dispersions. As in Sec-
tion 3.2 we sampled the posterior distribution function us-
ing an MCMC ensemble sampler, computed the likelihood
model for each point in parameter space, and compared the
model to the observations using an unbinned maximum like-
lihood test. The posterior distribution functions followed a
broadly normal distribution, albeit with wide tails, and so
the median value was used as the best fit and the 68% con-
fidence interval used for the 1σ uncertainty.

4.1.2 Results

The results are provided in Table 1 and illustrated in Fig-
ure 6, with the central velocities, or bulk motions, also shown
in Figure 4. The bulk motions are different from those pre-
sented by de Zeeuw et al. (1999), particularly in U and V ,
implying that the difference is probably due to the increased
availability and quality of RVs for these stars (though the
change in Sco-Cen membership by Rizzuto et al. 2011, will
have had a small effect). Our bulk motions are in better
agreement with those presented by Chen et al. (2011), with

most agreeing within 1–2σ, and the remaining differences
probably due to the change in membership.

The best-fitting velocity dispersions vary from 0.5 – 2.5
km/s between the three subgroups of Sco-Cen and along the
three axes. None of the subgroups have isotropic velocity
dispersions, each having one dimension with a significantly
larger dispersion than the other two dimensions. For US the
velocity dispersion is largest in W , while for UCL and LCC
it is largest in U . This is unlikely to be due to the influence
of incorrectly-modelled binary systems since RVs contribute
most to U for US and UCL, and V for LCC.

Our velocity dispersions are mostly consistent with pre-
vious estimates in the literature. de Bruijne (1999b) found
that the 1D velocity dispersions for all the subgroups are
6 1.0-1.5 km/s, while Madsen et al. (2002) measured ve-
locity dispersions of 1.1–1.3 km/s for the subgroups. Our
weighted mean 1D velocity dispersions for the three sub-
groups are 1.86±0.21 (US), 1.38±0.21 (UCL) and 1.21±0.28
km/s (LCC), for which only the US velocity dispersion is in-
consistent with previous findings (to approximately 1.9 and
2.8σ for the two studies cited previously). The disagreement
for US can be attributed to a combination of the revised
membership of Sco-Cen5 and our inclusion of RVs to reveal
the full 3D velocity dispersions (because of the anisotropy
this causes a large change in the mean 1D velocity disper-
sion).

Kouwenhoven et al. (2007) find that the observations of
Sco-Cen are best fit with a binary fraction of 100%, though
slightly smaller fractions are possible. We explored using bi-
nary fractions of 70–100% and found that lower fractions
lead to larger velocity dispersions in each dimension, with
the largest difference seen along the axis contributing most
to the RVs (U for US and UCL, V for LCC). The velocity
dispersion increases by ∼10% along that axis for each 10%
by which the binary fraction is reduced. Figure 6 shows the
model fit results for a 70% binary fraction, with little differ-
ence in the fit quality compared to that for 100% binaries.

4.2 Convergent point motion

Nearby groups of stars with a common space motion have
proper motions that appear to ‘converge’ towards a single
point on the sky. This ‘convergent point’ can be used to
establish membership of these groups, measure their mean
distances, and test models for their expansion (Section 5.3).
In this section we measure the convergent points of the three
subgroups using both the refurbished Jones (1971) method
(de Bruijne 1999a) and directly from the 3D bulk motions.

4.2.1 Method

Jones’s method iterates over a hemispherical grid of points
to find the convergent point coordinates that minimises the
proper motions perpendicular to the great circle joining each
star to the convergent point. The best fitting convergent
point is that which minimises the quantity

∑

t2⊥, where

5 We repeated these fits using the de Zeeuw et al. (1999) mem-

bership list and find that the change in sample to Rizzuto et al.
(2011) has caused the velocity dispersion to increase by ∼10%.
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Figure 6. Source distributions (black histograms) for proper motions (left and centre) and RVs (right) for the three subgroups, compared
to the best-fitting velocity dispersion model fit results for binary fractions of 100% (green) and 70% (red). The model fit distributions
were calculated by sampling the best-fitting forward models 1,000,000 times and plotting the resulting probability distribution functions.

t⊥ = µ⊥/σ⊥ is the ratio of the perpendicular proper mo-
tion to its uncertainty, and the sum is over all stars in the
group. This method was refined by de Bruijne (1999a) who
changed this quantity to t⊥ = µ⊥/

√

σ2
⊥
+ σ2

v , recognising
that moving groups and associations have an intrinsic, one-
dimensional velocity dispersion, σv, that prevents all their
proper motions from being directed exactly towards the con-
vergent point and should therefore be accounted for. We
adopt this approach, using an MCMC method to search for
the convergent point, instead of a grid-based technique.

Since the t2⊥ value can be treated as the classic χ2 statis-
tic it can be used to assess the reliability of a fit using the
probability, ǫ, that t2⊥ will exceed the observed value of t2⊥
by chance even for a correct model. Therefore, if the value
of t2⊥ is too high the probability ǫ will be below the thresh-
old value, which de Bruijne (1999a) recommend setting to a
value of 0.954 (giving a ∼5% probability of falsely rejecting
the null hypothesis). If ǫ is below this value then the star
with the highest value of |t⊥| is removed from the sample
and the fitting process restarted. This process continues un-

til a set of stars returns a convergent point with a sufficiently
low t2⊥ value.

4.2.2 Results

Convergent points were found for all three subgroups of Sco-
Cen using the Jones method and the mean 1D velocity dis-
persions determined in Section 4.16. For US a convergent
point for the entire subgroup was found with a χ2 probabil-
ity of 53%, rising to 95.4% after removing the 20 stars with
the highest |t⊥| values. The two convergent points vary by

6 Since the velocity dispersions are not isotropic one should ide-
ally use the component of the velocity ellipsoid perpendicular
to the great circle connecting the subgroup with the convergent
point. However this calculation would be complex to perform for
every convergent point considered, and since the exact velocity
dispersion used does not significantly affect the final convergent

point calculated we have instead used the mean 1D velocity dis-
persion.
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Figure 7. Convergent points for the three subgroups of Sco-Cen determined using the Jones (1971) method (red circle and contours
showing 1, 2, and 3σ uncertainties) and from the bulk motions (green circles with 1σ error bars typically equal to or smaller than the
size of the symbols). Yellow circles show previously published convergent points from de Zeeuw et al. (1999, DZ99) and Madsen et al.
(2002, M02), with 1σ error bars shown for the latter (uncertainties for the former are expected to be several degrees along the great circle
connecting the convergent point with the subgroup). Dashed lines with black markers show the predicted convergent points derived from
the mean space motions at a range of expansion ages.

∼0.05 deg, significantly less than their uncertainties. Higher
velocity dispersions of 2.0 or 2.5 km/s resulted in conver-
gence after rejecting only 6 or 0 stars, but these do not
show significant variations from those already determined,
so we choose the convergent point calculated using the mean
1D velocity dispersion of 1.86 km/s. Figure 7 shows this
convergent point compared to those determined previously
by de Zeeuw et al. (1999) and Madsen et al. (2002) using
just proper motions, which agree well despite the change
in membership of the subgroup, and the convergent point
determined from the mean space motion, which agrees to
within 2σ.

For UCL a convergent point for the entire subgroup was
found with a χ2 probability of 98% without discarding any
stars, and is therefore much better constrained than that of
US. For LCC a convergent point for the entire subgroup was
found with a χ2 probability of 20%, rising to 95.4% after re-
moving the 10 stars with the highest |t⊥| values. A higher
velocity dispersion of 1.5 km/s would result in an immedi-
ate fit with a χ2 probability of >99% for all the stars in the
subgroup. However, these three convergent points all agree
within ∼0.05 deg, significantly less than the uncertainty, so
the fit with the mean velocity dispersion of 1.21 km/s was
used. For both UCL and LCC our convergent points agree
with previous estimates in the literature to within 1–2σ, with
any differences most likely due to changes in the subgroup
membership. The agreement between the convergent points
calculated using only proper motions and those calculated
using the mean space motions are not as good however, dis-
agreeing by more than 3σ. These disagreements suggest that
some degree of expansion (or contraction) may be present.

5 EXPANSION OF THE ASSOCIATION

In this section we explore whether the subgroups are in the
process of expanding, and if so whether they are expanding
from a single point. Due to the proximity of Sco-Cen we

cannot use proper motions alone to study the expansion of
the association on the plane of the sky since a radial motion
of the association towards (or away from) the observer will
cause an apparent expansion (contraction) of the associa-
tion, even when none is actually present (Blaauw 1964b).
We must therefore either combine the proper motions with
RVs, which we can do using many different methods, or use
the bulk radial motion to correct this virtual expansion /
contraction.

5.1 Linear expansion

If an association is expanding then the observed RVs of indi-
vidual stars will vary from those predicted from the moving
group method for parallel motion by an amount that varies
with distance. Stars on the near-side (far-side) of the associ-
ation will have smaller (larger) RVs than would be predicted
by the moving group method as these stars are moving away
from the centre of the association and towards (away from)
us.

In the Blaauw (1964b) linear expansion model individ-
ual RVs, vrad, are predicted to follow the relation

vrad = v′ cos λ′ + κd+K (3)

where λ′ is the angular separation between star and con-
vergent point (calculated using just the proper motions, see
Section 4.2), d is the distance to the star in pc, κ is an expan-
sion term, and K is a zero point (that can represent gravita-
tional redshift or convective blueshift). v′ is the barycentric
velocity of a star in the association, given by

v′ =
µvA

̟ sinλ′
(4)

where µv is the proper motion in the direction of the con-
vergent point (in mas/yr), ̟ is the parallax (in mas), and
A = 4.74 km yr s−1 is the astronomical unit in km yr s−1.
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Figure 8. Distance to sources in each subgroup of Sco-Cen plot-
ted against the difference between the observed RV and that pre-
dicted from the moving group method (v′ cosλ). The error bars

for individual sources show the 16−84% confidence intervals, cal-
culated from Monte Carlo simulations. The solid lines show the
best fit linear relationship between the plotted quantities, with
1σ uncertainties shown with dashed lines. The best fitting slopes,
κ, and uncertainties are noted in each panel. If the subgroups
are not expanding we would expect a slope of zero, while if they
expanding we would expect a positive slope. 3σ outliers on the
ordinate, shown with non-coloured symbols, were excluded from
the fit.

An expanding association will have κ > 0, from which
an expansion age, τ = (γκ)−1, (in Myrs) can be derived (γ
is a conversion factor of 1.0227 pc Myr−1 km−1 s).

Figure 8 shows the difference between the observed RVs
and those predicted from the moving group method plot-
ted against the distance to each star. The solid lines show
the best-fitting linear relationships between these quantities
with 3σ outliers on the ordinate excluded. Fits were obtained
using the MCMC code emcee, accounting for the distance
uncertainties by randomly varying the distances according
to their uncertainties. Given the possibility that the uncer-
tainties on the ordinate have been underestimated, these fits
were obtained by introducing a factor, f , by which the un-
certainties have been underestimated (see Hogg et al. 2010)
and then marginalising over this parameter to obtain the
uncertainties on the resulting fit parameters.

The best-fitting slopes for the three subgroups are
−0.023+0.019

−0.024 (US), −0.006+0.016
−0.017 (UCL), and −0.034+0.030

−0.031

km s−1 pc−1 (LCC). All three subgroups exhibit marginally
negative slopes that are consistent with a slope of zero within
a little over 1σ. The results for US are consistent with the
fit of κ = −0.01± 0.04 km s−1 pc−1 found by Pecaut et al.
(2012). Based on these slopes and their confidence intervals
we can rule out expansion ages equal to or smaller than the

median ages of 10, 16 and 15 Myr found by Pecaut & Ma-
majek (2016) with confidences of approximately 7, 4, and 3σ
for the three subgroups respectively. The fits were repeated
with known binaries excluded (10, 1, and 2 sources in the
three subgroups), with no significant difference.

5.2 3D linear expansion

Using the three-dimensional positions and velocities (for the
stars with RVs) we can search for evidence of expansion in
each of the three axes of the Galactic Cartesian coordinate
system by plotting velocity versus position and searching for
evidence of a positive slope between the two quantities that
would provide evidence for expansion along that axis.

Figure 9 shows the velocities UVW plotted against the
positional coordinates XY Z for each of the three subgroups.
We fit linear relationships to these quantities using MCMC,
as above (with 3σ outliers on the ordinate excluded), to
estimate the slopes, κX , κY , κZ , in the three dimensions.
For US the slopes are (κX , κY , κZ) = (−0.01 ± 0.02, 0.07 ±
0.03,−0.03 ± 0.03) km s−1 pc−1, for UCL they are (0.01 ±
0.01, 0.05±0.02, 0.01±0.01) km s−1 pc−1 and for LCC they
are (0.02± 0.02, 0.05± 0.03, 0.01± 0.01) km s−1 pc−1.

In the X and Z dimensions all three subgroups show
either marginally negative or positive slopes that are con-
sistent with a slope of zero within 1σ, implying no evidence
for either expansion or contraction. Interestingly however
all three subgroups show significant evidence for expansion
along the Y axis, with significances of approximately 3σ for
US and UCL and 2σ for LCC. The fits were repeated with
known binaries removed, as above, but there was no signifi-
cant difference in the results.

5.3 Expanding versus non-expanding convergent
points

Our calculation of the convergent points that used only
proper motions were based on the assumption that the as-
sociations were not expanding. However, a group of stars
that has a small linear expansion will appear to converge to
a point further away (i.e. with higher λ) than for a group
of stars without expansion. This could explain the disagree-
ment between the convergent points calculated using just
proper motions and those calculated from the centroid space
motion. To test whether the subgroups are expanding we
add linear expansion to the centroid space motions (adding
a term κd to the RVs, as per equation 3) and compare these
with the proper motion convergent points.

Figure 7 shows the centroid space motion convergent
points for various expansion ages in the range 0–100 Myr.
For US adding expansion actually worsens the agreement be-
tween the two convergent points, which argues against this
subgroup exhibiting significant levels of expansion. For UCL
small levels of expansion lead to an improved agreement be-
tween the convergent points for expansion ages &20 Myr,
though this is larger than its estimated age of 15 ± 3 Myr
(Pecaut & Mamajek 2016). For LCC an expansion age of
18–25 Myr leads to a good agreement between the two con-
vergent points, which is in reasonable agreement with the
estimated age of 16±2 Myr from Pecaut & Mamajek (2016).
Based on this analysis both US and UCL appear to be in-
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Figure 9. Positions versus velocities along the three Galactic Cartesian axes XY Z for each of the three subgroups of Sco-Cen (US
on the left, UCL in the centre and LCC on the right). 1σ error bars are shown for all sources. The solid lines show the best fit linear
relationships between the plotted quantities, with 1σ uncertainties shown with dashed lines. The best fitting slopes, κ, and uncertainties
are noted in each panel. If the subgroups are not expanding we would expect slopes of zero, while if they are expanding we would expect
a positive slope (a negative slope implies contraction along that axis). 3σ outliers on the ordinate, shown with non-coloured symbols,
were excluded from the fits.

consistent with being in a state of expansion, whilst LCC is
consistent with being an expanding association.

5.4 Tracing back individual stellar motions

An alternative method to assess the expansion of a group
of stars is to trace back their individual motions in 3D and
quantify the spatial extent at each time-step. For OB associ-
ations a simple traceback is generally valid because the den-
sities are not high enough for there to be a significant num-
ber of close encounters and scatterings that would invalidate
this approach. We do this considering both linear trajecto-
ries, i.e., X(t) = X0 + γUt for the X/U dimension (where
the time, t, is in Myr and γ = 1.022 s pc km−1 Myr−1), and
using an epicycle approximation.

Figure 10 shows the 1σ dispersions (16th to 84th per-
centiles) in X, Y , Z, and in 3D using linear trajectories. For
all three subgroups the dispersion in X steadily increases as

one goes further back into the past. The dispersion in Y is
similar for US, but for UCL and LCC it is approximately
constant over the past ∼5 and ∼10 Myr, respectively, be-
fore showing signs of increase. The dispersion in Z varies the
most between subgroups. For LCC it is steadily increasing,
for UCL it is either unchanged or slightly decreasing over
the last ∼5 Myr and then increases, while for US it shows
evidence for a slight decrease over the last ∼3 Myr before
increasing. The 3D dispersions steadily increase as one goes
back into the past, with only UCL showing evidence for a
minimum not at the present day.

For a more accurate traceback of the stellar motions
we use the epicycle approximation, employing the orbital
equations from Fuchs et al. (2006). We use the Oort A and
B constants from Feast & Whitelock (1997), the local disc
density from Holmberg & Flynn (2004), the local standard
of rest velocity from Schönrich et al. (2010) and a solar Z
distance above the Galactic plane of 17 pc (Karim & Mama-
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Figure 10. 1σ dispersions (16th to 84th percentiles used to minimise the impact of outliers) of the size of each subgroup in each axis
of the XY Z coordinate system (σX shown with a dashed line, σY with a dotted line, and σZ with a dash-dotted line) as well as the
quadrature sum of all three dimensions (solid line). Black lines show the results of traceback analysis performed with linear trajectories
and the red lines show the analysis performed using the epicycle orbit approximation. Shaded areas around the 3D sum lines show the
90% confidence interval in the quadrature sum dispersion of each subgroup determined from Monte Carlo simulations exploring the
impact of uncertainties in the velocities.

jek 2017). Figure 10 shows the 1σ spatial dispersions using
the epicycle approximation. The results do not significantly
differ from those calculated using linear trajectories, with
all subgroups and all dimensions showing a broad increase
in dispersion as we look further back in time. The largest in-
creases are universally in the X dispersion, with the smallest
increases in the Y dispersion (and in fact for UCL and LCC
the dispersions in Y are fairly steady over the lifetimes of the
subgroups), and significant increases in the 3D dispersions.

Uncertainties in velocity can cause an expanding sub-
group to appear larger in the past as the measured velocities
differ from a true expansion pattern. To test the significance
of this effect we performed a Monte Carlo simulation by ran-
domly varying the measured velocities in accordance with
their uncertainties and then recalculating the traceback mo-
tions. We repeated this 10,000 times and in Figure 10 we
show the 90% confidence interval around the 3D dispersions.
The uncertainties in the size of each subgroup in the past
are notably smaller than their actual size, suggesting that
this effect is not due to measurement error.

To conclude, using either linear trajectories or an epicy-
cle approximation and defining the size of the subgroups
from their 1σ spatial dispersions there is no evidence that
the three subgroups are expanding or that they have ever
had a more compact configuration in the past. It is worth
noting that Brown et al. (1997) explored the validity of sim-
ilar methods to this by producing synthetic proper motion
observations of expanding OB associations and found that
the smallest size of the OB association predicted from a
traceback analysis using proper motions alone was always
overestimated. The improvements in proper motion preci-
sion from Gaia since this work, as well as the increased
availability and precision of RVs that allow this analysis to
be performed in 3D rather than in the plane of the sky (and
thus overcome the effects of radial streaming), do resolve
many of the issues raised by Brown et al. (1997) however.

5.5 Corrected proper motion vector maps

If a group of stars has a non-zero radial motion this will
cause an apparent expansion or contraction of the group
in their proper motions as their spatial extent on the sky
changes (referred to as virtual expansion / contraction,
Brown et al. 1997). If the bulk RV of the stars is known
one can perform a correction for this virtual expansion /
contraction, effectively calculating the contribution to the
proper motions due to the radial motion of the association
and then subtracting these from the observed proper mo-
tions to provide corrected proper motions. To do this we
use the equations in Appendix A1 of Brown et al. (1997),
using the median RV of stars in each subgroup (to minimise
the impact of binarity).

The corrected proper motion vector maps for the three
subgroups are shown in Figure 11. None of the three sub-
groups show evidence for a coherent expansion pattern. UCL
does appear to show some coherent patterns consistent with
expansion, with stars in the north-east and south-west ap-
pearing to move away from the centre of the subgroup,
though stars elsewhere in the group do not show this be-
haviour. We will argue, in Section 6, that these patterns are
due to the kinematic substructure within the subgroups.

To quantify the expansion of each subgroup we follow
the method of Wright et al. (2016) and calculate, for each
star, the amount of kinetic energy in the radial and trans-
verse directions (using the subgroup centres calculated in
Section 3.2), dividing the former between expansion and
contraction, and then sum these for each subgroup to pro-
vide global energy fractions (for simplicity we assume all
stars have equal masses). If a subgroup was expanding ra-
dially from a single point we would expect the majority of
kinetic energy to be in the radial direction and for the stars
to be moving outwards.

We find that the kinetic energy is divided almost equally
between the radial and transverse directions, with 50% (US),
66% (UCL), and 45% (LCC) of energy in the radial direc-
tion. Only UCL exhibits a preference for kinetic energy in
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Figure 11. Proper motion vector maps for the three subgroups of Sco-Cen projected onto inverted Hα images from Finkbeiner (2003).
The proper motions have been corrected for radial streaming motion according to the equations in Brown et al. (1997) and using bulk
(median) RVs of -6.2, 2.8 and 13.0 km/s for the three subgroups. Points show the current positions of stars and vectors show the proper
motions over 0.5 Myr with the bulk motion of each subgroup subtracted to show the motion in the reference frame of each subgroup.
The vectors have been colour-coded based on their direction of motion (see colour wheel in lower-right corner) to highlight kinematic
substructure. Note that because the kinematic reference frame shown for each subgroup is different, the colours of the proper motions in
each subgroup do not represent the same absolute proper motion as stars in other subgroups.

the radial direction. In the radial direction there is a pref-
erence for the motions of stars to be directed away from
the centres of each subgroup, with 59% (US), 67% (UCL)
and 90% (LCC) of the kinetic energy in the direction of ex-
pansion. This suggests that, while there isn’t evidence for
coherent expansion patterns in the correct proper motions
of stars in each subgroup, they do appear to be expanding.

6 KINEMATIC SUBSTRUCTURE IN THE
ASSOCIATION

Kinematic substructure is the observed tendency for stars
in the same area of a star forming region or association
to have motions that are more similar to their neighbours
than to other stars. It may manifest as sizeable substruc-
tures within the association (e.g., the Gamma Velorum clus-
ter shows two distinct kinematic components, Jeffries et al.

Downloaded from https://academic.oup.com/mnras/advance-article-abstract/doi/10.1093/mnras/sty207/4828376
by University of Keele user
on 08 February 2018



285°300°315°330°345°0°

Galactic Longitude

-10°

+0°

+10°

+20°

+30°

G
a
la
ct
ic
 L
a
ti
tu
d
e

Upper Scorpius

Upper Centaurus Lupus

Lower Centaurus Crux

Figure 12. Proper motion vector map for the entire Sco-Cen association projected onto an inverted Hα image from Finkbeiner (2003).
The proper motions were corrected for radial streaming motion according to the equations in Brown et al. (1997) and using bulk (median)
RVs of -6.2, 2.8 and 13.0 km/s for the three subgroups. Points show the current positions of stars and vectors show the proper motions
over 0.5 Myr with the bulk (median) proper motion of the entire association subtracted to show the relative motion. The vectors have
been colour based on their direction of motion (see colour wheel in lower-left) to highlight kinematic substructure.

2014) or as smaller, more numerous substructures (as ob-
served in Cygnus OB2, Wright et al. 2016). In the case
of OB associations, kinematic substructure is believed to
be a remnant of the primordial phase-space structure that
was present when the association formed (e.g., Larson 1981;
Wright et al. 2016). In this Section we explore the evidence
for kinematic substructure in Sco-Cen.

Figure 12 shows a corrected proper motion vector map
for Sco-Cen with the vectors colour-coded by the position
angle of their motion on the celestial sphere (as per Wright
et al. 2016). In this figure the three subgroups stand out
relatively clearly due to their different kinematics, with some
overlap between the groups that suggests their membership
could benefit from some adjustments.

In addition to the three subgroups there is also a group
of stars visible in this diagram with above average velocities
moving in the direction of decreasing latitude and longi-
tude (they appear a creamy-orange colour in this diagram).
These stars have different proper motions from the stars
they are projected against because, despite having similar
kinematics, they are in the foreground at distances of 50–
100 pc. Four of these stars are significantly in the foreground
(d < 70 pc) and so are unlikely to be members of Sco-Cen;
HIP 68413, HIP 69995, HIP 70931 and HIP 76063. We can
find no evidence in the literature that these stars are partic-
ularly young (e.g., David & Hillenbrand 2015) and therefore

suggest that these are field stars that should be removed
from the membership of Sco-Cen.

Figure 11 shows corrected proper motion vector maps
for the three subgroups of Sco-Cen. From this it is evident
that the proper motions of stars in each subgroup are not
random but are correlated with position. Each subgroup
shows evidence for multiple groups of stars each in their own
area of the sky and each with stars that are all moving in a
similar direction. UCL and LCC are particularly noteworthy
as they each exhibit a small number of groups (∼4–5) each
with 10–30 members and in a distinct part of the associa-
tion. In UCL and LCC there are hints of expansion in the
α axis in that stars in the east of the subgroups are moving
eastwards and stars in the west are moving westwards. Since
this axis is close to the Galactic Y axis (in UCL and LCC)
this is probably the same feature we observed in Section 5.2.
In US the kinematic substructures are not as distinct and
the subgroup appears to be made up of a larger number of
smaller substructures, similar to the kinematic substructure
observed in Cygnus OB2.
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6.1 Quantifying kinematic substructure

6.1.1 Method

In an attempt to quantify this substructure we follow Wright
et al. (2016) and use Moran’s spatial correlation index I
(Moran 1950), which quantifies the overall degree of simi-
larity between spatially close regions with respect to a nu-
meric variable (in this case the proper motion in either di-
mension). The expectation value for no spatial correlation is
I0 = −1/(n−1), with I > I0 indicating positive spatial cor-
relation and I < I0 indicating negative spatial correlation.
We use this instead of Geary’s C index (Geary 1954), since
Moran’s I statistic is a global measure that can identify and
quantify large-scale spatial correlation (as appears to be ev-
ident in Figure 11), while Geary’s C is a local measure of
spatial correlation. For brevity we don’t provide quantifica-
tion of the index, but instead refer the reader to these papers
and Wright et al. (2016).

We calculate the index for the proper motions in both
directions for all three subgroups of Sco-Cen, using all the
stars in our sample. We did this in proper motion space
rather than in cartesian UVW space as this would have re-
quired the use of individual RVs that are distorted by binary
motions leading to an artificial ‘smearing’ of the phase-space
structure in this direction. We take into account the effect
that the projection of motions onto a curved surface have
on the measured kinematic substructure by creating syn-
thetic populations of each subgroup (consisting of stars at
the observed positions and distances of each star but with
proper motions calculated from a uniform UVW space mo-
tion with an added velocity dispersion equal to those mea-
sured in Section 4.1). We then calculated Moran’s I index
for the simulated dataset and repeated this 10,000 times for
each subgroup to determine the typical level of kinematic
substructure that would be measured solely due to this.

6.1.2 Results

For US we calculate values of Iα = 0.135 ± 0.048 and
Iδ = −0.013 ± 0.048, indicating large and significant (3.0σ)
positive spatial correlation (nearby regions tend to exhibit
similar velocities) for µα, and a very weak measure of nega-
tive spatial correlation (nearby regions exhibit dissimilar ve-
locities) for µδ that is consistent with no spatial correlation.
The large difference between the two dimensions is probably
because the compact kinematic substructures evident in US
(such as the groups at α, δ = 243, -20 or 237, -25) have most
of their motion in α leading to significant spatial correlation
in α but not δ. Our Monte Carlo simulations indicate that
the projection of a bulk motion into proper motions would
give typical values of Iα = 0.002 (0.24σ) and Iδ = 0.006
(0.31σ), which at least for the α dimension is significantly
smaller than the measured value.

For UCL we calculate values of Iα = 0.000± 0.022 and
Iδ = −0.034 ± 0.022, indicating weak spatial correlation in
both dimensions that is consistent with no spatial correla-
tion in µα or has a low significance (1.3σ) of negative spa-
tial correlation in µδ. The latter is likely due to the pres-
ence of an extended group of rapidly moving stars in pink
in Figure 11 that are moving in a southerly direction. The
presence of these stars in between stars moving in different

directions will cause negative spatial correlation, particu-
larly in µδ . Our Monte Carlo simulations predict that with
no kinematic substructure we should measure substructure
with significances of 0.21 and 0.11σ, which in α is consistent
with the level measured.

For LCC we calculate Iα = 0.024 ± 0.019 and Iδ =
0.029± 0.019, indicating positive spatial correlation in both
dimensions at 1.6 and 1.9σ, respectively. Our Monte Carlo
simulations predict that with no kinematic substructure we
should measure substructure with significances of 0.40 and
0.31σ, which slightly reduces the impact of the kinematic
substructure we have measured.

Taken together these results suggest that while there
is kinematic substructure in each of the three subgroups of
Sco-Cen, the level of kinematic substructure varies between
subgroups and is lower than that measured in Cyg OB2
(Wright et al. 2016).

7 DISCUSSION

7.1 The virial state of Sco-Cen’s subgroups

To determine the virial state of each subgroup of Sco-Cen
we use the virial equation, which in its 3D form is given by

σ2
3D =

GMvir

2rvir
(5)

where σ3D is the 3D velocity dispersion, G is the gravita-
tional constant, Mvir is the virial mass, and rvir is the virial
radius. We substitute the parameter η = 6rvir/reff (e.g.,
Portegies Zwart et al. 2010), where reff is the effective (or
half-light) radius, giving

Mvir = η
σ2
3D reff
3G

(6)

where the parameters η and reff can be calculated from the
Elson et al. (1987) parameters γ and a (see Section 3.2).
For the large γ values calculated for the subgroups we find
η values of 9.1 (US), 9.0 (UCL), and 9.1 (LCC)7, while the
effective radii, reff are 11.3+0.5

−0.3 (US), 20.0+0.7
−0.7 (UCL), and

15.5+0.9
−0.8 pc (LCC).
Combining the effective radii, 3D velocity dispersions

(from Table 1), and η values, we calculate virial masses of
8.2+1.5

−1.2 × 104 (US), 8.3+1.8
−1.5 × 104 (UCL), and 5.1+2.9

−1.3 × 104

M⊙ (LCC). These values can be compared to the total mass
of stars in each subgroup to estimate the virial state of each
group. Preibisch & Mamajek (2008) estimate US to have
a total mass of ∼2000 M⊙, while Mamajek et al. (2002)
estimate UCL and LCC to consist of approximately 2200
and 1200 stars, respectively, which equates to total stellar
masses of about 1250 and 700 M⊙ (using the same initial
mass function and binary fraction as Preibisch & Mamajek
2008). All of these estimates are significantly smaller than
the calculated virial masses, by at least an order of magni-
tude, implying that the three subgroups are in a supervirial
state, as expected given their low stellar density. We would
therefore expect the subgroups to be in a state of expansion.

7 The dependence of η on γ is very weak at large γ values and
therefore the uncertainties on η are almost zero.
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It is interesting to note that the virial mass estimated
for US is very close to the mass of atomic H i in the shell
surrounding the subgroup, which de Geus (1992) estimate to
have a mass of 8×104 M⊙. They argue that the shell consists
of swept-up material from the primordial GMC from which
US formed, which suggests that the subgroup could have
been born close to virial equilibrium within the GMC (if
the stars would have felt the gravitational potential of the
entire GMC). The masses of the shells surrounding UCL and
LCC, 3×105 and 1×105 M⊙ respectively, are more massive
than their virial masses, implying that the subgroups might
have initially been in a subvirial state.

7.2 Expansion of the Sco-Cen subgroups

Ever since Ambartsumian (1947) we have known that OB
associations are unbound and will therefore expand. This
has lead many authors to postulate that they were more
compact in the past and have been expanding for a while
(e.g., Blaauw 1964a, 1991; Brown et al. 1999). These ideas
lead to suggestions that OB associations may be the ex-
panded remnants of compact star clusters (Lada & Lada
2003), disrupted by processes such as residual gas expulsion
(e.g., Hills 1980; Lada et al. 1984).

In Section 5 we used five different methods to deter-
mine whether the subgroups of Sco-Cen are expanding, and
if so whether they are expanding from a previously com-
pact configuration such as a dense star cluster. Many of
these methods assume that the cluster would expand radi-
ally (such as the expansion models explored in Sections 5.1
and 5.2), while others better account for the Galactic po-
tential (Section 5.4) or provide an overall view of the stellar
motions (Section 5.5). Some of these methods use individual
RVs (where available), while others use the bulk RV (and are
thus less affected by binary motions).

None of the methods provide evidence that the sub-
groups are expanding from a more compact configuration.
The linear expansion model considered in Section 5.1 finds
negative slopes that imply contraction rather than expan-
sion, though all three are consistent with no expansion or
contraction to ∼1σ. The 3D expansion model (Section 5.2)
again shows slopes consistent with no expansion or contrac-
tion, except along the Y axis where all three subgroups ex-
hibit evidence for expansion to a confidence of 2–3σ. Inter-
estingly, Mamajek & Bell (2014) found for the β Pictoris
moving group that the most significant evidence for expan-
sion also came in the Y direction. This could be caused by
galactic shear since the surface densities of OB associations
like Sco-Cen are low enough for shear to be effective, though
the timescales involved are probably too short (Dobbs &
Pringle 2013, estimate a shear timescale of ∼70 Myr in the
vicinity of the Sun). Alternatively this shear pattern may
have been imprinted on the molecular gas in the primordial
GMC and then inherited by the OB association that formed.
Since the OB association does not appear to be dynamically
evolved such a kinematic pattern could have survived the
early evolution of the system.

By tracing back the stellar motions (Section 5.4) there
is evidence that the subgroups were actually larger in the
past than they are today. This result is supported by the
corrected proper motion vector maps in Figure 11 that show
no preference for motions radially away from the subgroup

centres, though amongst the radial motions there is a prefer-
ence for expanding motions over contracting motions. Simi-
lar results have been found for other associations and moving
groups, such as the β Pictoris moving group (Mamajek &
Bell 2014) and Tuc-Hor (Makarov 2007), both of which do
not appear to have been significantly smaller in the past.

In summary, while the three subgroups are all gravita-
tionally unbound and will therefore expand in the future,
they all lack evidence for having been in a more compact
configuration in the past. This goes against the view that
associations expand as they age from an almost universal
compact configuration (e.g., Pfalzner 2009). This is partic-
ularly clear in the case of the three subgroups of Sco-Cen,
which Pfalzner & Kaczmarek (2013) suggest had an orig-
inal size of 1–3 pc, approximately an order of magnitude
smaller than their current size. The kinematics of stars in
the subgroups shows that this is definitely not the case. Fur-
thermore there is no evidence for a coherent radial expan-
sion pattern amongst the members of each subgroup and the
kinematic substructure evident in Figure 11 suggest a more
complex expansion pattern consisting of multiple expanding
substructures within each subgroup.

7.3 Kinematic substructure and the formation of
Sco-Cen

Molecular clouds are known to be highly substructured, both
spatially (Falgarone et al. 1991) and kinematically (Hacar
et al. 2013), with this hierarchical or fractal structure passed
on to the formed stars (Elmegreen & Elmegreen 2001) and
often evident in their initial spatial distribution (Guter-
muth et al. 2008). Dynamical interactions between groups
of stars can erase this substructure (e.g., Scally & Clarke
2002; Parker et al. 2014), a process that acts on the dy-
namical timescale of a region. If the dynamical timescale
is longer than the age of the region then the primordial
substructure can be preserved (e.g., Goodwin & Whitworth
2004), though dynamical timescales can change as a region
expands or collapses (so an instantaneous measure of the dy-
namical timescale isn’t always so revealing). The amount of
substructure present in a region can constrain the past dy-
namical evolution of a group of stars, since it requires that
a region cannot have had periods with a short dynamical
time otherwise dynamical mixing would have erased its sub-
structure. Compact star clusters have significantly shorter
dynamical timescales than extended OB associations, so the
presence of physical or dynamical substructure in a region
means it can never have been in a highly compact phase in
the past (e.g., Parker et al. 2014).

The three subgroups of Sco-Cen each display evidence
for kinematic substructure, as has been observed in other OB
associations (Wright et al. 2014) and across large star form-
ing complexes (e.g., Fűrész et al. 2006, 2008; Tobin et al.
2015). US exhibits kinematic substructure similar to that
seen in Cyg OB2, with many small subgroups containing 5–
10 stars from our sample, and some stars that don’t appear
to be part of any visible substructures, while UCL and LCC
exhibit much larger substructures with 10s of stars in each
group, but only 2–4 clear groups in each subgroup. These
substructures may be responsible for the complex star for-
mation history revealed by Pecaut & Mamajek (2016), with
the observed age spreads within each subgroup due to the

Downloaded from https://academic.oup.com/mnras/advance-article-abstract/doi/10.1093/mnras/sty207/4828376
by University of Keele user
on 08 February 2018



combination of individual substructures within it, each of
which may not have a significant age spread. We therefore
agree with the conclusions of those authors that the current
division of Sco-Cen into three subgroups is too simplistic and
at least UCL and LCC should be broken down into smaller
subgroups based on their ages or kinematics.

A number of different formation scenarios have been
considered for Sco-Cen, ranging from the sequential star for-
mation process originally proposed by Blaauw (1964a) and
extended by Preibisch & Zinnecker (1999), the impact of a
high-velocity cloud on the disk (Lepine & Duvert 1994), to
its formation in a large ring-like structure containing other
young groups of stars known as the Gould Belt (Lindblad
et al. 1973). The high-velocity cloud scenario and the Gould
Belt model both predict stellar motions that are opposite
to those observed and so have been ruled out (e.g., Sar-
tori et al. 2003; Preibisch & Mamajek 2008). The sequential
star formation model suggests that star formation began in
UCL and propagated to LCC, US, and then the ρ Ophi-
uchus star forming region through triggering by supernova
shockwaves. The presence of kinematic substructure and age
spreads within the subgroups that suggests they would be
better subdivided into smaller groups with a more complex
star formation history complicates this model, but doesn’t
necessarily disprove it.

8 CONCLUSIONS

Our kinematic study of the Sco-Cen OB association using
Gaia DR1 parallaxes and proper motions has lead to the
following findings.

(i) We use Bayesian inference and forward modelling to
calculate 3D velocity dispersions for the three subgroups.
All three have non-isotropic velocity dispersions, suggesting
they are not dynamically relaxed and likely have not been
in the past. The 3D velocity dispersions are 3.20+0.22

−0.20 (US),
2.45+0.20

−0.20 (UCL), and 2.15+0.47
−0.24 km/s (LCC). These imply

virial masses that are over an order of magnitude larger
than the known stellar mass, confirming the subgroups are
gravitationally unbound.

(ii) We have explored multiple methods for testing if and
how the subgroups are expanding, including the Blaauw
(1964b) linear expansion model, 3D linear expansion, a
comparison of expanding and non-expanding convergence
points, tracing back the individual stellar motions to identify
the smallest size of each subgroup in the past, and studying
corrected proper motion vector maps. The kinematic data
are inconsistent with the subgroups being the expanded rem-
nants of individual star clusters, with no coherent expansion
pattern evident and no evidence that the subgroups had a
more compact configuration in the past.

(iii) The subgroups all show evidence for kinematic sub-
structure, which we quantify using a spatial correlation test.
US appears to consist of multiple small substructures, sim-
ilar to that observed in Cyg OB2 (Wright et al. 2016),
thought not as strong, while UCL and LCC appear to be
made up of a smaller number of larger substructures with
a lower significance. The presence of these substructures
places constraints on the past structure and dynamical evo-
lution of the subgroups.

To conclude, the three subgroups of Sco-Cen are not
the expanded remnants of individual star clusters and in-
stead are likely to have formed with considerable physical
and kinematic sub- structure, such as from numerous smaller
clusters. Much of this kinematic substructure remains to-
day, most likely because the subgroups have not undergone a
densely clustered phase during which the substructure would
have been erased. US retains considerable substructure that
may be very similar to its primordial structure, while UCL
and LCC appear to consist of a few larger substructures
that may indicate either that they were born as such groups
or that these substructures have undergone some mergers
already. Combined with the recent evidence from Pecaut &
Mamajek (2016) showing that Sco-Cen has considerable sub-
structure in its age distribution (which is likely to be closely
related to its kinematic substructure) our results suggest
that the subgroups did not form as individual bursts of star
formation but are instead composed of multiple smaller sub-
groups, each of which probably formed in a different place
and at a different time.

Combined with recent studies (e.g., Makarov 2007; Ma-
majek & Bell 2014; Wright et al. 2016) our results sug-
gest that the classical view of OB associations (and mov-
ing groups) being the expanded remnants of star clusters is
incorrect. Instead these groups appear to have formed with
more extended and substructured spatial and kinematic dis-
tributions. This implies that the assumption that clusters
and associations expand uniformly as they age is not true
(Pfalzner 2009) and that star cluster disruption mechanisms,
such as residual gas expulsion (Kroupa et al. 2001), are not
necessary for dispersing the majority of young stars into the
Galactic field. This has significant implications for the for-
mation of the Galactic field and the birth environment of
stars and proto-planetary disks.
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Fűrész G., Hartmann L. W., Megeath S. T., Szentgyorgyi
A. H., Hamden E. T., 2008, ApJ, 676, 1109
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A&A, 554, A55

Hills J. G., 1980, ApJ, 235, 986

Høg E. et al., 2000, A&A, 355, L27

Hogg D. W., Bovy J., Lang D., 2010, ArXiv e-prints
Holmberg J., Flynn C., 2004, MNRAS, 352, 440

Hoogerwerf R., de Bruijne J. H. J., de Zeeuw P. T., 2000,
ApJL, 544, L133

Janson M., Lafrenière D., Jayawardhana R., Bonavita M.,
Girard J. H., Brandeker A., Gizis J. E., 2013, ApJ, 773,
170

Jeffries R. D. et al., 2014, A&A, 563, A94
Jones D. H. P., 1971, MNRAS, 152, 231

Karim M. T., Mamajek E. E., 2017, MNRAS, 465, 472

Kharchenko N. V., Scholz R.-D., Piskunov A. E., Röser S.,
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