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ABSTRACT
A 2014 study of the eclipsing binary star 1SWASPJ011351.29+314909.7 (J0113+31) reported an unexpectedly high effective
temperature for the M-dwarf companion to the 0.95-M� primary star. The effective temperature inferred from the secondary
eclipse depth was ∼600 K higher than the value predicted from stellar models. Such an anomalous result questions our
understanding of low-mass stars and might indicate a significant uncertainty when inferring properties of exoplanets orbiting them.
We seek to measure the effective temperature of the M-dwarf companion using the light curve of J0113+31 recently observed by
the Transiting Exoplanet Survey Satellite (TESS). We use the pycheops modelling software to fit a combined transit and eclipse
model to the TESS light curve. To calculate the secondary effective temperature, we compare the best-fitting eclipse depth to the
predicted eclipse depths from theoretical stellar models. We determined the effective temperature of the M dwarf to be Teff,2 =
3208 ± 43 K, assuming log g2 = 5, [Fe/H] = −0.4, and no alpha-element enhancement. Varying these assumptions changes Teff,2

by less than 100 K. These results do not support a large anomaly between observed and theoretical low-mass star temperatures.

Key words: techniques: photometric – binaries: eclipsing – stars: fundamental parameters – stars: low-mass – stars: individual:
2MASS J01135129+3149097.

1 IN T RO D U C T I O N

One of the most important factors in correctly characterizing an
exoplanet is to understand its host star. The parameters of an orbiting
exoplanet are, in most cases, inferred from its effect upon the signal
of its stellar host, most commonly through the transit or radial
velocity methods. The host star properties are most often obtained
by matching observable star properties to stellar evolution models
(e.g. Baraffe et al. 1998; Dotter et al. 2008). Thus, if these models
are erroneous, and with them our understanding of the primary star,
so too will any exoplanet observations that are inferred from them.
This raises a possible issue regarding low-mass stars. Low-mass
stars suffer from a lack of data compared to other brighter sources.
Direct measurements of stellar mass and radius are uncommon and
of temperature rarer still. As low-mass stars are being looked upon
more and more as favourable targets for exoplanet detection and
characterization (Charbonneau & Deming 2007; Quirrenbach et al.
2014; Delrez et al. 2018), this could be a great problem for both
current and future observations. Recently, the EBLM Project (Triaud
et al. 2013) has been launched to start to address this problem. Its
aim is to characterize around 200 low-mass eclipsing binary (EBLM)
systems discovered in the SuperWASP survey to better understand
M-dwarf stars.

� E-mail: m.i.swayne@keele.ac.uk
† Fulbright Fellow

One study in the EBLM project (Gómez Maqueo Chew et al.
2014, GMC+2014 hereafter) has reported derivations of the
mass, radius, and temperature of the eclipsing M-dwarf system
1SWASPJ011351.29+314909.7 (J0113+31 hereafter). They in-
ferred a much higher M-dwarf temperature than predicted by the-
oretical models. A similar issue was noted by Ofir et al. (2012)
in their analysis of KIC 1571511B. If this inconsistency is a wider
trend, it could result in the incorrect characterization of exoplanets in
low-mass star systems. J0113+31 was recently observed by the TESS
mission (Ricker et al. 2014). This allows us to see if we can reproduce
this anomalous secondary temperature measurement. In this Letter,
we present the analysis of the TESS light curve of J0113+31. After
fitting the observed light curve using Monte Carlo Markov Chain
(MCMC) techniques, we then compared the observed secondary
eclipse depth to those predicted by theoretical stellar spectra. We find
that our observed secondary effective temperature does not agree with
the unexpectedly high temperatures seen in GMC+2014, implying
a value expected for a low-mass M dwarf.

2 O BSERVATION

The TESS survey is split into 26 overlapping 90◦ × 24◦ sky sectors
over both Northern and Southern hemispheres, with each observed
for approximately 1 month. The eclipsing binary J0113+31 (TIC
400048097) was observed in Sector 17 of the survey as part of
the Guest Investigator programs G022039 and G022062, with 2-
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Figure 1. Left: TESS pixels for its observation of J0113+31 overlaid on to an image of the area around the object from the PanSTARSS image server (Flewelling
et al. 2016). J0113+31 is the bright, central star, the TESS photometric aperture is in blue, and the pixels used to calculate the background flux are in green. Right:
The TESS light curve of J0113+31. The light curve is shown in blue with the eclipse and transit events masked in detrending shown in red. The polynomial used
to detrend the light curve is overlaid in green.

min cadence data made available. J0113+31 is a bright (V = 10.1)
eclipsing binary star composed of a G0-2 V, metal-poor ([Fe/H] =
−0.4) primary star and a much fainter M-dwarf companion with a
mass of about 0.2 M�. The orbital period is approximately 14.3 d and
the orbit is eccentric (e ≈ 0.3). We downloaded the light curve from
the Mikulski Archive for Space Telescopes (MAST)1 web service.
We used the PDCSAP flux data for our analysis. Any cadences
in the light curve with severe quality issues were ignored using the
”default” bitmask 175 (Tenenbaum & Jenkins 2018). We downloaded
the target pixel file for the target and overlaid the TESS aperture
used on to a map of the local sky area in order to confirm that the
Science Processing Operations Center (SPOC) pipeline accounted
for the presence of any contaminating stars. From Fig. 1, it can be
seen that there are three faint stars within the photometric aperture.
The flux from J0113+31 relative to the total flux of all stars in the
photometric calculated from the TESS magnitudes from the TESS
input catalogue (Stassun et al. 2019) is 0.9722. This is similar
to the reported crowding metric used for J0113+31 of 0.9695, so
we are satisfied that the PDCSAP flux had been corrected for this
contaminating flux. In addition, we observed a slight stellar variation
in the light curve. We removed the resultant low-frequency noise
by masking the transits events, fitting a polynomial of order 25, and
dividing the unmasked light curve by the resulting function, shown in
Fig. 1.

3 A NA LY SIS /RESULTS

To create the models needed for light-curve fitting, we used
pycheops,2 a PYTHON module developed for analysis of data from
the CHEOPS mission (Cessa et al. 2017). The transit model uses

1https://mast.stsci.edu
2https://pypi.org/project/pycheops/

the qpower2 algorithm (Maxted & Gill 2019) to calculate the transit
light curve assuming a power-2 limb-darkening law. The parameters
used in the model are: the time of mid-primary eclipse T0, the
transit depth D = k2 = R2

2/R
2
1 where R2 and R1 are the radii of the

secondary and primary stars, the impact parameter b = acos i/R1

where i is the orbital inclination and a is the semimajor axis,
the transit width W =

√
(1 + k)2 − b2R1/(πa), the eccentricity

and argument of periastron-dependent parameters fs = √
e sin (ω)

and fc = √
e cos (ω), the eclipse depth L, and the limb-darkening

parameters h1 and h2 as defined by Maxted (2018). The light curve
includes only one primary and two secondary eclipses, so we fixed
the orbital period at the value P = 14.2769001 d from GMC+2014.
As h2 did not converge to a value during the MCMC fit, we fixed
it at a value obtained by an interpolator inbuilt in pycheops. This
interpolates a value of h2 from a data table presented in Maxted
(2018) based on the limb-darkening profiles from the STAGGER-grid
(Magic et al. 2015). We used the PYTHON module EMCEE (Foreman-
Mackey et al. 2013) to sample the posterior probability distribution of
our model parameters. We sampled a chain of 480 walkers each going
through 6000 steps, starting at values determined by a least-squares
fit and with step sizes set to suitable values for each parameter.
To allow the walkers to settle into the probability distributions, we
performed a burn-in of 500 steps before the sampling. To ensure
that adequate sampling was performed, the number of steps chosen
was ∼65–75 times longer than the autocorrelation length of each
fitted parameter chain. To ensure independent random samples from
their posterior probability distributions, each parameter chain was
thinned by half the minimum parameter autocorrelation length. The
parameter values given in Table 1 are the mean and standard deviation
of each of the thinned model parameter chains. The light-curve fit and
residuals for these parameter values are shown in Fig. 2. We verified
our analysis by performing an independent fit using the eclipsing
binary light-curve model, ellc (Maxted 2016), as implemented in a
package called AMELIE (e.g. Hodžić et al. 2018; Triaud et al. 2020).
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Table 1. The reported orbital parameters from Maxted (2016), GMC+2014 and the parameters calculated by
our pycheops and ellc fits.

GMC+2014 Maxted (2016) pycheops fit ellc fit

R 1/a 0.0534 ± 0.0021 0.0533 ± 0.0004 0.0540 ± 0.0010 0.0536 ± 0.0006
R 2/a 0.0081 ± 0.0004 0.00783 ± 0.00008 0.0083 ± 0.0002 0.0082 ± 0.0001
i (◦) 89.084 ± 0.037 89.09 ± 0.05 88.980 ± 0.103 89.062 ± 0.064
L J 0.00737 ± 0.00024 0.00749 ± 0.00018 – –
L TESS – – 0.00160 ± 0.00009 0.00164 ± 0.00006
e 0.3098 ± 0.0005 0.3096 ± 0.0007 0.3138 ± 0.0151 0.3090 ± 0.0090
ω(◦) 278.85 ± 1.29 278.9 ± 0.03 278.88 ± 0.47 279.01 ± 0.30

Figure 2. Fitted normalized light curve of J0113+31 in phase intervals
around the transit and eclipse events. In both plots, the observed light curve
is displayed in cyan, the best-fitting model is shown in black, and the residual
of the fit is presented in blue.

We find fully consistent results between using the two light-curve
models as shown in Table 1.

4 D ISCUSSION

To convert the parameters from our light-curve model to an estimate
of Teff for the M-dwarf star, we used a similar method to GMC+2014.
This involved comparing the observed secondary eclipse depth with
the expected depth determined using PHOENIX model atmospheres
(Husser et al. 2013). In brief, we integrate the flux of the primary
star over the TESS bandpass and proceed to calculate fluxes for the
secondary over a range of different temperatures using the same
technique. We assume [Fe/H] = −0.5 dex, Teff,1 = 6000 K, log g1 =
4.00 dex, log g2 = 5.00 dex (as in GMC+2014), and no alpha element
enhancement. The predicted eclipse depth is then �2 = D F2

F1
, where

F1 and F2 are the integrated fluxes for the primary and secondary
stars. Using this method, eclipse depths were determined for Teff,2

values from 2500 to 4000 K. For further comparison showing

the effect of different metallicities, predicted eclipse depths were
also calculated using [Fe/H] = 0.0 dex and 0.5 dex. As shown
in Fig. 3, the eclipse depth predicted by the theoretical stellar
models would indicate an effective temperature far lower than that
found by GMC+2014 for all three cases we calculated, with no
difference in metallicity enough to reconcile our results with their
derived temperature of 3922 K. To provide a further comparison, we
also calculated eclipse depths using BT-Settl-CIFIST model spectra,
comparing it with those obtained by PHOENIX using a consistent
[Fe/H] = 0. Again, the observed difference is not enough to account
for the anomalous temperatures seen in GMC+2014.

For our best estimate of the M-dwarf effective temperature, we
decided to use the value of [Fe/H] = −0.4 ± 0.04 provided in
GMC+2014, obtaining it through linear interpolation of eclipse
depths at different metallicities using the PHOENIX-derived values.
Due to the uncertainty in abundances when varying stellar parameters
(Jofré, Heiter & Soubiran 2019), we increased the [Fe/H] error to
±0.1 dex. We calculated the uncertainty in Teff,2 by combining un-
certainties in depth, Teff,1 and metallicity. Adding these uncertainties
in quadrature, we obtained a final effective temperature, Teff,2 =
3208 ± 43 K. As shown in Fig. 3, this is the effective temperature
expected for this star, given its mass.

As the result in GMC+2014 had been so unexpected, they had
discussed and discounted several sources of potential theoretical
error, either being not feasible or not having enough of an effect
to cause a temperature ∼600 K warmer than expected. Therefore, to
examine the possible causes for this inconsistency with our results,
we first verified them using an independent code (ellc). We then
looked for any problems in our own integration of the theoretical
models. We did this by reproducing our eclipse depth predictions
but integrating in the same bandpass as that used by GMC+2014,
specifically that of the FLAMINGOS instrument used to observe their
secondary eclipse data. This correctly reproduces their theoretical
expected depths, ruling out problems in this element of our analysis.
We also tested our method for dividing out variation in the light
curve by observing whether the method is sensitive to the order of
the polynomial used in removing slow flux variations in the light
curve. If we use a polynomial of order 10 instead of 25, we find that
the value of Teff,2 changes by only 3 K, i.e. not enough to put our
overall conclusion in doubt.

We then searched for inconsistencies in the observational measure-
ments of the two studies. One contributing factor could be the issue
of metallicity and how it effects observations at different wavelength
regimes. At a fixed mass, a metal-rich star is predicted to see a
decrease in luminosity caused by the increased opacity. However, this
increase in opacity does not necessarily lead to a reduction in flux in
all bands. Mann et al. (2019) find that in the K band, this trend could
be weakened or reversed due to the increased opacities occurring in
the visible rather than the near-infrared, causing a larger amount of
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Figure 3. Left: The secondary eclipse depths predicted using the PHOENIX [Husser et al. (2013), triangles] and BT-Settl-CIFIST [Baraffe et al. (2015),
crosses] theoretical stellar spectra. All models assume Teff,1 = 6000 K, log g1 = 4.00 dex, log g2 = 5.00 dex, and no alpha element enhancement. We varied
the metallicity between these sets with [Fe/H] = −0.5, 0.0, and 0.5 dex for red, blue, and green markers, respectively, for PHOENIX models. The grey area
represents a 100-K uncertainty in Teff,1. The magenta line shows the fitted eclipse depth from the TESS light curve, L = 0.00160 ± 0.00009. Right: A cutout of
the stellar mass versus effective temperature diagram from Parsons et al. (2018), with our result and the result from GMC+2014 highlighted (green crosses).
The type of system is displayed by different colours and symbols. The theoretical relation from Baraffe et al. (2015) for an age of 1 Gyr is plotted in grey.

the flux to escape. They display the flux ratio of metal-poor and metal-
rich stars in different wavelength regimes, finding a change from 1.2
to 1.0 between r

′
and K bands. As the TESS satellite operates from the

r to z bands and the FLAMINGOS J band was used by GMC+2014
in their fit, an underestimation in opacity in optical wavelengths
could result in the model-predicted eclipse depths implying a lower
temperature than they should for high-metallicity objects. However,
as shown in Fig. 3, the differences produced by changes in metallicity
would likely not be large enough to reconcile our results. In addition,
any differences in the J band are likely to be even smaller (Mann
et al. 2019). No matter the changes we can make to theoretical stellar
spectra, there is no single temperature that will match the reported
depths in the TESS and J bands.

Our preferred interpretation is that the result in GMC+2014 is
a result of systematic errors. Systematic errors inherent to ground-
based observation have been a problem when trying to infer temper-
ature from precise eclipse measurements, most noticeably with hot
Jupiters (De Mooij et al. 2011; Croll et al. 2015). In Hooton et al.
(2019), the eclipse depth measured by one instrument is less than
50 per cent of another for the eclipses of WASP-12 b observed in
the I band. For our value of Teff,2, the predicted eclipse depth in the
J band is 0.0044, cf. a depth of 0.00737 reported by GMC+2014.
This is a discrepancy of about 50 per cent, similar to the systematic
error reported by Hooton et al. (2019). This suggests that systematic
errors can produce the size of anomaly that we are finding. Going
further, Hansen, Schwartz & Cowan (2014) conducted an analysis
of eclipse depth uncertainties in regard to inferring atmospheric
quantities and proposed an underestimation in error across all eclipse
depth observations. Considering the need for precise measurements
to properly constrain theoretical models, further observations by
other ground-based and space-based instruments are needed to ensure
accuracy.

5 SU M M A RY

In this paper, we have presented our analysis of the TESS light curve
of J0113+31 and derived orbital parameters by MCMC fitting. We
do not confirm the hotter than expected temperature reported by
GMC+2014 for the M-dwarf companion. Our analysis found an
effective temperature of Teff,2 = 3208 ± 43K, a value that agrees
well with those predicted by theoretical stellar models. Our preferred
explanation for the discrepancy is that GMC+2014 underestimated
the systematic error in their ground-based measurement of the eclipse
depth.

Additional observations of J0113+31 among other EBLMs are
planned using the recently launched CHEOPS satellite. The analysis
of the high-precision light curves observed by CHEOPS of these
objects will contribute towards the better understanding of low-
mass stars using more accurate radii and temperatures. With its
observational bandpass based in the visual part of the spectrum, it
would also be worthwhile to undertake further observation in the
near-infrared to see if eclipse depths obtained in these different
regimes still disagree, or if there are further possible causes for
reported anomalous effective temperatures of low-mass stars.
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Jofré P., Heiter U., Soubiran C., 2019, ARA&A, 57, 571
Magic Z., Chiavassa A., Collet R., Asplund M., 2015, A&A, 573,

A90
Mann A. W. et al., 2019, ApJ, 871, 63
Maxted P., 2016, A&A, 591, A111
Maxted P., 2018, A&A, 616, A39
Maxted P., Gill S., 2019, A&A, 622, A33
Ofir A., Gandolfi D., Buchhave L., Lacy C. H., Hatzes A. P., Fridlund M.,

2012, MNRAS Lett., 423, L1
Parsons S. et al., 2018, MNRAS, 481, 1083
Quirrenbach A. et al., 2014, Proc. SPIE Vol. 9147, p. 91471F
Ricker G. R. et al., 2014, J. Astron. Telesc. Instrum. Syst., 1, 014003
Stassun K. G. et al., 2019, AJ, 158, 138
Tenenbaum P., Jenkins J., 2018, Technical Report, TESS Science Data

Products Description Document .
Triaud A. H. et al., 2013, A&A, 549, A18
Triaud A. H. et al., 2020, Nature Astron., 4, 650

This paper has been typeset from a TEX/LATEX file prepared by the author.

MNRASL 498, L15–L19 (2020)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nrasl/article/498/1/L15/5869682 by Keele U
niversity user on 10 D

ecem
ber 2020

http://dx.doi.org/10.1051/0004-6361/201425481
https://arxiv.org/abs/0706.1047
http://dx.doi.org/10.1088/0004-637X/802/1/28
http://dx.doi.org/10.1051/0004-6361/201016142
http://dx.doi.org/10.1086/589654
https://arxiv.org/abs/1612.05243
http://dx.doi.org/10.1086/670067
http://dx.doi.org/10.1051/0004-6361/201424265
http://dx.doi.org/10.1093/mnras/stu1699
http://dx.doi.org/10.1093/mnras/sty2512
http://dx.doi.org/10.1093/mnras/stz966
http://dx.doi.org/10.1051/0004-6361/201219058
http://dx.doi.org/10.1146/annurev-astro-091918-104509
http://dx.doi.org/10.1051/0004-6361/201423804
http://dx.doi.org/10.3847/1538-4357/aaf3bc
http://dx.doi.org/10.1051/0004-6361/201628579
http://dx.doi.org/10.1051/0004-6361/201832944
http://dx.doi.org/10.1051/0004-6361/201834563
http://dx.doi.org/10.1111/j.1745-3933.2011.01191.x
http://dx.doi.org/10.1093/mnras/sty2345
http://dx.doi.org/10.1117/1.JATIS.1.1.014003
http://dx.doi.org/10.3847/1538-3881/ab3467
http://dx.doi.org/10.1051/0004-6361/201219643

