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A B S T R A C T 

Inaccurate limb-darkening models can be a significant source of error in the analysis of the light curves for transiting exoplanet 
and eclipsing binary star systems. To test the accuracy of published limb-darkening models, I have compared limb-darkening 

profiles predicted by stellar atmosphere models to the limb-darkening profiles measured from high-quality light curves of 43 

FGK-type stars in transiting exoplanet systems observed by the Kepler and TESS missions. The comparison is done using the 
parameters h 

′ 
1 = I λ(2 / 3) and h 

′ 
2 = h 

′ 
1 − I λ(1 / 3), where I λ( μ) is the specific intensity emitted in the direction μ, the cosine of the 

angle between the line of sight and the surface normal vector. These parameters are straightforward to interpret and insensitive 
to the details of how they are computed. I find that most (but not all) tabulations of limb-darkening data agree well with the 
observed values of h 

′ 
1 and h 

′ 
2 . There is a small but significant offset �h 

′ 
1 ≈ 0 . 006 compared to the observed values that can be 

ascribed to the effect of a mean vertical magnetic field strength ≈100 G that is expected in the photospheres of these inactive 
solar -type stars b ut that is not accounted for by typical stellar model atmospheres. The implications of these results for the 
precision of planetary radii measured by the PLATO mission are discussed briefly. 

Key words: methods: data analysis – planets and satellites: fundamental parameters – stars: atmospheres – stars: solar-type. 
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 I N T RO D U C T I O N  

he variation in the specific intensity emitted from a stellar pho- 
osphere with viewing angle is known as centre-to-limb variation 
CLV) or limb dark ening. Limb-dark ening laws typically parametrize 
he variation in specific intensity at some wavelength λ, I λ( μ), as a
unction of μ = cos ( θ ), where θ is the angle between the line of sight
nd the surface normal v ector. F or a spherical star, μ = 

√ 

1 − r 2 ,
here r is the radial coordinate on the stellar disc from r = 0 at the

entre to r = 1 at the limb. Models of eclipsing binary stars and transit-
ng exoplanets typically use limb-darkening laws that assume I λ(1) = 

. This normalization is assumed implicitly throughout this paper. 
The advent of very high precision photometry for transiting 

xoplanet systems has led to extensive discussion in the literature of
he systematic errors in the parameters for these exoplanet systems 
hat result from inaccuracies and uncertainties in the treatment of 
imb darkening, (e.g. Sing et al. 2008 ; Howarth 2011 ; Csizmadia
t al. 2013 ; M ̈uller et al. 2013 ; Kipping 2013 ; Espinoza & Jord ́an
016 ; Morello et al. 2017 ; Neilson et al. 2017 ; Patel & Espinoza
022 , etc.) One well-established result from such studies is that 
sing a linear limb darkening law, I λ( μ) = 1 − x (1 − μ), can lead to
ignificant bias in the parameters derived from the analysis of high- 
uality photometry. For example, Espinoza & Jord ́an ( 2016 ) found
ystematic errors in the radius estimates for small planets as large as
 per cent as a result of using a linear limb-darkening law. The linear
imb-darkening law is moti v ated by a very simple model in which
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he stellar atmosphere is approximated by a plane-parallel infinite 
lab with a source function that varies linearly with height. There are
e veral alternati ve ways to parametrize limb-darkening that typically 
dd arbitrarily chosen terms to the linear limb-darkening law to 
apture the more complex behaviour of real stellar atmospheres. 
mong the alternative two-parameter laws, the most commonly used 

n exoplanet studies is the quadratic limb-darkening law (Kopal 1950 ) 

 λ( μ) = 1 − u (1 − μ) − v(1 − μ) 2 . (1) 

his limb-darkening law has the advantage of being relatively 
imple and well understood in terms of the correlations between 
he coefficients (P ́al 2008 ; Kipping & Bakos 2011 ; Howarth 2011 )
nd how to sample the parameter space to achieve a non-informative
rior (Kipping 2013 ), but it fails to match optical high-precision light
urves of transiting exoplanet systems (Knutson et al. 2007 ). 

Among the limb-darkening laws with two coefficients, the power- 
 limb-darkening law (Hestroffer 1997 ) has been recommended by 
orello et al. ( 2017 ) as they find that it outperforms other two-

oefficient laws adopted in the exoplanet literature in most cases, 
articularly for cool stars. The form of this limb-darkening law is 

 λ( μ) = 1 − c ( 1 − μα) . (2) 

n Maxted ( 2018 ), I used this limb-darkening law to analyse high-
uality light curves for 16 solar-type stars with transiting hot-Jupiter 
ompanions. I found that the parameters c and α are strongly 
orrelated with one another, so to compare these results to the limb-
arkening profiles from stellar atmosphere models, I introduced the 
is is an Open Access article distributed under the terms of the Creative 
ch permits unrestricted reuse, distribution, and reproduction in any medium, 
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Figure 1. Limb-darkening profiles in the Kepler band for a star with T eff = 

6000 K, log g = 4.0, and solar metallicity from Neilson & Lester ( 2013 ) using 
spherical-symmetric (solid line) and plane-parallel (dotted line) model stellar 
atmospheres. Points show the limb-darkening profile in the Kepler band 
computed using a 3-d radiative hydrodynamical model stellar atmosphere 
with T eff = 6015 K at the same surface gravity and metallicity (Magic et al. 
2015 ; Maxted 2018 ). 
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1 https:// nexsci.caltech.edu/workshop/ 2012/keplergo/ kepler response hires 
1.txt
2 b = a cos ( i )/ R � for a planet with an orbital inclination i in a circular orbit 
with semimajor axis a around a star of radius R � . 
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arameters 

 1 = I λ(1 / 2) = 1 − c 
(
1 − 2 −α

)
, 

 2 = h 1 − I λ(0) = c2 −α. (3) 

hese parameters were found to be uncorrelated and so could be used
o define useful priors for a Bayesian analysis of a light curve for an
clipsing binary star or transiting exoplanet for solar-type stars using
he power-2 limb-darkening law. Short et al. ( 2019 ) note that the
ange of valid h 1 and h 2 v alues gi ven in Maxted ( 2018 ) is incorrect.
he y pro vide equations to calculate the transformed parameters 0 <
 1 < 1 and 0 < q 2 < 1 that span the full range of valid h 1 and h 2 
alues. 

The definition of h 2 causes problems if we want to apply the
esults from Maxted ( 2018 ) to other limb-darkening laws, or to
est the accuracy of limb-darkening laws computed with model
tellar atmospheres. One problem is the definition of the radius for
imb-darkening profiles computed with spherically symmetric model
tmospheres. One such profile is shown in Fig. 1 . These models
an reproduce the smooth sharp drop in flux near the limb of the
tar that is expected for solar-type stars based on observations of
he solar limb-darkening profile. This drop in flux near the limb
s not seen in 1-d plane-parallel model atmospheres. 3-d radiative
ydrodynamical models are computed on a grid of finite size, so it is
ifficult to compute the drop in flux at large values of θ using these
imulations. The detailed shape of the drop in flux near the limb has
 negligible impact on the observed light curves for solar-type stars,
ut it does make the definition of h 2 ambiguous. This complicates
he interpretation of h 2 values inferred from light curve analysis. 

In this study, I have used the Claret 4-parameter limb-darkening
aw (Claret 2000 ) to analyse high-quality light curves for sample of
ransiting hot-Jupiter systems. This limb-darkening law uses four
oefficients to capture the detailed shape of the limb-darkening
rofile using the following equation –

 λ( μ) = 1 −
4 ∑ 

j= 1 

a j (1 − μj/ 2 ) . (4) 

 introduce two new parameters, h 

′ 
1 and h 

′ 
2 , that can be unambigu-

usly computed for any limb-darkening profile. In Section 2 , I use
imulations to show that the values of h 

′ 
1 and h 

′ 
2 measured from
NRAS 519, 3723–3735 (2023) 
ight curves are directly related to the true limb-darkening profile of
he star, and so can be used directly to compare the limb-darkening
rofiles reco v ered from the observ ed light curv es to limb-darkening
alculated with stellar model atmospheres. Section 3 describes the
ethods used to analyse the observed light curves for a sample of

ransiting hot-Jupiter systems, and present the results of this analysis.
ection 4 compares these results to previous studies, and to the
redictions from a selection of stellar atmosphere models, and briefly
iscusses the implications of these results for the PLATO mission.
ection 5 contains my conclusions and recommendations for how to
se these results to constrain limb-darkening in the analysis of light
urves for eclipsing binary stars and transiting exoplanet systems. 

 L I G H T- C U RV E  SI MULATI ONS  

o better understand the constraints on stellar limb darkening pro-
ided by the light curves of transiting exoplanets, I used simulations
ased on the solar limb-darkening profile computed by Kostogryz
t al. ( 2022 ). This semi-empirical limb-darkening profile uses a
ombination of observations and model spectra to produce a realistic
et of intensity spectra as a function of wavelength and viewing angle.
he spectra are computed at the same values of μ (20 values from
.01 to 1) for which observed values of the centre-to-limb variation
f the Sun are provided by Neckel & Labs ( 1994 ), sampled at 7000
avelength values from 339 nm to 1087 nm. I used these spectra to

ompute the limb-darkening profile of a Sun-like star in the Kepler
andpass 1 by numerical integration of the intensity spectra o v er the
nstrument response function, including a factor hc / λ to account for
he fact that the Kepler instrument used photon-counting detectors.
he 20 values of I Kp ( μ) obtained were then scaled by a constant so

hat I Kp (1) = 1. 
I used BATMAN version 2.4.7 (Kreidberg 2015 ) to simulate light

urves of transiting exoplanets assuming a limb-darkening profile of
he form 

 Kp ( μ) = 1 −
6 ∑ 

i= 1 

c i (1 − μ) i . (5) 

he coefficients c 1 , . . . , c 6 were computed using a least-squares fit
o the 20 values of I Kp ( μ) described abo v e. The standard deviation
f the residuals for this least-squares fit is 13 ppm. 
To check the accuracy of these simulated light curves, I computed

he light curve due to the transit of a planet with a radius ratio k =
 p / R � = 0.08 and a stellar radius R star / a = 0.15 assuming a transit

mpact parameter 2 b = 0.4 using BATMAN , and compared this to a
ight curve computed using ELLC (Maxted 2016 ) using the ‘very fine’
umerical grid option. The results agree to better than 4 ppm at all
hases, and to better than 1 ppm outside the ingress and egress of the
ransit. 

I then used BATMAN to simulate light curves for a range of b values
rom b = 0 to b = 0.8 for the same values of k and R � / a noted abo v e.
hese simulated light curves were sampled at 1000 points uniformly
istributed across the duration of the transit. For each value of b , I
enerated 1000 light curves including Gaussian random noise with a
tandard deviation of 100 ppm per observation. This is similar to the
ignal to noise in Kepler light curves of moderately bright stars with
ransiting hot Jupiters, e.g. Kepler-5. I then did a least-squares fit to

art/stac3741_f1.eps
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Figure 2. Limb-darkening profiles for a solar-type star reco v ered from 100 
simulated light curves for a transiting hot Jupiter system with the following 
parameters: k = 0.08, R star / a = 0.15, b = 0.4. The red line in the upper 
panel shows the limb-darkening profile used to generate the simulated light 
curve. The lower panel shows the deviation from this assumed limb-darkening 
profile. 
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hese simulated light curves using Claret’s 4-parameter law to model 
he limb darkening. The free parameters in these least-squares fits 
ere k , b , R � / a , and the four limb-darkening coefficients a 1 , . . . , a 4 .
hese parameters are strongly correlated with one another, which can 
e problematic for many least-squares optimization algorithms. To 
uantify these correlations, I used the af fine-inv ariant Markov-chain 
onte-Carlo sampler EMCEE (Goodman & Weare 2010 ; Foreman- 
ackey et al. 2013 ) to sample the posterior probability distribution of

hese parameters for the least-squares fit to one simulated light curve. 
 then used principal component analysis (PCA) as implemented in 
CIKIT-LEARN (Pedregosa et al. 2011 ) to find a linear transformation 
etween the free parameters of the model and seven uncorrelated 
ariables p 1 . . . , p 7 . To find the best fit to each simulated light
urve, I used the Nelder–Meade algorithm implemented in SCIPY 

Virtanen et al. 2020 ) with the simplex defined in the transformed
arameter space p 1 . . . , p 7 . For every trial set of limb-darkening
oefficients, a 1 , . . . , a 4 , the limb-darkening profile was computed
t 100 uniformly distributed values of μ from 0.01 to 1. Solutions
here these coefficients do not correspond to a physically realistic 

imb-darkening profile with 0 < I ( μ) < 1 and d I ( μ) 
d μ > 0 for all values

f μ were rejected. 
The limb-darkening profile reco v ered from one simulated light 

urve with b = 0.4 is shown in Fig. 2 . The limb-darkening profiles for
ther values of b < ≈ 0 . 6 are qualitatively similar. It is clear from this
gure that the simulated light curve contains very little information 
bout the limb-darkening profile of the star for μ < ≈ 0 . 2, i.e. near the
imb of the star. This may seem to be at odds with the results from

axted ( 2018 ) where values of h 2 = I Kp (1 / 2) − I Kp (0) are quoted
ith a typical accuracy of about ±0.05. Ho we ver, those results were
ased on least-squares fits to Kepler light curves of transiting hot 
upiters assuming a power-2 limb-darkening law. The power-2 limb- 
arkening law has only two parameters. The implication of Fig. 2 is
hat the parameter h 2 is determined by the limb-darkening profile at 

> ≈ 0 . 2, even though it is defined in terms of I Kp (0). So, as well as
eing ambiguously defined, the definition of h 2 is also misleading, 
n that it does not measure what it claims to measure. The value of
 2 will also be subject to systematic error if the true limb-darkening
rofile does not closely match the assumed limb-darkening law near 
he limb of the star. 

Based on these results, I have decided to use the parameters 

 

′ 
1 = I λ(2 / 3) 

 

′ 
2 = h 

′ 
1 − I λ(1 / 3) (6) 

o compare the limb-darkening measured from transit light curves to 
imb-darkening profiles computed from models. The choice of μ = 

 / 3 and μ = 2 / 3 for these definitions is arbitrary but these values
o correspond to points where the reco v ered limb-darkening profiles
re quite well determined, and numerical experiments show that the 
orrelation between h 

′ 
1 and h 

′ 
2 is generally quite low for these values

f μ. The values of h 

′ 
1 and h 

′ 
2 reco v ered from the simulated light

urves are shown as a function of b in Fig. 3 . These results show that
he values of h 

′ 
1 and h 

′ 
2 obtained by fitting a transit light curve using

laret’s 4-parameter limb-darkening law are accurate, i.e. the bias in 
he mean value (offset from the true value) is small compared to the
ncertainty on these values. Fig. 3 also shows that h 

′ 
1 and h 

′ 
2 are not

trongly correlated for transit impact parameter values b < ≈ 0 . 65. For
 

> ≈ 0 . 65, h 

′ 
1 and h 

′ 
2 are strongly correlated because the light curve

oes not contain enough information to determine these parameters 
ndependently. One further conclusion we can take from Fig. 3 is that
he standard error estimates on h 

′ 
1 and h 

′ 
2 based in the PPD sampled

ith EMCEE are accurate for a light curve with uncorrelated Gaussian
oise. Fig. 4 sho ws ho w a small change in the value of h 

′ 
1 or h 

′ 
2 

hanges the shape of the light curve for a typical transiting hot-Jupiter
ystem. 

I used simulations similar to those described abo v e to v erify
hat the values of h 

′ 
1 and h 

′ 
2 obtained by fitting a transit light

urv e are insensitiv e to ‘third light’ (contamination of the light
urve by an unresolved companion star or other light source) 
rovided the contamination is less than about 5 per cent. Similarly,
 found that the results are also not badly affected by assuming a
ircular orbit for systems where the true orbital eccentricity is small
 e < ≈ 0 . 1). 

 ANALYSI S  

.1 Target selection 

 have selected stars observed by the Kepler (Borucki et al. 2010 )
nd TESS (Ricker et al. 2015 ) missions for my analysis. I used the
earch tool 3 provided by the Mikulski Archive for Space Telescopes 
MAST) to select Kepler objects of interest (KOIs) that are confirmed
lanets where the transit signal has a signal-to-noise ratio > 500,
rbital period P < 30 d, transit impact parameter b < 0.8, and a
ost star with an ef fecti ve temperature T eff < 7000 K. Hot stars were
 v oided because they show complications in the light curve due to
ulsations, gravity darkening, etc. Planets with a high transit impact 
arameter were a v oided because their light curves contain little
nformation on the limb darkening of the host star (M ̈uller et al. 2013 ).
hort-period planets are preferred so that the light curve contains 
any transits. This a v oids complications due to systematic errors in
 few transits giving spurious results. Stars known to show transits
rom multiple planets or transit timing variations were excluded from 

he sample. I also excluded HAT-P-11 and Kepler-71 from the sample
ecause their light curves are badly affected by the planet crossing
MNRAS 519, 3723–3735 (2023) 

art/stac3741_f2.eps
https://archive.stsci.edu/kepler/koi/search.php


3726 P . F . L. Maxted 

M

Figure 3. Transit-model and limb-darkening parameters reco v ered from 

simulated light curves for a transiting hot Jupiter system with the following 
parameters: k = 0.08, R star / a = 0.15. Green dashed lines in each panel show 

the standard error on each parameter estimated from the PPD sampled with 
EMCEE for one simulation at each value of b . Blue points with error bars 
show the mean and standard error of the results from 1000 simulations. The 
points in the bottom panel show the correlation coefficients for the parameters 
h ′ 1 = I Kp (2 / 3) and h ′ 2 = h ′ 1 − I Kp (1 / 3) e v aluated from the PPD sampled with 
EMCEE for one simulation at each value of b . 
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Figure 4. Upper panel: simulated light curve for the following parameters: 
R � / a = 0.125, k = 0.093, b = 0.3, h ′ 1 = 0 . 835, h ′ 2 = 0 . 186. Lower panel: 
change in flux due to a change of + 0.01 in the value of h ′ 1 (dashed line) or 
h ′ 2 (dotted line). Vertical lines indicate the contact points of the transit. 
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tar spots during the transit (Sanchis-Ojeda & Winn 2011 ; Zaleski
t al. 2019 ). I used only short-cadence data for this analysis, so stars
ith little or no short-cadence data were also excluded. The stars

elected for analysis are listed in Table 1 . 
I used the TEPCat catalogue of transiting extrasolar planets

Southworth 2011 ) and LIGHTKURVE 4 to select stars brighter than
 = 11.5 showing transits at least 0.5 per cent deep due to planets
aving an orbital period P < 10 d for which TESS 2-min light curves
n at least 5 sectors are available from MAST. The stars selected for
nalysis are also listed in Table 1 . 
NRAS 519, 3723–3735 (2023) 
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The values of T eff , log g, and [Fe/H] for all stars are taken from the
WEET-Cat catalogue (Sousa et al. 2021 ). Where possible, I used

he log g value based on the data from the Gaia eDR3 catalogue
 Gaia Collaboration et al. 2021 ) since this is thought to be more
eliable than the log g values based on spectroscopy (S. Sousa, private
ommunication). The log g value based on spectroscopy was used
n a few cases where no log g value based on Gaia eDR3 data was
vailable. 

Fig. 5 shows the selected target stars in the T eff –log g plane. The
ample is dominated by F- and G-type dwarf stars but there are also
ne or two K-type dwarfs in the Kepler sample. 

.2 Pr e-pr ocessing of the light-cur v e data 

 used the short-cadence pre-search data conditioning SAP fluxes
PDCSAP FLUX) provided in the Kepler archive files for my
nalysis. Only data within one transit duration of the times of mid-
ransit were used for this analysis. The flux values for each transit
ere divided by a straight line fit to the flux values on either side of the

ransit. The normalized fluxes from each quarter were then combined
nto a single phase-binned light curve in two steps. I first calculated
he median value in phase bins of width 180 s. I then rejected points

ore than 5 times the mean absolute deviation in each phase bin
rom the analysis. The remaining points were then used to calculate
he mean and standard error of the mean in phase bins of width 60 s.
he time value assigned to each phase bin corresponds to a time near

he middle of the quarter at the same orbital phase as the mean phase
f the points in the bin. This allows me to include the orbital period
s a free parameter in the fit to the data from all quarters. 

For the TESS data, I used the same steps as for the Kepler data to
ormalize the fluxes and identify outliers. There is, in general, less
ata available for these targets, so I do not phase-bin the data prior
o further analysis. The error assigned to each data point is taken
o be 1.25 times the mean absolute deviation of points in the same
hase bin, so that regions of the light curve that show excess noise
re appropriately down weighted in the analysis. A phase bin width
f 120 s was used for all these calculations. 

.3 Transit model fits 

o model the transits in the light curves of the selected stars, I used
ATMAN version 2.4.7 (Kreidberg 2015 ) with Claret’s 4-parameter
on-linear limb-darkening la w. F or the TESS data, I used 3-point

art/stac3741_f3.eps
https://docs.lightkurve.org/
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Table 1. Ef fecti ve temperature (T eff ), surface gravity (log g in cgs units) and 
metallicity ([Fe/H]) for the stars analysed in this study. 

Star KIC T eff [K] log g [Fe/H] 

HAT-P-7 10666592 6575 ± 34 4.08 ± 0.01 + 0.28 ± 0.02 
Kepler-4 11853905 5885 ± 33 4.15 ± 0.01 + 0.19 ± 0.03 
Kepler-5 8191672 6297 ± 60 4.17 ± 0.02 + 0.04 ± 0.06 
Kepler-6 10874614 5647 ± 50 4.28 ± 0.02 + 0.34 ± 0.05 
Kepler-7 5780885 6213 ± 41 4.03 ± 0.02 + 0.19 ± 0.03 
Kepler-8 6922244 6181 ± 60 4.18 ± 0.02 − 0.08 ± 0.04 
Kepler-12 11804465 5926 ± 60 4.14 ± 0.02 + 0.03 ± 0.04 
Kepler-14 10264660 6500 ± 60 4.22 ± 0.10 + 0.05 ± 0.04 
Kepler-15 11359879 5662 ± 60 4.19 ± 0.10 + 0.27 ± 0.04 
Kepler-17 10619192 5667 ± 63 4.48 ± 0.03 + 0.18 ± 0.05 
Kepler-40 10418224 6296 ± 104 4.04 ± 0.04 + 0.01 ± 0.07 
Kepler-41 9410930 5766 ± 118 4.31 ± 0.05 + 0.21 ± 0.09 
Kepler-43 9818381 6150 ± 90 4.35 ± 0.04 + 0.41 ± 0.07 
Kepler-44 9305831 5757 ± 134 4.36 ± 0.06 + 0.26 ± 0.10 
Kepler-45 5794240 3820 ± 90 4.53 ± 0.08 + 0.20 ± 0.10 
Kepler-74 6046540 6056 ± 62 4.37 ± 0.03 + 0.34 ± 0.05 
Kepler-77 8359498 5595 ± 60 4.47 ± 0.03 + 0.37 ± 0.04 
Kepler-412 7877496 5875 ± 49 4.29 ± 0.02 + 0.27 ± 0.04 
Kepler-422 9631995 5891 ± 60 4.32 ± 0.03 + 0.21 ± 0.04 
Kepler-423 9651668 5790 ± 80 4.51 ± 0.04 + 0.26 ± 0.05 
Kepler-425 5357901 5170 ± 70 4.55 ± 0.04 + 0.24 ± 0.11 
Kepler-426 11502867 5535 ± 60 4.47 ± 0.03 − 0.17 ± 0.04 
Kepler-427 7950644 5800 ± 70 4.24 ± 0.03 − 0.19 ± 0.07 
Kepler-428 5358624 5150 ± 100 4.64 ± 0.05 + 0.09 ± 0.17 
Kepler-433 5728139 6360 ± 140 4.09 ± 0.05 − 0.01 ± 0.19 
Kepler-435 7529266 6388 ± 45 4.23 ± 0.07 + 0.06 ± 0.03 
Kepler-470 11974540 6613 ± 200 4.26 ± 0.07 + 0.04 ± 0.14 
Kepler-471 7778437 6733 ± 288 4.29 ± 0.09 + 0.07 ± 0.15 
Kepler-485 12019440 5801 ± 60 4.42 ± 0.03 + 0.19 ± 0.04 
Kepler-489 2987027 4832 ± 123 4.53 ± 0.07 − 0.12 ± 0.09 
Kepler-490 10019708 6045 ± 134 4.25 ± 0.06 − 0.02 ± 0.15 
Kepler-491 6849046 5521 ± 60 4.45 ± 0.03 + 0.37 ± 0.04 
Kepler-492 7046804 5237 ± 60 4.56 ± 0.03 + 0.14 ± 0.12 
Kepler-670 11414511 5709 ± 111 4.58 ± 0.05 + 0.07 ± 0.14 

Star TIC T eff [K] log g [Fe/H] 
HD 271181 179317684 6495 ± 90 4.20 ± 0.03 + 0.22 ± 0.04 
KEL T -23 458478250 5899 ± 49 4.46 ± 0.02 − 0.11 ± 0.08 
KEL T -24 349827430 6509 ± 50 4.25 ± 0.02 + 0.19 ± 0.08 
TOI-1181 229510866 6121 ± 60 4.23 ± 0.10 − 0.08 ± 0.06 
TOI-1268 142394656 5290 ± 117 4.52 ± 0.04 + 0.34 ± 0.11 
TOI-1296 219854185 5603 ± 47 4.10 ± 0.02 + 0.44 ± 0.04 
WASP-18 100100827 6599 ± 48 4.43 ± 0.02 + 0.22 ± 0.03 
WASP-62 149603524 6355 ± 26 4.39 ± 0.01 + 0.23 ± 0.02 
WASP-100 38846515 6877 ± 95 4.19 ± 0.03 + 0.01 ± 0.06 
WASP-126 25155310 5746 ± 20 4.33 ± 0.01 + 0.14 ± 0.02 
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Figur e 5. Selected tar get stars in the T eff –log g plane. Targets with Kepler 
or TESS light curves are plotted using blue and red symbols, respectively. 
The typical errors on the observed values is indicated by an error bar in the 
upper-right corner of the plot. 
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umerical integration to account for the exposure time of 120 s. The
ree parameters in the fit were: orbital period, P ; time of mid-transit,
 0 ; planet-star radius ratio, k = R pl / R � ; host star radius relative to the
rbital semimajor axis, R � / a ; transit impact parameter b = a cos i / R � 

where i is the planet’s orbital inclination); and the limb-darkening 
oefficients, a 1 , . . . , a 4 . For systems where I found an independent
easurement of the orbital eccentricity that is significantly different 

rom e = 0, I also include e and ω (the longitude of periastron) as
ree parameters but with Gaussian priors applied so that they remain 
onsistent with the independently measured v alues. For e very trial 
et of limb-darkening coefficients, a 1 , . . . , a 4 , the limb-darkening
rofile was computed at 100 uniformly distributed values of μ
rom 0.01 to 1. This calculation was used to reject solutions
here these coefficients do not correspond to a physically realistic 
imb-darkening profile, i.e. 0 < I ( μ) < 1 and d I ( μ) 

d μ > 0 for all values
f μ. To sample the posterior probability distribution (PPD) for the
ector of model parameters θ given the observed light curve, D ,
 ( θ | D) ∝ P ( D| θ ) P ( θ ), I used the af fine-inv ariant Markov chain
onte Carlo sampler EMCEE (Goodman & Weare 2010 ; Foreman- 
ackey et al. 2013 ). To compute the likelihood P ( D| θ), I assume

hat the error on data point i has a Gaussian distribution with standard
eviation f σ i and that these errors are independent. The logarithm 

f the error-scaling factor f is included as a hyper parameter in the
ector of model parameters θ . I used uniform priors on all model
arameters within the full range allowed by the BATMAN model. 
I used 100 w alk ers and 1000 steps to generate a random sample

f points from the PPD following 4000 ‘burn-in’ steps. Convergence 
f the chain was confirmed by visual inspection of the sample values
or each parameter as a function of step number to ensure that there
re no trends in the mean values or variances for the sample values
rom all w alk ers after the burn-in phase. 

A typical parameter correlation plot for selected parameters is 
hown in Fig. 6 . The mean and standard deviation for the parameters
f interest calculated from the sampled PPD are summarized in 
able 2 . Note that the orbital inclination is allowed to exceed i =
0 ◦, so the PPD may include ne gativ e values of b . Examples of the
est fits to typical Kepler and TESS light curves are shown in Fig. 7 .
lso shown in Fig. 7 is the fit to the light curve of Kepler-17, a star

hat shows a moderate level of magnetic activity, resulting in excess
catter through the transit. To measure this excess scatter I computed
he ratio of the standard deviation of the residuals in the bottom half
f the transit to the standard deviation of the data outside the transit.
his ratio, r , is also given in Table 2 . Note that the planet parameters

n Table 2 do not account for tidal deformation of the planet (Burton
t al. 2014 ; Correia 2014 ). 

I also analysed all the light curves using the polynomial limb-
arkening la w giv en in equation ( 5 ). The coefficients c 5 and c 6 
ere both fixed to 0 but the other 4 coefficients were included as

ree parameters in the fit. The details of the analysis are otherwise
dentical to those described abo v e. The results are almost identical
o those obtained using Claret’s 4-parameter limb-darkening, so are 
ot reported here. This does demonstrate that the conclusions of this
tudy are not affected by the choice of limb-darkening law used to
nalyse the light curves. 
MNRAS 519, 3723–3735 (2023) 
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Figure 6. Parameter correlation plots from our analysis of the Kepler light curve of Kepler-5. This plot was produced using the package CORNER (Foreman- 
Mackey 2016 ). 

3

3

A  

b

3

I  

t

3

I  

s

3

K  

c  

e

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/519/3/3723/6958819 by guest on 12 January 2023
.4 Notes on individual objects 

.4.1 Kepler-6 

 correction for a small amount of third light, 	 3 = 0.033, reported
y Dunham et al. ( 2010 ) was made prior to analysis. 

.4.2 Kepler-14 

 used priors on e = 0.035 ± 0.017 and ω = 89 ◦ ± 16 ◦ derived from
he spectroscopic orbit by Buchhave et al. ( 2011 ). 
NRAS 519, 3723–3735 (2023) 
.4.3 Kepler-423 

 used priors on e = 0 . 019 + 0 . 028 
−0 . 014 and ω = 120 ◦ + 77 ◦

−34 ◦ derived from the
pectroscopic orbit by Gandolfi et al. ( 2015 ). 

.4.4 Kepler-489 

epler short-cadence observations of Kepler-489 in Quarter 7 only
o v er two transits of Kepler-489 b so the data from this quarter were
xcluded from our analysis. 
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Table 2. Results from our light-curve analysis. Figures in parentheses give the standard error in the preceding digit. C( h ′ 1 , h 
′ 
2 ) is the correlation coefficient 

for the parameters h ′ 1 and h ′ 2 . The number of points in the light curve and the standard deviation of the residuals are given in the columns headed N and σ , 
respectively. Results in the first part of the table are based on Kepler data and results in the second part of the table are based on TESS data. 

Star P [d] h ′ 1 h ′ 2 C( h ′ 1 , h 
′ 
2 ) k = R pl / R � R � / a b N σ [ppm] r f 

HAT-P-7 2.20 0.859 ± 0.001 0.177 ± 0.001 + 0.09 0.07738(6) 0.2407(2) 0.491(2) 8357 41 1.35 1.30 
Kepler-4 3.21 0.86 ± 0.01 0.23 ± 0.01 + 0.49 0.0247(2) 0.168(6) 0.3(1) 4611 93 0.99 1.09 
Kepler-5 3.55 0.863 ± 0.001 0.168 ± 0.005 −0.15 0.0789(2) 0.1563(6) 0.15(3) 6078 144 1.00 1.06 
Kepler-6 3.23 0.822 ± 0.001 0.214 ± 0.006 −0.33 0.0915(2) 0.1339(5) 0.15(3) 3508 120 1.16 1.04 
Kepler-7 4.89 0.850 ± 0.008 0.192 ± 0.004 −0.04 0.0822(2) 0.1504(5) 0.554(6) 3748 121 1.05 1.08 
Kepler-8 3.52 0.85 ± 0.03 0.178 ± 0.009 + 0.81 0.0946(4) 0.1466(4) 0.719(4) 4281 198 1.05 1.05 
Kepler-12 4.44 0.8438 ± 0.0009 0.187 ± 0.005 −0.29 0.1176(2) 0.1251(3) 0.18(1) 5067 203 1.04 1.15 
Kepler-14 6.79 0.86 ± 0.01 0.173 ± 0.004 + 0.71 0.0454(1) 0.140(3) 0.62(2) 7955 95 1.02 1.11 
Kepler-15 4.94 0.85 ± 0.02 0.220 ± 0.010 + 0.64 0.1025(4) 0.1017(4) 0.683(5) 1988 232 1.00 1.11 
Kepler-17 1.49 0.841 ± 0.001 0.165 ± 0.007 −0.30 0.1328(3) 0.1769(4) 0.18(2) 2951 255 1.96 1.36 
Kepler-41 1.86 0.87 ± 0.02 0.214 ± 0.010 + 0.57 0.1003(4) 0.1964(9) 0.685(6) 1151 210 0.94 1.05 
Kepler-43 3.02 0.87 ± 0.02 0.206 ± 0.006 + 0.50 0.0854(2) 0.1446(6) 0.658(5) 3795 174 1.04 1.04 
Kepler-44 3.25 0.83 ± 0.04 0.20 ± 0.02 + 0.58 0.0807(7) 0.144(3) 0.64(2) 1463 454 1.00 1.09 
Kepler-45 2.46 0.81 ± 0.02 0.23 ± 0.02 + 0.40 0.1814(9) 0.0934(4) 0.560(6) 2420 721 1.04 1.08 
Kepler-74 7.34 0.82 ± 0.05 0.18 ± 0.02 + 0.73 0.091(1) 0.0657(8) 0.70(1) 1440 442 1.12 1.26 
Kepler-77 3.58 0.827 ± 0.004 0.201 ± 0.007 −0.30 0.0984(3) 0.1038(6) 0.38(2) 1746 228 0.99 1.09 
Kepler-412 1.72 0.77 ± 0.08 0.19 ± 0.02 + 0.96 0.104(2) 0.205(1) 0.792(4) 992 194 0.92 1.04 
Kepler-422 7.89 0.838 ± 0.006 0.198 ± 0.006 −0.27 0.0957(2) 0.0737(3) 0.492(7) 6250 233 0.98 1.11 
Kepler-423 2.68 0.829 ± 0.002 0.209 ± 0.008 −0.43 0.1237(3) 0.125(3) 0.33(1) 1944 210 0.97 1.08 
Kepler-425 3.80 0.81 ± 0.02 0.23 ± 0.02 + 0.21 0.1144(7) 0.0863(6) 0.60(1) 1120 329 0.89 1.08 
Kepler-426 3.22 0.85 ± 0.04 0.22 ± 0.02 + 0.75 0.118(1) 0.1046(6) 0.722(6) 1269 391 1.00 1.09 
Kepler-427 10.29 0.826 ± 0.005 0.20 ± 0.02 + 0.00 0.0896(6) 0.0508(6) 0.15(9) 2040 436 1.07 1.48 
Kepler-433 5.33 0.860 ± 0.006 0.17 ± 0.01 + 0.17 0.0633(3) 0.144(2) 0.15(8) 2975 393 0.99 1.15 
Kepler-435 8.60 0.87 ± 0.01 0.19 ± 0.01 + 0.02 0.0627(3) 0.140(2) 0.42(3) 3228 259 0.97 1.15 
Kepler-470 24.67 0.875 ± 0.009 0.15 ± 0.01 + 0.34 0.0806(2) 0.0375(5) 0.44(2) 1724 367 0.99 1.66 
Kepler-471 5.01 0.87 ± 0.01 0.17 ± 0.01 −0.08 0.0765(4) 0.122(2) 0.41(3) 1648 310 1.10 1.21 
Kepler-485 3.24 0.834 ± 0.003 0.17 ± 0.01 −0.28 0.1184(5) 0.1116(7) 0.22(4) 1829 419 1.00 1.07 
Kepler-489 17.28 0.785 ± 0.006 0.20 ± 0.02 + 0.13 0.092(1) 0.0280(5) 0.2(1) 1423 468 0.98 1.29 
Kepler-490 3.27 0.850 ± 0.005 0.19 ± 0.02 −0.34 0.0927(5) 0.131(1) 0.27(5) 1667 337 0.98 1.05 
Kepler-491 4.23 0.818 ± 0.010 0.23 ± 0.01 −0.19 0.0803(5) 0.090(1) 0.44(3) 1363 230 1.04 1.08 
Kepler-492 11.72 0.80 ± 0.06 0.19 ± 0.03 + 0.84 0.097(1) 0.0403(4) 0.70(1) 1446 538 1.04 1.62 
Kepler-670 2.82 0.821 ± 0.007 0.21 ± 0.02 −0.48 0.1197(7) 0.1136(7) 0.41(2) 1805 416 0.98 1.04 
TrES-2 2.47 0.89 ± 0.03 0.201 ± 0.006 + 0.82 0.1242(6) 0.1275(4) 0.845(1) 3179 60 1.13 1.18 

HD 271181 4.23 0.901 ± 0.009 0.17 ± 0.02 + 0.04 0.0805(6) 0.130(3) 0.30(7) 24231 1656 1.01 1.01 
KEL T -23 2.26 0.86 ± 0.01 0.17 ± 0.01 −0.24 0.1326(4) 0.1319(5) 0.524(8) 13912 897 0.99 1.00 
KEL T -24 5.55 0.893 ± 0.002 0.142 ± 0.007 + 0.14 0.0870(2) 0.0936(4) 0.08(5) 8781 404 1.06 1.03 
TOI-1181 2.10 0.875 ± 0.006 0.18 ± 0.02 + 0.10 0.0762(5) 0.245(4) 0.27(7) 27360 1080 1.03 1.01 
TOI-1268 8.16 0.860 ± 0.009 0.20 ± 0.02 −0.01 0.0898(6) 0.058(1) 0.2(1) 4033 1127 1.11 1.03 
TOI-1296 3.94 0.85 ± 0.01 0.18 ± 0.02 + 0.15 0.0760(7) 0.154(4) 0.2(1) 16549 1575 0.99 1.02 
WASP-18 0.94 0.875 ± 0.005 0.15 ± 0.01 −0.28 0.0970(3) 0.288(1) 0.37(2) 14349 588 1.09 1.00 
WASP-62 4.41 0.889 ± 0.003 0.133 ± 0.009 −0.31 0.1110(3) 0.1034(4) 0.25(2) 31427 921 1.01 1.01 
WASP-100 2.85 0.88 ± 0.02 0.14 ± 0.01 + 0.13 0.0824(3) 0.187(1) 0.56(1) 50273 1220 1.03 1.01 
WASP-126 3.29 0.864 ± 0.005 0.20 ± 0.02 −0.21 0.0771(4) 0.128(1) 0.11(8) 39099 1427 1.01 1.01 
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.4.5 HD 271181 (TOI-163) 

he ephemeris for the time of mid-transit published in Kossakowski 
t al. ( 2019 ) is inconsistent with the following ephemeris that I
btained from the analysis of the TESS photometry (figures in 
arentheses are standard errors in the final digit): 

JD TDB = 2459149 . 7199(1) + 4 . 231115(1) · E. 

t is also inconsistent with the ephemeris listed in the TESS ‘objects
f interest’ catalogue published on 2021-12-09 5 that I used for pre- 
rocessing the data. If I use the ephemeris from Kossakowski et al.
 2019 ) to phase-fold the TESS data, I find that the transits occur
pproximately 40 min too early. 
 https://e xoplanetarchiv e.ipac.caltech.edu 
 DI SCUSSI ON  

.1 Estimating the mean offset accounting for additional scatter 

n the following discussion, we frequently wish to measure an 
ffset between estimates of h 

′ 
1 and h 

′ 
2 from two different sources.

 assume that the measurements of h 

′ 
1 and h 

′ 
2 have some extra scatter

eyond their quoted standard errors. This extra scatter, σ ext , will be a
ombination of variance of astrophysical origin, e.g. due to magnetic 
ctivity on the star, and systematic errors e.g. imperfect removal of
nstrumental noise. If we assume that all errors are independent and
ave a Gaussian distribution, then the log likelihood to obtain the
bserved difference � = { � i ± σi , i = 1 , . . . , N} is 

ln p( � | 〈 � 〉 , σext ) = −1 

2 

∑ 

i 

[
( � i − 〈 � 〉 ) 2 

s 2 i 

+ ln 
(
2 π s 2 i 

)]
, 
MNRAS 519, 3723–3735 (2023) 

https://exoplanetarchive.ipac.caltech.edu
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Figure 7. Light curves for three stars together with the best fit from our 
analysis (red line). The light curve for KEL T -23 is from TESS , the other two 
light curves are from Kepler and have been phase-binned prior to analysis. 
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Figure 8. Difference between the values of h ′ 1 and h ′ 2 measured from Kepler 
light curves by Maxted ( 2018 ) and from this study. 
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here s 2 i = σ 2 
i + σ 2 

ext . I assume a broad uniform prior on the mean
ffset, 〈 � 〉 , and a broad uniform prior on ln σ ext . I then sample the
osterior probability distribution using EMCEE with 1500 steps and
28 w alk ers. After discarding the first 500 ‘burn-in’ steps of the
arkov chain, I use the remaining sample to calculate the mean and

tandard deviation of the PPD for 〈 � 〉 , i.e. the best estimate for the
alue of the offset and its standard error. 

.2 Comparison to Maxted ( 2018 ) 

here are 16 stars in common between this study and Maxted ( 2018 ),
n which I analysed Kepler light curves assuming a power-2 limb-
arkening law. These studies also differ in the way that the light curve
ata were processed prior to analysis, e.g. phase-binning, outlier
ejection, and normalization, and the details of the analysis such as
he assignment of weights to the data, the model used to analyse the
ata ( ELLC versus BATMAN ), etc. Fig. 8 shows the difference between
he values of h 

′ 
1 and h 

′ 
2 between these two studies. The agreement

etween the values of h 

′ 
1 from these two studies is excellent ( �h 

′ 
1 =
NRAS 519, 3723–3735 (2023) 
 . 000 ± 0 . 008, σ ext, 1 = 0.001). There is a small offset in the values
f h 

′ 
2 between these two studies ( �h 

′ 
2 = 0 . 010 ± 0 . 002, σ ext, 2 =

.001). I repeated the analysis of the phase-binned Kepler light curves
escribed in Section 3.2 for these 16 stars using a power-2 law instead
f the Claret 4-parameter law. The results are very similar for the
ifferences between the values of h 

′ 
1 and h 

′ 
2 . The implication of these

esults is that the measured values of h 

′ 
1 are rob ust b ut the values of

 

′ 
2 may be affected by systematic errors ≈0.01 depending on the
etails of the analysis. 

.3 Comparison to limb-darkening profiles from models 

.3.1 Technical details 

or each set of tabulated limb-darkening coefficients, the predicted
alues of h 

′ 
1 and h 

′ 
2 for each star are computed by linear interpolation

ased on the values of T eff , log g , and [Fe/H] given in Table 1 .
rrors on h 

′ 
1 and h 

′ 
2 are computed using a Monte Carlo method

ssuming Gaussian independent errors on these input values. For
ost models, the interpolation yields values of the coefficients a 1 ,

 . . , a 4 that are then used to compute h 

′ 
1 and h 

′ 
2 using equation ( 4 ).

or the comparison to the results of Kostogryz et al. ( 2022 ) I use
he tabulated values of I λ( μ) directly with linear interpolation to
ompute h 

′ 
1 and h 

′ 
2 . Kostogryz et al. ( 2022 ) provide two sets of limb-

arkening profiles, ‘Set 1’ with a fixed value of the mixing-length
arameter and chemical abundances relative to the solar composition
rom Grevesse & Sauval ( 1998 ), and ‘Set 2’ using a variable mixing-
ength parameter depending on T eff and the solar composition from
splund et al. ( 2009 ). The difference between the observed and

alculated values of h 

′ 
1 and h 

′ 
2 for ‘Set 2’ as a function of impact

arameter, b , are shown in Fig. 9 . 
The mean offset and external scatter for each set of coefficients

omputed in the sense ‘observed–calculated’ using the method
escribed in Section 4.1 are given in Table 3 . Based on the
imulations described in Section 2 , I have only used systems with
easured impact parameters b < 0.65 for this comparison. This

s to a v oid systems with strongly correlated values of h 

′ 
1 and h 

′ 
2 

 C( h 

′ 
1 , h 

′ 
2 ) 

> ≈ 0 . 5). For systems with b < 0.65, h 

′ 
1 and h 

′ 
2 will be

orrelated but there are similar numbers of stars with positive and
e gativ e values of C( h 

′ 
1 , h 

′ 
2 ), so the statistics in Table 3 should be

eliable. 
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Figure 9. Comparison of observed values of h ′ 1 and h ′ 2 to predicted values 
calculated using the ‘Set 2’ models from Kostogryz et al. ( 2022 ) as a function 
of impact parameter, b . Points for stars observed using Kepler and TESS are 
colour-coded blue and red, respectively. 
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The limb-darkening profiles for PHOENIX–COND models from 

laret ( 2018 ) are calculated on a grid that extends beyond the limb
o the limb-darkening coefficients in these tables cannot be used 
irectly. Claret defines the limb to occur at μ′ = μcri and set I λ( μ′ ) =
 for μ′ > μcri . To calculate h 

′ 
1 and h 

′ 
2 , the independent variable must

e rescaled using 

= ( μ′ − μcri ) / (1 − μcri ) , 

o μ = 2 / 3 corresponds to μ′ = 2 / 3 + 1 / 3 μcri and μ = 1 / 3 cor-
esponds to μ′ = 1 / 3 + 2 / 3 μcri . Note that the values of h 

′ 
1 and h 

′ 
2 

eri ved are insensiti ve to the details of how μcri is calculated. Referring
o Fig. 1 , we see that the sharp drop in flux near the limb occurs o v er
 narrow range between r ≈ 0.9982 and r ≈ 0.9998. Taking the 
adius of the limb to be r = 0.9985 ± 0.0003, this corresponds to

cri = 0.0548 ± 0.0055. This uncertainty on the value of μcri results 
n errors of only ±0.0008 for h 

′ 
1 and ±0.0002 for h 

′ 
2 . 

The limb-darkening coefficients for PHOENIX–COND models 
rom Claret ( 2018 ) and from MARCS models by Morello et al. ( 2022 )
Table 3. Results from our light-curve analysis, b < 0.65. 

Model Source 〈 �h ′ 1 〉 σ ext, 1 

Kepler 
Stagger-grid Maxted ( 2018 ) + 0.007 ± 0.002 0.006 
MPS-ATLAS Kostogryz et al. ( 2022 ) + 0.006 ± 0.002 0.004 
MPS-ATLAS Kostogryz et al. ( 2022 ) + 0.009 ± 0.002 0.005 
ATLAS Claret & Bloemen ( 2011 ) + 0.006 ± 0.002 0.005 
ATLAS Sing ( 2010 ) + 0.003 ± 0.001 0.004 
sATLAS Neilson & Lester ( 2013 ) + 0.035 ± 0.003 0.010 
ATLAS Neilson & Lester ( 2013 ) −0.022 ± 0.004 0.014 
PHOENIX–COND Claret ( 2018 ) + 0.010 ± 0.003 0.009 
MARCS Morello et al. ( 2022 ) + 0.029 ± 0.002 0.009 

TESS 
Stagger-grid Maxted ( 2018 ) + 0.006 ± 0.004 0.002 
MPS-ATLAS Kostogryz et al. ( 2022 ) + 0.004 ± 0.003 0.005 
MPS-ATLAS Kostogryz et al. ( 2022 ) + 0.006 ± 0.003 0.005 
ATLAS Claret ( 2017 ) + 0.005 ± 0.003 0.005 
PHOENIX–COND Claret ( 2018 ) + 0.011 ± 0.004 0.008 
re only available at solar-metallicity. I have used the limb-darkening 
oefficients from Set 1 of Kostogryz et al. ( 2022 ) to calculate a linear
orrection for [Fe/H] to the values of h 

′ 
1 and h 

′ 
2 from these models.

he mean values of T eff , log g and [Fe/H] for the stars in our sample
re 〈 T eff 〉 = 6355 K, 〈 log g 〉 = 4.39 and 〈 [Fe/H] 〉 = 0.23. For these
alues of T eff and log g , assuming [Fe/H] = 0 results in a value of h 

′ 
1 

hat is 0.0027 too high and a value of h 

′ 
2 that is 0.0035 too low in the

ESS band cf. the values obtained assuming [Fe/H] = 0.23. In the
epler band, h 

′ 
1 is 0.0034 too high and h 

′ 
2 is 0.0041 too low. This

orrection for metallicity has a very small influence on the results
resented in Table 3 . 

.3.2 Results 

part from the models by Neilson & Lester ( 2013 ), the results in
able 3 are fairly similar for all models. Typically, there is a small
ut significant offset �h 

′ 
1 ≈ 0 . 006 for both the TESS and Kepler

ands. The offset �h 

′ 
2 ≈ −0 . 01 typically seen for these models is

robably not significant because is comparable to the systematic 
rror due to differences in the analysis methods used discussed in the
revious section. 
Neilson & Lester ( 2013 ) found a large difference in the limb-

arkening profiles they computed using plane-parallel (ATLAS) 
nd spherically symmetric (sATLAS) model atmospheres. This 
ifference can be seen in Fig. 1 . They conclude that ‘sphericity
s important even for dwarf model atmospheres, leading to sig- 
ificant differences in the predicted coefficients’. The PHOENIX–
OND models from Claret ( 2018 ) also assume spherical sym-
etry. In contrast to Neilson & Lester ( 2013 ), I see very good

greement between the results from the PHOENIX–COND models 
nd plane-parallel models, and good agreement between these 
odels and the observations. There is rather poor agreement be- 

ween the observed values of h 

′ 
1 and h 

′ 
2 and the predicted values

rom Neilson & Lester ( 2013 ) for both the ATLAS and sATLAS
odels. The conclusion regarding spherically symmetric versus 

lane-parallel models from Neilson & Lester ( 2013 ) cannot be
egarded as reliable until the poor agreement between their computed 
imb-darkening coefficients and results presented here is better 
MNRAS 519, 3723–3735 (2023) 

〈 �h ′ 2 〉 σ ext, 2 N Notes 

−0.007 ± 0.004 0.013 21 
−0.012 ± 0.004 0.012 24 Set 1 
−0.013 ± 0.003 0.013 24 Set 2 
−0.013 ± 0.004 0.013 24 
−0.013 ± 0.003 0.012 24 
−0.011 ± 0.004 0.014 24 Mass M = 1.1 M 	
+ 0.036 ± 0.004 0.014 24 
−0.003 ± 0.004 0.013 24 Linear correction for [Fe/H] 
−0.025 ± 0.004 0.015 23 Linear correction for [Fe/H] 

−0.001 ± 0.007 0.005 6 
−0.009 ± 0.004 0.002 10 Set 1 
−0.010 ± 0.004 0.002 10 Set 2 
−0.011 ± 0.004 0.001 10 Microturbulence ξ = 2 km/s 
−0.002 ± 0.006 0.005 10 Linear correction for [Fe/H] 

st on 12 January 2023
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M

Figure 10. Comparison of observed values of h ′ 1 and h ′ 2 to predicted values 
calculated using PHOENIX–COND models (Claret 2018 ) for systems with 
impact parameter b < 0.65. Kepler-45 with T eff = 3820 K is not shown here. 
Points for stars observed using Kepler and TESS are colour-coded blue and 
red, respectively. The linear fits to the residuals for stars with T eff > 5500 K. 
described in the text are shown in green. 
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.3.3 Trends with effective temperature 

or the limb-darkening coefficients based on PHOENIX–COND
odels (Claret 2018 ) there is a clear trend in �h 

′ 
1 = h 

′ 
1 , obs − h 

′ 
1 , cal 

ith T eff for stars with T eff > 5500. The corresponding trend for �h 

′ 
2 

ith T eff is marginally significant. Fitting these trends for stars with
 eff > 5500 observed with Kepler and TESS together, I find 

h 

′ 
1 = (0 . 0095 ± 0 . 0019) + ( + 0 . 015 ± 0 . 005) Y , 

�h 

′ 
2 = (0 . 0008 ± 0 . 0031) + ( −0 . 015 ± 0 . 008) Y , 

where Y = ( T eff − 6000 K) / 1000 K. These trends are shown in
ig. 10 . To achieve a fit with χ2 = N df for these least-squares fit,
 added 0.00966 and 0.01638 in quadrature to the standard error
stimates on �h 

′ 
1 and �h 

′ 
2 , respectively. There are only a few stars

ith T eff < 5500 K in our sample, so it is not clear if these trends
ontinue to cooler stars. Similar trends in �h 

′ 
1 and �h 

′ 
2 with T eff 

re seen for the limb-darkening coefficients published by Neilson &
ester ( 2013 ). For the sATLAS stellar models these trends are 

h 

′ 
1 = ( + 0 . 0374 ± 0 . 0017) + ( + 0 . 025 ± 0 . 005) Y , 

�h 

′ 
2 = ( −0 . 0106 ± 0 . 0036) + ( −0 . 017 ± 0 . 010) Y . 

or the plane-parallel ATLAS models these trends are 

h 

′ 
1 = ( −0 . 0219 ± 0 . 0017) + ( + 0 . 034 ± 0 . 005) Y , 

�h 

′ 
2 = ( + 0 . 0372 ± 0 . 0035) + ( −0 . 024 ± 0 . 010) Y . 

The limb-darkening coefficients for the Kepler band recently
ublished by Morello et al. ( 2022 ) also show trends in �h 

′ 
1 and

h 

′ 
2 with T eff . For stars with T eff > 5500, I find the following linear

ts to these trends 

h 

′ 
1 = ( + 0 . 0293 ± 0 . 0016) + ( + 0 . 018 ± 0 . 005) Y , 

�h 

′ 
2 = ( −0 . 0241 ± 0 . 0036) + ( −0 . 020 ± 0 . 009) Y . 

o achieve a fit with χ2 = N df for these least-squares fit, I added
.0048 and 0.0133 in quadrature to the standard error estimates on
h 

′ and �h 

′ , respectively. 
NRAS 519, 3723–3735 (2023) 

1 2 
t

No other models show any significant trend in �h 

′ 
1 or �h 

′ 
2 with

 eff . 

.3.4 Impact of magnetic activity 

n Maxted ( 2018 ), I suggested that the small offsets between the
bserved values of h 1 and h 2 and the values predicted by the
tagger-grid models may be due to weak magnetic fields in the
tmospheres of the solar-type stars studied. None of the atmosphere
odels discussed here, including the Stagger-grid models, include

he impact of magnetic fields. The comparison of observed h 2 values
o models is not straightforward for the reasons discussed abo v e, but
he conclusion regarding h 1 from Maxted ( 2018 ) is robust and very
imilar to the results for h 

′ 
1 in this study. 

The impact of a magnetic field on the limb-darkening of the Sun
an be seen in Fig. 4 of Norris et al. ( 2017 ). This figure shows the
imb-darkening of a Sun-like star computed using the MURaM stellar
tmosphere model assuming either zero magnetic field or including
 mean vertical magnetic field strength of 100 G, which is typical for
he quiet Sun. The effect of this magnetic field at a wavelength of
11 nm is to increase h 

′ 
1 by 0.007 and to decrease h 

′ 
2 by 0.005. This

grees very well with the observed values of h 

′ 
1 and h 

′ 
2 observed in the

epler bandpass with a mean wavelength ≈630 nm. The tendency
or the magnetic field to have less of an effect at redder wavelengths
een in Fig. 4 of Norris et al. ( 2017 ) is also reflected in our results for
he TESS bandpass with a mean wavelength ≈800 nm cf. the results
or the bluer Kepler bandpass. 

An intriguing piece of evidence in fa v our of this interpretation is
he case of WASP-18. This star has a significantly lower value of h 

′ 
1 

ompared to stars with similar T eff . This can be seen in Fig. 10 , where
ASP-18 is the outlier that sits below the trend at T eff ≈ 6500 K

nd �h 

′ 
1 ≈ 0, i.e. models without magnetic fields do a good job of

redicting the limb-darkening for WASP-18. This star is known to
ave abnormally low level of magnetic activity compared to similar
tars of the same age, probably due to the influence of its massive
ery short-period planetary companion ( M = 10 M Jup ; P = 0.94 d;
illitteri et al. 2014 ; Fossati et al. 2018 ). 
Magnetic activity will cause additional scatter in the light curve

uring the transit due to the variations in the mean flux level outside
ransit and occultation of activ e re gions by the planet. This can be
een for the case of Kepler-17 in Fig. 7 . The quantity r given in
able 3 quantifies this additional scatter. There is no clear correlation
etween the values of �h 

′ 
1 or �h 

′ 
2 and r , but there are only three

tars with r > 1.2 so it difficult to know how to interpret this result. 
An anonymous referee has suggested that the stellar atmosphere
odels used to compute the various limb-darkening tabulations in
able 3 may have been designed to agree with the measurements
f the solar limb-darkening by Neckel & Labs ( 1994 ). This is not
he case for the models by Kostogryz et al. ( 2022 ), which were
ested against the solar data but not calibrated using these data
A. Shapiro, pri v ate communication), nor for the MARCS models
sed by Morello et al. ( 2022 ) (B. Plez, pri v ate communication). I
as unable to find any mention of calibration against solar limb-
arkening measurements in the papers that describe the models used
or the limb-darkening tabulations in Table 3 (Kurucz 1992 ;Lester &
eilson 2008 ; Husser et al. 2013 ). Even if these models were ‘tuned’

o agree with Neckel & Labs’ measurements, this would not lead
o a good fit to the transit light curves of a solar-twin since this
ight curve would include the effect of the planet crossing spots and
aculae on the stellar disc, features that were strictly excluded from
he measurements reported in Neckel & Labs ( 1994 ). 
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Figure 11. A simulated PLATO light curve of a bright Sun-like star with 
transits by an Earth-like planet. All three simulated transits are shown together 
as a function of time relative to the closest time of mid-transit. Light-blue 
points are the simulated data at a cadence of 25 s. Dark-blue points show the 
average values in 30-min bins. The model transit used to inject the transits 
into the simulated light curve is shown as a black line. 
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.4 Implications for the PLATO mission 

t is beyond the scope of this study to explore these implications for
he full range of known exoplanet systems that can now be studied
ith a wide variety of ground-based and space-based instrumenta- 

ion. Ho we ver, this study was moti v ated by the International Space
cience Institute (ISSI) International Teams project ‘Getting Ultra- 
recise Planetary Radii with PLATO: The Impact of Limb Darkening 
nd Stellar Activity on Transit Light Curves’, so it is worthwhile to
onsider in the light of these results whether uncertainties in limb-
arkening models are a significant obstacle to the primary aim of
he PLATO mission – to measure the radii of Earth-like planets in 
he habitable zones of Sun-like stars with a precision of 3 per cent
Rauer et al. 2016 ). 

I used the PLATO solar-like light-curv e simulator PSLS v ersion 
.5 (Samadi et al. 2019 ) to generate 1000 d of simulated data for
 Sun-like star with an apparent magnitude V = 10 assuming that
he star is observed by all 24 cameras. Apart from the apparent

agnitude of the star and the time span of the data, all other options
ere left at the values set in the example input configuration file

SLS.YAML provided with the software. Simulated trends in the data 
ere remo v ed by dividing the simulated flux values by a smoothed
ersion of the light curve using a Savitzky–Golay filter with a window 

idth of 1 d. 
For each trial in this Monte Carlo analysis, I selected a random

ime of mid-transit for the first transit and assumed that three transits
 yr apart are observed consecutively. The model transit is calculated 
ssuming that the planet has the same radius and orbital period as
he Earth, the transit impact parameter is b = 0, the orbit is circular,
nd that the star has the same mass and radius as the Sun. The model
ransit was calculated using the methods described in Section 2 . A
ypical simulated light curve is shown in Fig. 11 . 

To select a limb-darkening law for the analysis, I fitted the noiseless 
odel transit light curve assuming either a quadratic limb-darkening 

aw, a power-2 limb-darkening law, or the Claret 4-parameter limb- 
arkening law. I selected the power-2 law since it shows the lowest
tandard deviation of the residuals of these three limb-darkening laws 
0.017 ppm cf. 0.023 ppm for the 4-parameter law and 0.106 ppm for
he quadratic law). The power-2 law also shows the smallest offset
etween the planet–star radius ratio derived from a least-squares fit 
o the noiseless transit light curve and the planet-star radius ratio used
o simulate the transit light curve ( −0.01 per cent cf. 0.10 per-cent
or the 4-parameter law and 0.16 per cent for the quadratic law). 

Least-squares fits to each of the simulated light curves were 
erformed with Gaussian priors on h 

′ 
1 and h 

′ 
2 centred on the values

etermined from the limb-darkening profile used to simulate the 
odel transit and with standard errors of 0.01 on h 

′ 
1 and 0.02 h 

′ 
2 .

hese nominal uncertainties on h 

′ 
1 and h 

′ 
2 are based on the results

n Table 3 assuming that an empirical correction is applied to the
alues of these parameters from one of the models that gives accurate
redictions of their values, but with some uncertainty due to the
bserved scatter around the predicted values and the standard error in
he zero-point correction. The free parameters in these least-squares 
ts are k = R pl / R � , b , R � / a , h 

′ 
1 , and h 

′ 
2 . I also used a Gaussian prior on

he mean stellar density calculated from R � / a and P via Kepler’s third
aw assuming that this value is known accurately with a precision
f 1 per cent from asterosiesmology of the host star. These results
ere compared to the results of similar least-squares fits to the same

imulated light curves with the limb-darkening fixed to the best- 
tting power-2 law to the actual limb-darkening profile. 
From 10 000 Monte Carlo simulations, we find that the standard

rror on the planet–star radius ratio with fixed limb-darkening 
s 2.579 per cent whereas with our nominal Gaussian priors on
 

′ 
1 and h 

′ 
2 , the standard error on the planet-star radius ratio is

.594 per cent. This shows that uncertainties on limb-darkening will 
dd approximately (0.3 per cent) 2 to the variance in the measured
lanet–star radius ratio for Earth-like planets orbiting in the habitable 
ones of bright Sun-like stars, i.e. much smaller than the expected 
rror on the measured planet–star ratio for Earth-like planets orbiting 
right Sun-like stars. 

 C O N C L U S I O N S  

n this study, I have studied the limb-darkening information content 
n the Kepler and TESS light curves for a sample of solar-type
tars with transiting hot-Jupiter companions. The limb-darkening 
nformation is quantified using the parameters h 

′ 
1 = I λ(2 / 3) and

 

′ 
2 = h 

′ 
1 − I λ(1 / 3). These parameters are shown to be well defined

nd subject to little or no systematic error. These observed values of
 

′ 
1 and h 

′ 
2 have been compared to the predictions from several grids

f stellar atmosphere models. In general, the agreement between 
odels and observations is very good. There is a small but significant

ffset �h 

′ 
1 ≈ 0 . 006 between the observed and calculated values of

 

′ 
1 which can be ascribed to the impact of the magnetic field on the
tmospheric structure of these solar-type stars. 

Based on these results, I recommend that any of the following
ources can be used to obtain reliable limb-darkening data for solar-
ype stars with lo w le vels of magnetic activity – Maxted ( 2018 ),
ostogryz et al. ( 2022 ), Claret & Bloemen ( 2011 ), Sing ( 2010 ). The
erformance of all these models is similar and none of them show
ignificant trends in �h 

′ 
1 or �h 

′ 
2 with T eff . The ‘Set 1” models from

ostogryz et al. ( 2022 ) perform particularly well and co v er a wide
ange of T eff , log g , and [Fe/H] values, and with good sampling of this
arameter space. Ho we ver, it should be noted that all these models
ill show a small offset from the true limb-darkening profile because

hey do not account for the effects of the mean magnetic field on the
tar’s atmospheric structure. This will introduce a small systematic 
rror in the parameters obtained from the analysis of the light curve if
he limb-darkening profile is fixed in the analysis. A better approach
s to include some or all of the limb-darkening coefficients as free
arameters in the analysis but with Gaussian priors on the values of
 

′ 
1 and h 

′ 
2 included in the fit. For h 

′ 
1 , the mean of the Gaussian prior

hould include a small correction based on the value of 〈 �h 

′ 
1 〉 for the
MNRAS 519, 3723–3735 (2023) 
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odel used from Table 3 . The standard error on the Gaussian prior for
 

′ 
1 should account for the uncertainties in the values of T eff , log g , and
Fe/H] used to estimate the limb-darkening coefficients, plus some
dditional error to account for the uncertainty in the correction, plus
he scatter around the predicted values ( σ ext, 1 ). The same approach
an be used for the Gaussian prior on h 

′ 
2 but an additional error

±0.005 should be included to allow for the small systematic
rror in h 

′ 
2 due to differences in the data pre-processing and data 

nalysis. 
F or e xample, according to the ‘Set 1’ models from Kostogryz

t al. ( 2022 ), a star with T eff = 6000 ± 100 K, log g = 4.0 ± 0.05,
nd [Fe/H] = 0.0 ± 0.1 will have h 

′ 
1 = 0 . 874 ± 0 . 004, h 

′ 
2 =

 . 168 ± 0 . 004 in the Kepler band. The empirical correction to
he value of h 

′ 
1 from Table 3 is 〈 �h 

′ 
1 〉 = + 0 . 006 ± 0 . 002 with a

catter σ ext, 1 = 0.004. The Gaussian prior to be applied for the
nalysis of the light curve would then be h 

′ 
1 = 0 . 880 ± 0 . 006. For

 

′ 
2 , 〈 �h 

′ 
2 〉 = −0 . 012 ± 0 . 004 with a scatter σ ext, 2 = 0.012. The

aussian prior to be applied for the analysis of the light curve
ncluding an additional error of 0.005 to account for uncertainties
ue to data pre-processing and analysis method differences would
hen be h 

′ 
2 = 0 . 156 ± 0 . 014. 

I have used a Monte Carlo simulation of PLATO light curves to
how that limb-darkening will not be a significant contribution to
he uncertainties in planet radii measured by the PLATO mission
rovided that the limb-darkening models are carefully selected and
alibrated against observations of real stars using measurements
imilar to those presented here. 
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