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ABSTRACT

Aims. The nitrogen to carbon (N/C) and nitrogen to oxygen (N/O) ratios are the most sensitive quantities to mixing in stellar interiors
of intermediate and massive stars. We further investigate the theoretical properties of these ratios as well as put in context recent
observational results obtained by the VLT-FLAMES Survey of massive stars in the Galaxy and the Magellanic Clouds.
Methods. We consider analytical relations and numerical models of stellar evolution as well as our own stellar atmosphere models,
and we critically re-investigate observed spectra.
Results. On the theoretical side, the N/C vs N/O plot shows little dependence on the initial stellar masses, rotation velocities, and
nature of the mixing processes up to relative enrichment of N/O by a factor of about four, thus this plot constitutes an ideal quality
test for observational results. The comparison between the FLAMES Survey and theoretical values shows overall agreement, despite
the observational scatter of the published results. The existence of some mixing of CNO products is clearly confirmed, however the
accuracy of the data is not sufficient for allowing a test of the significant differences between different models of rotating stars and
the Geneva models. We discuss reasons (for the most part due to observational bias) why part of the observational data points should
not be considered for this comparison. When these observational data points are not considered, the scatter is reduced. Finally, the
N/C vs N/O plot potentially offers a powerful way for discriminating blue supergiants before the red supergiant stage from those after
it. Also, red supergiants of similar low velocities may exhibit different N enrichments, depending on their initial rotation during the
main-sequence phase.
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1. Introduction

Models for the evolution of massive stars are of utmost impor-
tance for wide fields of astrophysics. Among many others, they
provide the basis for the interpretation of stellar populations in
stellar clusters and galaxies (Maeder & Conti 1994), define the
structure of supernova progenitors and nucleosynthesis yields
(Bresolin et al. 2008). They are the starting point for predict-
ing the properties of the first generation of stars (Bromm & Lar-
son 2004) and for explaining exotic phenomena such as neutron
stars, stellar black holes, and γ-ray bursts of the long-duration
soft-spectrum type (Woosley & Heger 2012).

Differences in the massive star populations in various galac-
tic environments (like blue-to-red supergiant ratios or Wolf-
Rayet to O star numbers) have long since indicated that the stan-
dard theory of massive star evolution (e.g., Chiosi & Maeder
1986), which describes the stars as mass-losing non-rotating
bodies parameterised by mass and chemical composition (metal-
licity), is not complete. More recently, progress in astrophysical
observation, in particular from high-resolution spectroscopy and
from asteroseismology, has shown more deviations from stan-
dard theory, e.g., in form of nitrogen enrichments of the surface
layers of massive stars near the main sequence (MS).

Over the past two decades, a growing body of evidence
has been assembled indicating that rotation (Meynet & Maeder

2000; Heger & Langer 2000; Meynet & Maeder 2005), binarity
(Wellstein et al. 2001), and possibly magnetic fields (Maeder &
Meynet 2005; Heger et al. 2005; Meynet et al. 2011) are as im-
portant factors for massive star evolution as mass-loss. Past de-
velopments are reviewed by Maeder & Meynet (2000), Maeder
(2009), and Maeder & Meynet (2012) for single stars, and by
Vanbeveren et al. (1998) and Langer (2012) in consideration of
additional effects of massive binary star evolution. Martins &
Palacios (2013) recently presented a quantitative comparison of
currently available model grids, aimed at constraining the uncer-
tainties on the predicted evolutionary paths from the theoretical
side.

The importance and sources of internal mixing is a major
concern of most recent models of stellar evolution, since mixing
affects all of the model outputs. The models make detailed pre-
dictions of the surface properties (stellar parameters and chem-
ical abundances) of massive stars that need to be compared to
detailed observations for verification of the assumptions made
in the models. So far, the most ambitious effort in this respect
was the VLT-FLAMES Survey of massive stars in the Galaxy
and the Magellanic Clouds (in brief, the ‘FLAMES Survey’ in
the following, Evans et al. 2005, 2006). The quantitative analy-
sis of a large number of early B-type stars covering a wide range
of rotational velocities gave rise to challenges in the concept of
rotational mixing (Hunter et al. 2008, 2009). In particular, the ex-
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istence of highly nitrogen-enriched slow rotators (see also Morel
et al. 2006; Nieva & Przybilla 2012; Rivero González et al. 2012)
and nitrogen-normal fast rotators (together composing ∼40% of
the sample stars) was found to contradict current model predic-
tions.

Maeder et al. (2009) pointed out that the behaviour of the ex-
cess N/H ratio, which is the primary evidence for this criticism,
is a multivariate function

∆ log(N/H) = f (M, τevol, v sin i,multiplicity,Z) ,

where M is the mass of a star, τevol its age, V sin i the (projected)
rotational velocity, and Z the metallicity. In order to find a corre-
lation of a multivariate function with a parameter (V sin i in the
case of the FLAMES Survey), it is necessary to limit the range
of the other parameters involved as much as possible. Maeder
et al. (2009) argued that the concept of rotational mixing is in
fact supported, when the range of parameters is limited.

However, the enrichment of nitrogen is only one aspect of
rotational mixing. With nitrogen, carbon and oxygen also have
to follow tight correlations as participants in the CNO-bicycle,
in addition to helium, which is the burning product (Przybilla
et al. 2010). The most sensitive parameters to mixing are the
nitrogen to carbon (N/C) and nitrogen to oxygen (N/O) ratios.
In this respect, the N/C vs N/O plot of observed abundances is
essential. This shall be studied further here.

We first investigate the properties of the N/C vs N/O di-
agram, both by analytical (Sect. 2) and numerical approaches
(Sect. 3). In particular, we examine its sensitivity to the initial
stellar masses, to the metallicity, and to the strength of mixing.
We compare the recent determinations of CNO abundances for
OB stars within the FLAMES Survey to the theoretical predic-
tions and we try to analyse the discrepancies (Sect. 4). In Sect. 5,
we perform our own line-formation computations for a ∼10%
fraction of early B-type stars from the FLAMES Survey to re-
assess the published results by Hunter et al. (2009). Finally, the
conclusions from our investigations are summarised in Sect. 6.

2. Nuclear constraints on the N/C vs N/O plots

First, we examine the changes of the N/C vs N/O ratios pre-
dicted by the CNO cycle analytically. Two different simplifying
hypotheses can be made. In the case of the most massive stars,
the carbon 12C immediately reaches equilibrium by the CN cycle
and is turned to 14N (see for example Maeder 2009). The oxy-
gen 16O is slowly destroyed during the MS to produce nitrogen
14N. Thus, we take the number C of carbon atoms as a constant,
and note by N and O the numbers of nitrogen and oxygen atoms.
We consider only the most abundant isotopes of each of these
elements. We have

d(N/C) = dN/C , (1)
dO = −dN . (2)

One has to be careful about treating mass fractions and number
ratios correctly. For example, with mass fractions, the above re-
lations would be written:

d(XN/XC) = dXN/XC , (3)

dXO = −
8
7

dXN . (4)

The constant number of carbon atoms implies the constancy of
the mass fraction XC. Each time a nitrogen atom is destroyed an
oxygen atom is created, but their mass fractions are related as

indicated, since turning 14N to 16O requires the addition of two
nucleons, at the expense of the H-content.

In terms of numbers, we have

d
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O

)
=
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O
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O
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This means that the slope in a plot N/C vs N/O initially only
depends on nuclear physics and initial CNO ratios1. In such
a plot for massive stars, the first term on the right produces a
linear relation, while the second one flattens the slope as the
CNO cycle proceeds. We shall see this flattening of the curve for
the most massive stars in Figs. 1, 2, 5, 6, 7, and 8 obtained from
numerical models. There, the slopes for the most massive stars
are lower than for intermediate masses, because of the more
rapid transformation of oxygen into nitrogen in more massive
stars.

Another simplifying assumption applies to the lower mass
stars experiencing the CNO cycle. There, one may assume that
the CNO cycle starts by converting 12C to 14N, keeping the 16O
abundance about constant. This implies in numbers (Przybilla
et al. 2010),

dC = −dN and (7)
d(N/O) = dN/O . (8)

Thus, we have

d
(

N
C

)
=

dN
C

(
1 +

N
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)
, (9)

leading to the ratio
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)
d
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O

) =
N/C
N/O

(
1 +

N
C

)
. (10)

There, the relation deviates upwards from a linear curve as more
advanced products of the CNO cycle become visible. Figures
in Sect. 3 show well this effect for the lower stellar masses
(5-15 M�) in the range considered.

With rotation included (Ekström et al. 2012), the new models
predict N-enrichment down to 2 M�. For a moderate enrichment
corresponding, for example, to N/O=0.3 and N/C=0.7 in inter-
mediate and massive stars (see Fig. 1), we find from Eqs. (6) and
(10), respectively, the following slopes:

d
(

N
C

)
d
(

N
O

) = 1.79, and 3.97 . (11)

These local average slopes, based on our two simplifying as-
sumptions, are illustrated in Fig. 1. The slope for the lower mass
stars is steeper than that of the higher mass stars, in agreement
with the analytical predictions.
1 The reader may wonder why appear here the initial values of N/C
and N/O, and not the values obtained after CN equilibrium. Actually,
it can be shown that when the dilution factor is near 1, then the values
of N/C and N/O appearing in the equations are actually initial values.
The dilution factor is defined as the fraction of the mass with initial
composition divided by the total mass which is mixed. This total mass is
made from the mass with initial composition (initially in the envelope)
and the mass with CN equilibrium composition (initially in the core).
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Fig. 1. The N/C vs N/O abundances (in numbers) during the MS phase
of models of rotating stars with Z = 0.014 and initial masses in the
range of 5 to 60 M� by Ekström et al. (2012). The initial rotation veloc-
ities correspond to 40% of the critical velocity. The slopes (11) obtained
from the analytical approximations are indicated. The two dotted lines
in black indicate the limiting solutions, (17) for the lower line, and (14)
for the upper line. They are correct near the initial abundances, but then
rapidly and largely deviate from the numerical models.

We may also note that Eqs. (6) and (10) can be integrated
analytically. We call y=N/C and x=N/O. Eq. (6) with C constant
becomes

dy
dx

=
y
x

1
1 + x

, (12)

which admits a solution of the form

y =
k1 x

1 + x
, (13)

where k1 is a constant defined by initial conditions. This is

N
C
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N
O

1 + N
O

with k1 =

(
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C

)
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)
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]
(
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O

)
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. (14)

With the same notations for x and y, Eq. (10) with O constant
becomes

dy
dx

=
y
x

(1 + y) . (15)

This equation has the following solution:

y =
x

k2 − x
, (16)

where k2 is another constant determined by the initial conditions.
This is

N
C
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N
O
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N
O
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(
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O

)
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N
C

)
ini

+

(
N
O

)
ini
. (17)

The two solutions (14) and (17) are plotted in Fig. 1, which
also presents the results of the numerical models discussed in
the next Section. We see that these two solutions are tangent and
encompass the model results close to the initial abundances, but
they rapidly and largely deviate upwards and downwards from

Fig. 2. The N/C vs N/O abundances (in numbers) during the MS phase
of models of rotating stars with Z = 0.0088 for the Galaxy and initial
masses in the range of 5 to 60 M� by Brott et al. (2011). The curves
shown correspond to initial rotation velocities of 40% of the critical
velocities for comparison with Fig. 1.

the numerical solutions when CNO-processed elements appear.
This is not a surprise in view of the simplifying assumptions
made. The analytical solutions are only valid for small depar-
tures from the initial abundances. The numerical models show
intermediate values between the two limiting cases, as normally
expected. We notice in this context that average slopes (6) and
(10) over a limited interval are likely better simplifying assump-
tions, as illustrated by Fig. 1.

From the point of view of stellar physics, we recall that the
N/C and N/O ratios do not always change simultaneously and in
the same way. The branching ratio between the ON loops and the
CN cycle is about 10−3 at a typical temperature T = 2.5 · 107 K.
Thus, the conversion of C to N occurs at a lower temperature T
than that of O to N. Thus, the main effect in massive stars is that
the conversion of C to N occurs much faster than that of O to N.
The reactions also occur differently at different levels in the stars,
but this has generally little consequence for massive stars on the
MS, since efficient nuclear reactions occur in a large convective
core. This may be different in later evolutionary phases. Thus,
depending on the strength of the mixing processes at different
levels in the stars and at different ages, the relations between
the observed surface N/C and N/O ratios may be different. This
explains why these relations are not always the same and may
show differences as evolution proceeds.

3. Models for OB stars in the Galaxy, LMC, and SMC

3.1. Numerical models for solar abundances

Recent grids of the Geneva models (Ekström et al. 2012, here-
after E12) consider both non-rotating and rotating stars in the
range of mass 0.8 to 120 M�. The rotating models have an initial
velocity equal to 40% of the critical equatorial velocity. Three
different sets of models have been made or are in progress with
initial metallicities Z = 0.014 (E12), Z = 0.006 (Eggenberger et
al. in prep.) and Z = 0.002 (Georgy et al. 2013a). Solar or scaled
solar elemental abundances are adopted with the initial N/C and
N/O ratios for solar abundances of 0.248 and 0.131 (by number),
respectively.
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Fig. 3. The N/C vs N/O abundances (in numbers) for a 15 M� model
with Z = 0.014 (Georgy et al. 2013b) with various initial rotation ve-
locities (in km s−1). Open circles indicate the end of the MS phase and
squares mark the beginning of the red supergiant phase.

For Z = 0.014, the initial mass fractions of the main CNO
elements are X(12C) = 2.283 · 10−3, X(14N) = 6.588 · 10−4, and
X(16O) = 5.718 · 10−3 (Asplund et al. 2005, 2009). Figure 1
shows the relations N/C vs N/O during the MS for models from
5 to 60 M�. This means that the present results apply to clusters
with ages between 4 and 110 Myr. For non-rotating stars, there
is no enrichment in this mass interval, except at the end of the
MS phase of the 60 M� model (there the change of surface com-
position is due to mass loss).

The rotating stellar models (E12), with an initial velocity of
40% of the critical one2, correspond rather well to the average
observed velocities at each mass. As illustrated by Fig. 1 the
relations are very close to linear for the whole MS phase. At
5 M�, the mixing is small and N/O reaches only 0.26 at the end
of the MS phase. In agreement with relations (11), the less mas-
sive stars have the steepest slopes, while the relation is flatter for
massive stars. The range of slopes span by the models during
the MS phase is rather narrow. It is a bit smaller than the range
given by the analytical approximation (11). This is understand-
able, since the analytical approximations apply to two extreme
cases and the numerical models are between these extremes.

Figure 2 is identical as Fig. 1 but shows the models by Brott
et al. (2011, hereafter B11) , in some cases interpolations have
been made from the grid of these authors. The metallicity of
Z = 0.0088 adopted by these authors is lower than the metal-
licity adopted in the Geneva models and based on Przybilla et al.
(2008) and Nieva & Przybilla (2012), however the adopted CNO
ratios are similar in both sets of models. The initial slope is the
same as in the Geneva models, but it is a bit steeper in models
by B11 away from the zero age MS. This may result from the
different physics of mixing in the two sets of models. The main
differences are: 1) the much larger overshoot parameter adopted
by B11; 2) the Geneva models adopt an advecto-diffusion treat-
ment for the meridional circulation, while B11 use a diffusion
scheme; and 3) the models by B11 include magnetic field while
the Geneva models do not. The large initial overshooting (since
the pressure scale height HP is larger initially) favours a rapid

2 The reader should be aware that the definition of Vcrit used by Brott
et al. (2011) and the definition used by the Geneva group are different
and not exactly comparable.

Fig. 4. The N/C vs N/O abundances (in numbers) during the MS phase
of a 15 M� model with Z = 0.0088 (Brott et al. 2011) with various initial
rotation velocities (in km s−1).

surface increase of N/C by the CN cycle, while the contribution
of the ON cycle becomes relatively more important in the course
of evolution.

The extension of the tracks in Figs. 1 and 2 is a measure of
the importance of mixing. We see that the N/C enrichments are
about the same in both sets of models. However, the enrichments
in N/O are larger, by at least 50%, in the Geneva models for the
models with an average (rather low) velocity equal to 40% of the
critical velocity. The effects are different for higher velocities, as
shown below.

The effects of various initial rotational velocities in the N/C
vs N/O plot are illustrated for 15 M� models in Fig. 3 (Georgy
et al. 2013b) and in Fig. 4 (B11). The models are labelled by
their equatorial velocity3. The end of the MS phase is marked by
a small open circle in Fig. 3. The beginning of the red supergiant
phase is indicated by a small square. The (first) blue supergiant
phase extends between the open circle and the square. Figure 4
only covers the MS of the models by B11. The behaviours of the
two sets of models are different. For moderate velocities (Veq .
400 km s−1), as seen above, the N/O enrichments are higher in
the Geneva models, while the more rapid rotators from B11 are
more enriched. For the N/C ratio, the trend is the same.

Another difference between the two sets of models is that at a
given value of N/O, the Geneva models by Georgy et al. (2013b)
predict progressively higher N/C ratios for higher rotation veloc-
ities. The models by B11 predict tracks in the N/C vs N/O plot
with only small deviations from the average relation, with maybe
a trend that is inverse of that in the Geneva models. We will see
below that this trend, i.e., higher N/C ratios for lower velocities
at a given N/O value, is present in Fig. 10 from the B11 for the
SMC composition. At this stage, the observations do not permit
us to discriminate between the two sets of models.

On the whole, we may conclude that, at least for low or
moderate N/O values, the deviations from a linear relation
remain small: in all cases, for the models by B11, we see that
at N/O=0.4, 0.6, and 0.8, the maximum N/C values are limited
to approximatively 2.2, 3.8, and 5.8, respectively, while for the
Geneva models these values are 1.2, 2.4, and 4.4, respectively.

3 Note that in terms of Ω/Ωcrit (as labelled in Georgy et al. 2013b), the
132 (277, 333, 396, and 501) km s−1 model corresponds to 0.3 (0.6, 0.7,
0.8, and 0.9) respectively.
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Fig. 5. The N/C vs N/O abundances (in numbers) during the MS phase
of models of rotating stars (Eggenberger et al., in prep.) for various
stellar masses with Z = 0.006. The models have initial velocities equal
to 40% of the critical value.

The concept of a linear relation between N/C and N/O over a
significant range also applies when the enrichments are pro-
duced by accretion of CNO-enriched material in a close binary
(provided there is no differentiation brought by the dilution and
transfer processes). This implies that discrepancies between the
observations and the theoretical relations (at least in their initial
parts) are difficult to explain with binary effects. This may be the
reason why, even with binaries it is difficult (B11) to reproduce
the CNO observations. Even when the magnetic braking is taken
into account, which enhances the mixing (Meynet et al. 2011),
the N/C vs N/O relation follows the same linear trend at the
beginning.

After the MS and the (first) blue supergiant phases, the mod-
els exhibit much larger effects of CNO processing. Large devia-
tions from a linear relation may be present in the red supergiant
phase (log(Teff) < 3.7) of models with high initial rotation veloc-
ities. For red supergiants, typical values of N/C are in the range
of 2–15 and N/O values in the range of 0.7 – 1.7. Red super-
giants resulting from fast rotating MS stars have higher N/C en-
richments with respect to their N/O values than initially slowly
rotating stars. This is visible from Figs. 3 and 9. The extended
convective zones of red supergiants homogenise the layers above
the H-burning shell. This produces an average composition re-
flecting the already existing internal enrichments. These effects
suggest that red supergiants, despite their generally very low ro-
tation velocities, may show large differences in their N/C and
N/O ratios depending on their rotation velocities during the MS
phase.

When the stars enter the Wolf-Rayet stages, most of the com-
position differences disappear since these stars essentially show
products of the CNO cycle at equilibrium, rather than a dilution
of products of the CNO cycle in a medium of original compo-
sition. Note that some WNL stars may still show effects of di-
lution, while this is certainly not the case for stars in the WNE
phase, which are nearly pure helium objects. In WN stars (WNL
and WNE), the N/C ratios are typically in the range 10-100 and
N/O between 5 and 80. Of course, in the WC stage, these two
ratios rapidly fall to zero.

Fig. 6. The N/C vs N/O abundances (in numbers) during the MS phase
of models of rotating stars by Brott et al. (2011) for various stellar
masses with metallicity Z = 0.0047. Same remark as for Fig. 5.

3.2. Models for lower metallicities

We use recent grids of numerical models of rotating stars for the
metallicities of the Large and Small Magellanic Cloud (LMC
and SMC) (Brott et al. 2011; Georgy et al. 2013a, Eggenberger
et al., in prep.). Figures 5, 6, 7, and 8 show the N/C vs N/O plots
for most of the MS phase of stars with initial masses in the range
of 5 to 60 M� and for initial rotation velocities equal to ∼40 % of
the critical values. Again, without rotation there would be no N-
enrichments during the MS phase for all masses considered here
from 5 to 60 M� included. From all models, we see, as already
well known (Maeder & Meynet 2001), that at lower metallicities
the mixing is stronger for a similar rotational velocity. This is due
to steeper internal gradients of angular velocities Ω at lower Z,
which favour a stronger diffusion. This results in more extended
curves, as well as larger maximum deviations between the curves
in the N/C vs N/O plots.

The models by B11 use non-solar abundance ratios for the
LMC and SMC, with nitrogen substantially under-abundant by
∼0.3 to 0.5 dex (by number) relative to the other chemical
species (e.g., Garnett 1999; Korn et al. 2002, 2005; Rolleston
et al. 2003). The initial N/C and N/O ratios are 0.141 and 0.035,
respectively, for the LMC composition, and for the SMC they
are 0.134 and 0.033. The Geneva models use solar CNO abun-
dance ratios, which may apply to some low Z-galaxies with high
star formation rates; their initial N/C ratio is 0.248 and the initial
N/O ratio is 0.131. The differences with respect to the models by
B11 amount to a factor of about 1.8 for N/C and 3.8 for N/O for
the LMC and SMC. These differences in initial CNO composi-
tions have some consequences that require particular attention,
because they make the comparison of models difficult:

1. There is a change in the zero points of the nuclear paths,
visible as an offset between Figs. 5 and 6, and also between
Figs. 7 and 8.

2. The slopes of the relations N/C vs N/O are a bit steeper in the
models by B11 than in the Geneva models. This is partly due
to the low initial N/O ratio, which decreases the denominator
of the relations (6) and (10).

3. The relative enhancements have to be estimated with ac-
counts of the differences in the initial ratios. In contrast with
what appears at first sight, the relative mixing is a bit higher,
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Fig. 7. The N/C vs N/O abundances (in numbers) during the MS phase
of models of rotating stars (Georgy et al. 2013a) for various stellar
masses with metallicity Z = 0.002. The models have initial velocities
equal to 40% of the critical value.

Fig. 8. The N/C vs N/O abundances (in numbers) during the MS phase
of models of rotating stars of various stellar masses with the composi-
tions of the SMC (Brott et al. 2011). Same remark as for Fig. 5.

at least for fast rotation, in the models by B11 (Figs. 6, 8)
than in the Geneva models (Figs. 5, 7). This is a consequence
of the different physics in the models (cf. Sect. 3.1).

Both sets of models show that for low and moderate N/O
ratios the differences between the curves corresponding to the
average rotational velocities for various initial masses remain
small. For example, in the Geneva models for Z = 0.006 (Fig. 5)
and Z = 0.002 (Fig. 7), the maximum N/C values are 1.15 and
2.2 at N/O= 0.4 and 0.6 (i.e., a relative N/O increase by more
than a factor of 5); this is the same as for solar composition. In
the models by B11, the deviations in Fig. 6 for the LMC are even
smaller: up to N/O=0.5, i.e., a relative increase by a factor of 14,
the N/C ratio remains smaller than 2.9. In Fig. 8, the deviations
are very limited up to N/O = 0.2, i.e., a relative increase of N/O
by a factor of 6.

On the whole, if one wants to use slightly different initial
CNO ratios for already existing models of a given Z, the fol-

Fig. 9. Same as Fig. 3 but for Z = 0.002 metallicity.

Fig. 10. Same as Fig. 4 but for Z = 0.0021 metallicity.

lowing rule applies to the first order: the relative enhancements
with respect to the initial composition remain the same. As seen
above, a slight change of the mean slope may also result in some
cases.

The effects of different initial rotational velocities for a given
initial mass are also examined for the SMC metallicity. Figure 9
shows the results for the Geneva 15 M� models at Z = 0.002
(Georgy et al. 2013b). The N/C ratios can reach high values for
high rotation velocities. However, up to N/O=0.8, the deviations
from the unique linear relation remain small. At N/O=0.6 (rel-
ative enrichment larger than 5), the N/C ratio is below 2.4; at
N/O=0.8 it lies below 4.4, even in the case of extreme rotation.
This is similar to the solar metallicity case. Figure 10 shows the
same kind of results for the models of a 15 M� star at Z = 0.0021
for the SMC (B11). We also notice high N/C and N/O values for
high rotation velocities. The deviations from the linear relation
remain moderate up to N/O= 0.30 (a relative increase by a fac-
tor of 9). There the maximum N/C ratio is of the order of 3.
Physically, the N/C vs N/O curves express the degree of dilu-
tion of the CNO abundances at equilibrium mixed with the ini-
tial CNO abundances. All stellar models evolve along identical
curves, at least in their initial linear part. Depending on model
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assumptions, models may evolve along these curves more or less
rapidly.

Comparing the two sets of models and taking the difference
of the zero points into account, we see that, at least for high ve-
locities, mixing is more important in the models by B11 than
in the Geneva models for the different Z values, which confirms
the remark made in Sect. 3.1. There is another noticeable general
difference between the two sets of models, in line with the previ-
ous remark on Figs. 3 and 4. The Geneva models at a given N/O
ratio show higher N/C ratios for higher initial rotational veloci-
ties, while at a given N/O value the models by B11 show higher
N/C values for lower initial rotational velocities. This is a big
difference, although not easy to test observationally. It likely re-
sults from a different history of mixing at various depths during
MS evolution (cf. Sect. 2).

4. Recent CNO observations in open clusters

There are several data sources for observations of CNO abun-
dances in Galactic massive stars (Przybilla et al. 2010). Open
clusters form, in principle, homogeneous samples in age and
composition. Here, we focus on a work that is recognised as
a seminal study of the massive star content of open clusters at
different Z, in the Galaxy, the LMC, and SMC: the FLAMES
Survey. Observations of over 800 stars were performed with the
Fibre Large Array Multi-Element Spectrograph (FLAMES) on
the 8.2 m European Southern Observatory Very Large Telescope
(ESO-VLT, Evans et al. 2005, 2006) and the main results of the
chemical abundance analysis for about 300 stars were presented
by Hunter et al. (2009, hereafter H+09). The FLAMES Survey
constitutes the largest sample of CNO abundances available in
the three local galaxies and it has been used for various further
analyses, particularly regarding the effects of stellar rotation on
CNO abundances.

A warning is necessary here. The C-abundance is based on
one C ii line at 4267 Å, interpreted with an empirical adjustment.
This is why for the comparisons made in Fig. 11-15, we indi-
cate the error bars on the N/C ratios in the N/C vs N/O plots
of the various clusters studied in the Galaxy, LMC, and SMC.
These plots were not used by H+09 to derive their results (in-
stead, their conclusions were based on nitrogen abundances
only). We also avoid stars for which only upper limits are given.
However, despite these difficulties, these comparisons with the
N/C vs N/O plots provide an independent quality test of the data
and also offer some new indications on the possible deviations
from model predictions and on the status of blue supergiants.

4.1. OB stars in the Galaxy

In the Galaxy, the three clusters NGC 6611 (7.7 Myr), NGC 3293
(10.3 Myr), and NGC 4755 (16.4 Myr) have been observed4.
Figures 11 and 12 show the results of the comparisons between
the domain covered by the Geneva models (Fig. 1) and obser-
vations. These figures show an offset of the objects with little
or no enrichment with respect to the solar data given in Sect. 3
(N/C below 0.4 and N/O below 0.1). The offset can be under-
stood as a consequence of the individual element abundances
derived within the FLAMES Survey: while the carbon and nitro-
gen abundances are both about half solar, the oxygen abundance
is only slightly sub-solar on average (regarding solar values of
Asplund et al. 2005, 2009). Therefore, the offset in N/C is very

4 The ages come from the Webda database, http://www.univie.
ac.at/webda

Fig. 11. The N/C vs N/O abundances (in numbers) in the open cluster
NGC 6611 from observations by Hunter et al. (2009). The blue shaded
area shows the domain predicted for the Geneva stellar models, between
5 and 60 M� with solar composition (as given in Fig. 1). The error bars
on the observed N/C ratios are indicated. The error bars on the N/O
ratios are of the same order of magnitude. The numbers attached to the
data points correspond to the identifiers employed within the FLAMES
Survey. Normal stars are marked by a filled symbol, binaries (or binaries
candidates) or Be stars by an open symbol.

small or even negligible, while the offset in N/O is much larger,
with the observed values lower than the solar value. We refer
for the further discussion of this to Martins & Palacios (2013)
who have pointed out the unusual characteristics of the metallic-
ity (about half solar) and, in particular, the C abundances found
by the FLAMES Survey, when compared to several independent
studies on Galactic stars.

The plot for NGC 6611 shows some scatter. However, most
of the observed results are consistent with the model predictions
from Fig. 1 indicated by a blue triangle in Fig. 11. As discussed
below, only stars 6, 30, 33, 62, and 63 (filled symbols in Fig. 11)
appear to be normal stars. The other stars are binaries or candi-
date binaries, and one star (52) is a Be star (all marked by open
symbols in Fig. 11). So, part of the observed scatter may be due
to this fact.

The observed N/C enrichments for stars in NGC 4755 ap-
pear larger than for stars in NGC 3293, they are also significantly
larger than the theoretical predictions. In principle, as stated pre-
viously, over the range considered here, the theoretical predic-
tions should essentially be model independent. Thus, either the
observed difference is a consequence of the scatter or it may
indicate that the real N/C values are higher than predicted by
both sets of models considered above and that rotational mixing
makes higher N/C values than those we simulate in the models.
The repetition below of such a trend is to be underlined. Let us
also note that the re-analysis of seven stars (labeled in Fig. 12)
shows that while stars NGC 3293-3, 7, and NGC 4755-2 do ap-
pear as normal stars, although with poor fits, the other four stars
are binaries (NGC 3293-6, NGC 4755-3,4) or an He-strong star
(NGC 3293-34, see Table 1 and discussion in Sect. 5 and Ap-
pendix B).
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Fig. 12. The N/C vs N/O abundances (in numbers) in the clusters
NGC 3293 and NGC 4755 from data by Hunter et al. (2009). Same re-
mark as for Fig. 11.

4.2. OB stars in the LMC

We now turn to the two young clusters N11 and NGC 2004
in the LMC. The cluster N11 is about 8-10 Myr (Evans et al.
2006), while NGC 2004 is older at of 25 Myr (Maeder et al.
1999). Figure 13 shows the comparison of the MS stars and
the domain predicted by the models of Fig. 6 by Brott et al.
(2011). We see no significant offset between the abundances of
the non-evolved models and those of the stars with negligible N-
enrichments (Martins & Palacios 2013). The predicted trend is
globally compatible with observations, however, the possibility
of distinguishing between models like those discussed in Figs. 5
and 6 seems unlikely on the basis of the present data. The reanal-
ysis of nine stars discussed below in Sect. 5 (see also Table 1)
indicate that only N11-95 and NGC 2004-90 are normal stars,
while the other seven stars are binaries (N11-8, 72) or Be stars
(N11-34, 39, NGC 2004-29, 53, and 100).

Figure 14 gives a broader view on the N/C vs N/O domain.
The stars represented here are stars with log g ≤ 3.20. Notice-
ably, as we have seen above, some supergiant stars show higher
N/C values compared to the theoretical predictions. Whether this
is real or an effect of the scatter is uncertain. If real, this might
either point towards many fast rotating stars or indicate an unac-
counted effect in the mixing processes.

We point out that it is surprising to find several supergiant
stars with very low values of N/O. Typically, see Fig. 6, one
would expect that most blue supergiants would have N/O above
0.25-0.30, unless they would come from initial models with low
initial velocities (Vini inferior to 40% of the critical velocity).
We may also wonder whether some stars are blue supergiants
right after the MS phase, occupying the lower branch in Fig. 14
, while supergiants with high N/C values could be blue super-
giants following the red supergiant stage. Thus, the FLAMES
survey brings about several interesting questions, which may
likely be answered in the future.

4.3. OB stars in the SMC

In the SMC, the two clusters NGC 330 and NGC 346 are con-
sidered. Both are 20 Myr old, according to Maeder et al. (1999).
There seems to be two populations of stars in the latter clus-

Fig. 13. The N/C vs N/O abundances (in numbers) for the MS stars
(stars with log g > 3.20) in the LMC open clusters N 11 and NGC 2004
from observations by Hunter et al. (2009). The open symbols represent
the stars given in Table 1. The blue shaded area indicates the domain
predicted by the models by Brott et al. (2011) of Fig. 6. The initial N/C
and N/O ratios are 0.141 and 0.035, respectively, as given in Sect. 3.2.
The error bars on the observed N/C ratios are indicated. The error bars
on the N/O ratios are of the same order of magnitude.

ter, one of very young stars of about 1 Myr and another one of
20 Myr (De Marchi et al. 2011), which may form most of the
present sample.

Figure 15 confirms the results of previous figures. Also, we
notice the absence of an offset between the observations and
the models. Despite the scatter, there is much clearly evidences
about internal mixing producing N enrichment at the expense
of carbon and oxygen. We also note the existence of stars with
high N/C values observed for rather low or moderate N/O ra-
tios. Likely, such properties result from rapid rotation, however,
it is still uncertain whether such excessively high N/C ratios in-
dicate anomalous mixing or not. Nevertheless, the repetition of
the same observed trend for all clusters considered in this work
may be an indication in that direction.

5. A re-assessment of the observational constraints

An underlying scatter much larger than one may expect from
considering changes in the initial mass, rotation, and model de-
tails on the nuclear path is clearly evident in the N/O–N/C data.
To assess the significance of the scatter, we aim to confirm the
results of H+09 for a sub-sample of stars, both for objects fol-
lowing the nuclear path and for outliers. For the confirmation
of the observational results we focus mostly on objects in the
Galactic clusters (2/3 of the re-investigated sample) as spectra
with the highest S/N were obtained for these. We further con-
centrate primarily on slow rotators (V sin i . 100 km s−1, 2/3 of
the re-investigated sample), which facilitates uncovering details
that are challenging to be identified in the lower-quality LMC
and SMC data, and in faster rotators.

In the following, we aim to investigate all of the results
for one target cluster, NGC 6611, to avoid any potential selec-
tion bias,. Then, additional targets were drawn from members of
other clusters in the Milky Way and LMC, covering objects from
the different star groups identified by H+09 (e.g., N-rich slow
rotators and N-normal fast rotators on the MS, evolved stars). In
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Fig. 14. The N/C vs N/O abundances (in numbers) for stars with log g ≤
3.20, (blue supergiants: crosses; MS stars: circles) in the LMC open
clusters N 11 and NGC 2004 from observations by H+09. Same remark
as for Fig. 13.

total, 31 stars were selected, see Figs. 11 to 14 for their identifi-
cations.

A straightforward confirmation of the FLAMES Survey re-
sults of H+09 can be achieved under the premise that no matter
the details of the model implementations, similar analysis results
will be derived if they are sufficiently realistic. In particular, a
good match of the synthetic with the observed spectra should
be obtained globally, and in detail, as demonstrated by Nieva &
Przybilla (2012, NP12). We therefore expect to find good agree-
ment between the observed spectra and our model calculations
when based on atmospheric parameters and abundances pub-
lished by H+09, except for small deviations that relate to details
of the model implementations by H+09 and by our analysis (see
Appendix A for a short overview).

Non-LTE synthetic spectra (i.e., accounting for deviations
from local thermodynamic equilibrium) for the elements inves-
tigated by the FLAMES Survey were computed, employing at-
mospheric parameters and elemental abundances adopted from
H+095. Table 1 summarises the atmospheric input parameters
effective temperature Teff, surface gravity log g, microturbulent
velocity ξ, and (projected) rotational velocity V sin i for the se-
lected sub-sample of stars. The computed synthetic spectra were
convolved with a rotational profile for the appropriate V sin i and
with a Gaussian profile of a width matching the spectral resolu-
tion to account for instrumental broadening.

Comparisons with the observed spectra of the 31 sub-sample
stars covered the diagnostic lines of H i, C ii, N ii, O ii, Mg ii, and
Si iii/iv analysed by H+09. In addition, we also verified the match
of the He i/ii and C iii lines. The results of the visual inspection
are summarised in Table 1, assigning three quality indicators de-
pending on whether a good, reasonable, or no match was found
for the individual ions. Detailed examples are discussed in the
online Appendix B, with Figures B.1 to B.6 showing the compar-
ison between models and observations for six prototype cases.
A good match is indicated when the deviations between model
and observation are small overall, typical for what can be ex-
pected from a thorough investigation (see, e.g., most of the pan-

5 Extracted from the online data table available via the VizieR Service
at CDS: http://vizier.u-strasbg.fr/viz-bin/VizieR

Fig. 15. The N/C vs N/O abundances (in numbers) for stars in NGC 330
(filled blue symbols) and NGC 346 (open red symbols) in the SMC
(Hunter et al. 2009). Blue giants and blue supergiants are indicated by
crosses and MS stars by circles. The star NGC 330–004 with N/C=13.2
and N/O=0.955 is not indicated on this plot. The domain predicted by
the models by Brott et al. (2011) in Fig. 8 is shown in blue. The ini-
tial N/C and N/O ratios are 0.134 and 0.033, respectively, as given in
Sect. 2.2. The error bars on the observed N/C ratios are indicated. The
error bars on the N/O ratios are of the same order of magnitude.

els in Fig. B.1, or the examples shown by NP12). For a reason-
able fit, some lines of an ion may be over-reproduced and some
others under-reproduced, but an average over the abundances
from a full analysis would come close to the input abundance
(see, e.g., the C ii λ4267 Å and λλ6578-82 Å lines in Fig. B.5).
No match is obtained when the modelled and observed spectral
lines of an ion deviate significantly from each other, in partic-
ular, if the differences seem to be of a systematic nature (see,
e.g., Fig. B.6). The visual inspection of the observed spectra and
the comparison with model spectra, furthermore, gave additional
information on the nature of the re-investigated stars. Comments
on this are summarised in the last column of Table 1. Essentially
four object classes were identified: normal stars, Be stars, chem-
ically peculiar objects, and double-lined spectra.

The following is learned from this comparison, with the
relevant details discussed in Appendix B on the basis of six
prototype examples. It is rather easy to obtain an excellent
fit to some individual spectral lines, and to obtain even a
good fit to large portions of the observations. However, this
becomes insignificant if a single critical aspect is missed, like an
indicator for the presence of a disc, abundance peculiarities of
an important chemical species, or the (often subtle) signatures
for the presence of light contribution from a second star, as
discussed in the following.

Binaries. Line asymmetries and unresolvable difficulties in a
consistent modelling of the line spectra point towards a cer-
tain or potential contribution of second light to 13 sample stars
(see Table 1). This is supported by findings, in particular for
NGC 6611, reported in the literature recently. Several sample
stars have been identified as visual binaries with separations
.1′′using adaptive optics (Duchêne et al. 2001), thus falling in-
side the FLAMES/MEDUSA fibre apertures of 1.2′′. The ob-
jects NGC 6611-021, -025, and -066 show a magnitude differ-
ence between primary and secondary of ∼1m.0, 5m.3 and 3m.7
in the K-band. This second light contributes to the NGC 6611-
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021 spectrum (as confirmed by the observations), and possi-
bly to the NGC 6611-066 spectrum (a changing line asymme-
try is indicated, but the S/N is low). Several other targets in
NGC 6611 were found to be radial velocity variables (Martayan
et al. 2008), from medium-resolution spectroscopy employing
FLAMES/GIRAFFE on the VLT (confirmed by us). As the sec-
ondaries of OB-type primaries are often OB-stars as well, a con-
tribution of second light to the spectrum is highly likely, as con-
firmed by us in several cases (see Table 1). The number of multi-
ple systems among the early B-star members, therefore, becomes
comparable6 to the O-star binary fraction in NGC 6611 (44-67%,
Sana et al. 2009).

6 The FLAMES Survey identified three out of 23 early B-stars as SB2
systems, i.e., a 13%-fraction of binaries in NGC 6611 (Evans et al.
2005).
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Fig. 16. Examples of double-lined spectra within the LMC data of
the FLAMES Survey. The spectral lines shown are Si iii λ4567 Å
and C ii λ4267 Å for N11-008 (upper panels), and Si iii λ4567 Å and
He i λ4713 Å for N11-072 (lower panels). Both objects are rv-stable
within the timeline covered by the observations (epochs are indicated).
The contributions of the components to the line profiles are indicated by
grey bars. All spectra were cross-correlated with appropriate theoretical
models and shifted to the laboratory rest-frame for illustration purposes.

In general, the binary fraction of OB stars is high. A recent
study by Chini et al. (2012) finds a SB2-fraction among early
B-type stars of >50% in the mean, which may reach >70% for
stars in a young cluster. Sana et al. (2012) find similar numbers
for the binary fraction of Galactic O-stars, 69±9%, and a frac-
tion of >50% for the LMC Tarantula nebula region (Sana et al.
2013). Therefore, one may expect additional binary stars also in
the LMC and SMC clusters of the FLAMES Survey to be iden-
tified, where so far a binary fraction of 23 to 36% was found
(Evans et al. 2006). Examples of rv-stable double-lined spectra
of LMC stars are shown in Fig. 16. The lines are not clearly
separated but tell-tale asymmetries reveal the true nature of the
objects, which is immediately obvious for N11-008 and more
subtle for N11-072.

Overall, spectra influenced by second light need to be ex-
cluded from the analysis to avoid bias. The reason is that second
light changes, depending on the individual binary configuration,
line depths relative to the continuum flux and/or line widths, and
thus also equivalent widths. An analysis of a binary composite
spectrum, assumed it to be single, results in erroneous stellar pa-
rameters and elemental abundances.

Be stars. A closer inspection of the spectra from our sub-
sample of 31 stars selected from the FLAMES Survey also
reveals Be characteristics for six stars, see Table 1. When
continuum and line emission from a disc overlaps with the
stellar spectrum, this gives rise to a variety of spectral mor-
phologies depending on disc parameters, disc size, and viewing
angle on the star+disc system (see, e.g., Rivinius et al. 2013).
Moreover, Be-stars rotate close to the breakup velocity, leading
to a distortion from spherical geometry and non-uniform
surface temperatures (hot poles and cool equator) and densi-
ties. Gravitational darkening leads to an under-estimation of
rotational velocities (Townsend et al. 2004) and to changes in
the equivalent widths of the spectral lines (Frémat et al. 2005).
Because of these complications to the modelling, all identified
Be stars were excluded from analysis within the FLAMES
Survey to avoid systematical bias to stellar parameters and

Fig. 17. Hα profiles of Be stars in our sub-sample of the FLAMES Sur-
vey. Grey lines show the observed spectra, black lines synthetic spectra
based on parameters derived by the FLAMES Survey. Narrow features
superimposed on the stellar lines are (residuals of corrected) nebular
emission. Projected rotational velocities of the stars are indicated. Note
the scale change of the ordinate in the lower two panels.

elemental abundances. However, some known Be stars (like
NGC2004-029 and NGC2004-053, Evans et al. 2006) remained
in the H+09 sample for unknown reasons, and we identified
several more, including the fastest rotator of the FLAMES
Survey, NGC 2004-100. The Hα-profiles of these objects are
shown in Fig. 17. Note that the weak emission in Hα line
wings in the two objects in N11 may be inconspicuous to visual
inspection, but clearly becomes apparent in the comparison with
model predictions. It is not clear how many similar Be-stars may
be present within the entire sample analysed by H+09 without
performing detailed investigations.

Chemical peculiarity. Furthermore, we identified one He-
strong B-star in the sample analysed by H+09: NGC 3293-034
(see also Evans et al. 2005). The pronounced chemical pecu-
liarity leads to a derivation of inappropriate stellar parameters
and elemental abundances, if models with standard helium abun-
dance are employed in the analysis.

Our re-assessment of a sub-sample of stars from the
FLAMES Survey, as summarised in Table 1, shows that prob-
lems from a standard analysis of the observational data may be
widespread. A part of the analysis results of H+09 may therefore
be subject to systematic bias of unknown extent. From the sub-
sample of 31 stars re-investigated here only 11 seem suitable for
a comparison of CNO values with theoretical predictions. When
this is considered, all data points that are located off the nuclear
path (as well as some matching ones) in Figs. 11 and 12 need to
be dropped from interpretation (indicated by open symbols) and
the scatter is reduced.

Consequently, the main conclusion from our re-assessment is
that a careful and critical re-investigation of the FLAMES Sur-
vey data presented by H+09 is clearly required. This may finally
resolve the unusual characteristics of chemical abundances de-
rived within the FLAMES Survey when compared to other stud-
ies of Galactic stars (Martins & Palacios 2013).
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6. Conclusions

We provide some analytical properties of the N/C vs N/O dia-
gram. For small enrichments (less than a factor of 4 in N/O),
these properties essentially depend on nuclear physics and ini-
tial CNO ratios. There are only small deviations from a straight
line in the N/C vs N/O diagram up to a value of N/O=0.6 at so-
lar metallicity; for other compositions, this is the case up to an
enrichment in N/O by a factor of at least 4. The N/C vs N/O
diagram, therefore, provides an interesting quality test for obser-
vational results.

The models of rotating stars by Brott et al. (2011) and the
models by Ekström et al. (2012) and Georgy et al. (2013a,b)
show significant differences in their predictions. For low and
moderate rotation velocities (up to 40% of the critical value),
the Geneva models predict larger enrichments, while for faster
rotations the models by Brott et al. (2011) predict larger enrich-
ments.

Observed CNO abundances have often been used to derive
conclusions on the physical processes at work in massive stars,
such as the occurrence of rotational mixing, mixing by magnetic
instabilities, tidal mixing, instabilities, etc. Clearly, the data from
the VLT-FLAMES Survey provide evidences of mixing. How-
ever, the precision of the data makes analyses of fine effects dif-
ficult. Also, the accuracy of the data is insufficient to allow for a
test of the significant differences between the models of rotating
stars by Brott et al. (2011) and the Geneva models. We note that
the existence of stars with high N/C values for low or moder-
ate N/O may be a bit difficult to explain in all models, but these
findings may not be real.

A careful detailed re-assessment of a sub-sample compris-
ing ∼10% of the FLAMES Survey stars threw some light on
sources of the above uncertainties. A double-lined character of
many sample stars was found, as well as a chemical peculiarity
or a Be-star nature for some stars. When the problematic cases
are dropped from the interpretation, a much lower scatter of the
observed data around the predicted nuclear path can be obtained.

We finally note that potentially, the N/C vs N/O plot offers a
powerful way to discriminate the blue supergiants before the red
supergiant stage from those after it, but first the test of recovering
the basic predictions of the nuclear CNO cycle must be passed
satisfactorily.
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Appendix A: Observational data and modelling

We intend to work as closely as possible with the observational
data of the FLAMES Survey, aiming to avoid bias from differ-
ences in the data reduction. As a test, raw data for all FLAMES
Survey targets observed with the Fiber-fed Extended Range Op-
tical Spectrograph (FEROS) at the 2.2m telescope at ESO (La
Silla, Chile) were retrieved from the ESO archive and reduced
using the FEROS pipeline and our additional recipes for contin-
uum normalisation (see, e.g., Nieva & Przybilla 2007). These
were compared with the published FLAMES Survey spectra,
downloaded from the project webpage7. Good agreement of the
two data reductions was found, such that the FLAMES Survey
spectra were employed, except for the Hα region, which was
missing in the published data.

The sky-corrected single exposures of the individual
FLAMES orders as well as the fully-reduced spectra were also
downloaded from the project webpage. Multiple exposures of
an object were cross-correlated to identify radial-velocity (rv)
variables. In the case of rv variables, the single exposures per
order were rv-corrected to laboratory rest frame, normalised and
coadded (with weighing factors according to S/N), and then the
orders merged. In the case of no rv-variation the fully-reduced
spectra from the project webpage were employed.

Our atmospheric modelling and spectrum synthesis calcu-
lations for early B-type stars on the MS have been discussed
in detail by Nieva & Przybilla (2008, 2012). In brief, based on
prescribed LTE model atmospheres (Atlas9, Kurucz 1993) non-
LTE line-formation calculations were performed using the codes
Detail and Surface (Giddings 1981; Butler & Giddings 1985,
both updated by K. Butler), abbreviated by Ads henceforth. Such
plane-parallel and hydrostatic hybrid non-LTE models have been
shown to be equivalent to either plane-parallel and hydrostatic
full non-LTE line-blanketed model atmospheres (Nieva & Przy-
billa 2007; Przybilla et al. 2011), such as applied within the
FLAMES Survey, or spherical and hydrodynamic full non-LTE
line-blanketed model atmospheres (Nieva & Simón-Díaz 2011)
on the MS.

Appendix B: Test case examples

We discuss six prototype examples representative of the four ob-
ject classes identified in our investigations in Sect. 5 in the fol-
lowing. These comprise normal stars (on the MS and beyond),
double-lined objects (SB2 candidates, visual or apparent bina-
ries), Be stars, and a chemically peculiar object. The focus of
the discussion, based on Figs. B.1 to B.6, is on the quality of the
match of the synthetic with the observed spectra, in particular,
with regard to the stellar parameter indicators – the H and He
lines, and metal ionisation equilibria. The individual panels of
the figures are centred on the diverse diagnostic lines from dif-
ferent chemical species, sorted according to increasing atomic
weight, and within one element by increasing ionisation degree
and wavelength. Note that several – mostly weaker – metal lines
are not implemented in the models, with the intention to repro-
duce only the FLAMES Survey results. For the assessment of
the entire sub-sample of 31 stars drawn from the H+09 work see
Table 1.

NGC 6611-006. Figure B.1 shows an example for one of the
best matches between theory and observation found within

7 http://star.pst.qub.ac.uk, see Evans et al. (2005, 2006) for
details on the observations made within the FLAMES Survey and the
data reduction.

our re-investigation of the sub-sample of stars drawn from
the H+09 work, for a single, normal star. Good agreement is
found for the hydrogen line profiles, except for the narrow
central Hα emission that is of nebular origin. A good match
is also obtained for the He i and most metal lines, while a rea-
sonable match is found for the He ii and C iii lines, and for
Si iv λ4654 Å (not considered by H+09). Only C ii λ4267 Å
and C ii λλ6578/82 Å in the Hα wing do not fit, with the pre-
dicted lines being too strong by a factor of ∼2 and a factor of
several, respectively. The ionisation balance of C ii/iii is thus
not established, suggesting that an overall improved fit could
be achieved by a revision of the atmospheric parameters (re-
quiring also an adjustment of chemical abundances).

NGC 2004-053. This star is apparently the slowest rotator and
yet one of the most nitrogen-rich stars in the LMC sample,
making it a role-model for one of the star classes that cannot
be explained on the basis of rotational mixing alone (H+09).
The broad central and symmetric Hα emission in Fig. B.2
identifies the object as a Be star seen pole-on (feature appar-
ently overlooked by H+09, but correctly identified by Evans
et al. 2006). Despite the sharp-lined character of the spec-
trum, this is, in fact, a fast-rotating star. The spectrum is dom-
inated by light from the hot stellar pole, and smaller contribu-
tions from the gravity-darkened stellar equator regions (fur-
ther diminished because of limb darkening) and the disc. The
question is to which extent the non-uniform surface temper-
ature and density, and the emission from the disc affect the
continuum and line spectra. Despite the overall rather good
match of model spectrum and observations (again except for
C ii λ4267 Å and C ii λλ6578/82 Å, and a consistent failure
to reproduce the depths of most metal lines) it is at present
not possible to judge how realistic the derived parameters
and abundances really are. Because of this potential system-
atic bias they should be treated with caution in any further
interpretation. For the moment, the star should be excluded
from further interpretation, like other Be-stars (see Sect. 5).
However, on observational grounds alone a true nature as a
nitrogen-rich fast rotator is indicated.

NGC 3293-034. Despite being a good match for Balmer lines,
He ii λ4686 Å and many metal lines (Fig. B.3) the stellar pa-
rameters and abundances derived by H+09 are not adequate.
The reason for this is the mismatch of model and observa-
tion for the He i lines. These indicate that NGC 3293-034 is
a He-strong star (as identified by Evans et al. 2005). Note
also that none of the available ionisation equilibria (He i/ii,
C ii/iii, Si iii/iv) is matched in a satisfactory way. The higher
molecular weight and lower opacity of He (with respect
to H) in combination with a pronounced overabundance of
the element change the atmospheric temperature and den-
sity structure, which requires dedicated model calculations
for proper consideration beyond the pre-computed grids em-
ployed within the FLAMES Survey. In consequence, this star
has to be excluded from further interpretation to avoid biased
conclusions.

NGC 6611-001. The spectrum synthesis provides an overall
good match to the observed spectrum, see Fig. B.4, ex-
cept for some He i/ii lines and the unsatisfactory fit of the
C iii-dominated complex around 4650 Å. However, close in-
spection of isolated strong metal features like C ii λ4267 Å,
O ii λ4076 Å, or Si iii λλ4552, 4574 Å reveals line-profile
asymmetries. Such asymmetries become apparent in par-
ticular in visual inspection when using line-profile fitting
techniques, but are easily overlooked when employing an

http://star.pst.qub.ac.uk
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equivalent-width approach (like by H+09) for the quanti-
tative analysis. Line-profile asymmetries are indicators for
a possible SB2 nature of the star, but require confirmation
by time-series spectroscopy. Indeed, Sana et al. (2009) can
clearly resolve double lines for NGC 6611-001 for some
epochs in their spectra (note that the star is also known to
be an eclipsing binary, Lefevre et al. 2009). Consequently,
the spectrum, while dominated by the light of the primary, is
compromised by second light, and the analysis is therefore
biased. To avoid misleading conclusions, the star has to be
excluded from further interpretation.

NGC 3293-007. This is an example of an object evolved off the
MS, identified as nitrogen-poor by H+09. The comparison
of observed and model spectra in Fig. B.5 shows an over-
all poor match, with the model largely under-predicting the
depths of nearly all lines. In particular, the synthetic N ii lines
are too weak by a factor 2-3 in equivalent width, indicat-
ing that the finding of nitrogen-poorness is spurious. More-
over, the ionisation equilibria do not match, indicating poorly
constrained stellar parameters and therefore, erroneous abun-
dances in general. An independent comparison with non-
LTE line-blanketed hydrodynamic models computed with
Fastwind and Cmfgen (Hillier & Miller 1998) by M. Ur-
baneja (priv. comm.) confirms a poor match of observation
and models for the published parameters and abundances of
H+09. This is in line with the findings of Martins & Palacios
(2013) that the abundances for Galactic OB stars determined
by H+09, on the one hand, and those determined by other
codes differ (Martins et al. 2008; Przybilla et al. 2010; Nieva
& Simón-Díaz 2011; Firnstein & Przybilla 2012; Nieva &
Przybilla 2012; Bouret et al. 2012, despite some minor dif-
ferences that also exist between the Ads, Fastwind, and Cm-
fgen models). A Teff higher by 3000 to 4000 K would seem
more appropriate. The object should be excluded from fur-
ther interpretation.

NGC 4755-003. This is an example of an evolved nitrogen-rich
star of H+09. As in the case of the previous example, the
match between observation and model is overall poor, see
Fig. B.6. This time, the model over-predicts the depths of al-
most all lines, including the N ii features. Again, poorly con-
strained stellar parameters seem to be a major factor for the
mismatch. The object should be excluded from further inter-
pretation. A second reason for exclusion is found from closer
inspection of the profiles of the stronger lines. They show the
presence of a second absorption component in the red wings
– this object is double-lined. It appears that the second ob-
ject is of similar spectral type but less luminous, probably a
main-sequence star.
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Fig. B.1. Comparison of a synthetic spectrum computed by us with Ads for the atmospheric parameters and elemental abundances derived by
Hunter et al. (2009) (red line) and the Flames/Giraffe observation (black line) for the star NGC 6611-006. Displayed are spectral regions with
important features for the analysis, as indicated. The sharp Hα emission feature is of nebular origin. This is an example of one of the best matches
between theory and observation found within our re-investigation of the sub-sample of stars drawn from the Hunter et al. (2009) work.
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Fig. B.2. Same as Fig. B.1, but for the star NGC 2004-053. This is an example for a model fit to a Be star seen pole-on. The grey-shaded box
guides the eye to recognise the signature of the presence of a disc, i.e., the Hα emission. Similar to the models employed by Hunter et al. (2009),
the present computations with Ads do not account for the presence of a disc and gravity darkening. The neglect of the true nature of this star yields
potentially biased atmospheric parameters and abundances, despite the fact that a good fit to many spectral lines is achieved.
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Fig. B.3. Same as Fig. B.1, but for the He-strong star NGC 3293-034. The grey-shaded boxes guide the eye to recognise the signatures of the chem-
ical peculiarity of the star, i.e., the unusually strong He i lines. Similar to the models employed by Hunter et al. (2009), the present computations
with Ads do not account for the pronounced helium enrichment and therefore the altered atmospheric structure of the star. As a consequence, the
analysis yields incorrect atmospheric parameters and abundances, despite the fact that a good fit to the hydrogen and many metal lines is achieved.
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Fig. B.4. Same as Fig. B.1, but for a FEROS observation of the star NGC 6611-001. This is an example of a model fit to a double-lined binary (SB2)
system, thus treating the object as a single star. The grey-shaded boxes guide the eye to recognise the binarity signatures in the most pronounced
cases, i.e., the contributions of the two stars to the asymmetric line profiles. The neglect of the binary nature (see also Sana et al. 2009; Lefevre
et al. 2009) results in the analysis yielding incorrect atmospheric parameters and elemental abundances. Some deficits in the modelling,such as for
the O ii features around 4070 Å, stem from missing lines in the spectrum synthesis (see Fig. B.1).
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Fig. B.5. Same as Fig. B.1, but for a FEROS observation of the star NGC 3293-007. This is an example of a model fit to a nitrogen-poor evolved
star (Hunter et al. 2009). Except for the hydrogen Balmer lines (Hα is filled by wind emission) the fit to all lines, and in particular to the N ii lines,
is poor. This indicates a poor choice for the stellar parameters, implying that the derived abundances are subject to systematic bias.
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Fig. B.6. Same as Fig. B.1, but for a FEROS observation of the star NGC 4755-003. This is an example of a model fit to a nitrogen-rich evolved
star (Hunter et al. 2009). The fit to the He i and most metal lines (including N ii) is poor, indicating a poor choice for the stellar parameters. The
derived elemental abundances are thus systematically biased. Moreover, close inspection finds the star to be double-lined. The grey-shaded boxes
guide the eye to recognise the double-lined signatures in the most pronounced cases, i.e., the contributions of the two stars to the asymmetric line
profiles.
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