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ABSTRACT

An examination of the ontoiogical basié of sociology
reveéls that sociology is inherently statistical.
Various éfitiques of the use of mathematics and
statistics are shown to be based on incorrect views
of science and a confuslion of different concepts of
various ontological bases. As an introduction to some
~of the later discussion, a case study in _Iinference is

" mades

The nature of the sampling distribution of a statidic
is made élear in detail, aréuments against the
traditional (frequentist) approach to statistical
inference are éhown to be compelling, Ve start
therefore from the ldea of belief in the value of

a parameter being the most important thing, with

the cumulation of f£indings being essential, This

is discussed from the point bf view of Bayesian,
Maximum Likelihood/Support, amnd Fiducial inference,
A way in which frequentist studies may be cumulated

i1s given.



ABST.2

Finally the importance of the ontological status of
varizbles in an equation is shown with respect to
two particular types of mathematical manipulation of
variatess A analogue is drawn with the importance
of dimensions in sclentific formulae and it is

shown that certain eqiations aie not even possibdle,

never nind correct,

The Appendices contain material (séme previously
published) which amplify the approach contained in
the main thesis, and are of varying statusses.
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PREFACE

',.. You walk into the room with a pencil in your hand
and you see somebody naked and you ask *Who islthat
nan ?2"... You don't know what you will say when you
get home ... Something is happening here, and you
don't know what it is. Dc you, Mr Jones ?...!

(Robert Zimmerman: Ballad of a Thin Man.)

'..1‘[?he scientis€1 eppears as a realist insofar as
he seeks to describe a world independent of the acts
of perception; as idealist insofar as he looks upon
the concepts and theories as free inventions of

the human spirit...; as positivist 1néo£ar as he
considers his concepts and theories justified only

.to the extent to which they furnish a logical

representation of relations among sensory experiences,

. He may even appear a Platonist or Pythagorean insofar

as he considers the viewpoint of logical simplicity

as anndispensoble and effective tool of his research...!

(Albert Einstein. Reply to Criticism.)
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The following is the result of much interplay between
theory and research, (chronicled in Appendices C,E
and F) but is mainly concerned with the philosophical
aspects of statistics and mathematics and how they
1mpinée on the way we treat and conceptualize our
tdata's I have not delved Into the complicated

field of causal modelling or into factor analysis
partly because I have Peen on record on the subjects
previously, and I did not want to overlap, but

mainly because these are the epiphenomena and I
search after the core. This explains why after amn
introduction to my all pervasive philosophy, I
concentrate so much on statistical inference - we may
not use 1t properly or frequently , so why ? - and -
then I take an example of how the seductiveness of"

a formula can lead us to forget what are the real

attridbutes of that with which we are dealing.

The Appendices are not essentiai to the understﬁnding
of the argument in this thesis, dut help to'amplify
various aspects and fill-out its content; as there
is more to life and science than the logic or form

of an argument and we need the content to keep a

grip on reality -~ so this thesis is lessgsned without
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! PREF.2

the brosdening content of the Appendlces, which

show in action the ideas which have been purveyed

in the thesis. My approach is aptly described by

the opening line to 1.3 *... Not agreeing with
Hernandez-Cela that we camnot learn anything about
the general through the examination of the particular
I shall proceed to show how it may be possible to make
some‘general points about theory-testing from an

examination af ‘a particular study ...!

'My thanks are due to Roy Mapes, a friend rather than

‘supervisor{ and also Bill Bytheway , a Bupervicor’hut

more a superd dbreed of Devil's Advocate. I have
benefitted from discussions with many people at keele

Manchester and Nottingham, In particular I have come

ot age as a sociologist mainly, I feel,through the

agency of Jim, Joel and John of the School of
Sociology, Manchester Polytechnic.

I dedicate this thesis to my wife (vho has borne thoc
brunt of the noise of my insistent typing) and my
children who, despite my faults, love me_(or s0 theg
say) e



CHAPTER 1

THEORIES AND TESTING

Arctic elephants are the same as African ones only

they're colder. Feel one. (Spike Milligan. Arctic Elephant)
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1.1 Sociology as Science

Sociology is a science or, if it is not a science,

it should be. Sociologists should not, however,
aspire to be as natural scientists because the nature
of the reality studled in natural science differs
from that reality studied in social science :

if the natures of the realities differ why should

the methods of the sciences be the same? (Popper
disagrees, see’Appendix A). The reason sociologists
cen be scientists is that they use theories, some
theories being more'powerful than othersr-'the
difference between theology and science 1lies in

. tesfing of the ihplications of theories (I will
pursue this below). Various commentators see
sociology as a (potentially) scientific concern
where the key element is the use of 'concepts!
rather than 'observables! in explanation, with
concommitant use of theories (eg"Allah;1974;:z
Hindesé,lg?si;wnlef ."and‘ Willer,1973), - vnfortunately B

there is a. tendency to'OQér-emphésiZé'the‘difference -



l.1.2

Hindess (p51) says that theoretical entities are
not '... objects of immediate human expérience and
do not appear to be reducible to sqch»objects ool
and the Willers (p3l4) suggest that one way of
distinguishing between a 'cow' and a 'force'! is

‘... force is not an observable ...' (and where dées
that place a blind man ?). Grover Maxwell (1962)
and Sellars (1963),both make a similar point with
which I agree : If a conceptual entity is<named -

- in a theory then,:if the theory 1s 'good' theory,

it is‘reasonable to believe in the reality of tﬁe
entity‘named. In,the Willers! example Qf a cow and
a force there is a further complication { acowls
entity, and fqrce is a characteristic u;ually
assoclated with some entity, so thatvthey are not:
comparablg ( the Aristot,.an‘distinctibn‘betﬁeen

- substance and 'accident' of substance). Below I will

give an example of an 'abstract' observadble,

Theorles have to be tested before we can be sure
about them - not an obvious point - Wiiler-and-Willer

discuss testing of theories and exBerimentél design,
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and Hindess has an Appendix whieh discusses an
experiment in the measurement of time (Koyré's
original exanmple). B;achelard (eg 1951,1968) has

a phrase 'revolution of concepts! - taken from
Nietzsche - and suggests there are crucial

experiments and discoveries which totally change

the course of people's (ie scientists') thinking -
an insubstantial notion which has been surprizingly
influential (eg Althusser,Hindess).k It is |
insubstantial because it starts from false premisses,
and the creatién_  of a ‘false edifice is shown most
clearly in one[his earliest examples - the impact ‘

of the Michelson-Morley experiment on the developmentt_
by Einstein of his Special Theory of Relativity.
Bachelard (1951) in Einstein's . Festschrift (Schilpp;‘

1951) dwells at length upon the upheaval (ie revolution)

of. concepts, and uses the incongruous, unexpected

result of the Michelson—Morley experiment on aether drift S

to account for the development of Einstein‘s theony.

(On P566 we read '_‘.. AS we knOW’ as has ‘been PO S AT S
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repeated a thousand times, relativity was born of

an epistemological shock; it was born of the
nrailure" of the Michelson experiment .e.' o)
Einstein himself in his 'Autobiographical
Introduction' to the the collection nowhere

mentions the Michelson-ilorley experiment in his
description of the development of Special Relativity
- he does however say (1951a:53) ‘... By and by I

despaired of the possibility of discovering the

true laws [ relating matter,space and energy ] by

means of constructi;e efforts based on known facts.

The longer and the more despairingly I tried, the
more I came.to the conviction that only therdiscovery
of a urniversal formal principle cquld lead us to
assured results....After ten years of refleqﬁion

such a princivnle resulted from a naradox uvon which

I had already hit at the age of sixteen : EWhat.hqppens
to somebody moving with the speed of 1light, and what

does that person see ? ]...in this paradox the germ

of the special relativity theory is already contained cee!
(my emphasis). (See also M Polanyi's(1962) di;;uésipn

of the same point .) As with the Copernicen
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*Revolution' pre-existing ideas are Jjustified by
discoveries, and discoveries do not create ideas,
Aristarchus (3rd century BC) had proposed that the
planets follow circles around the sun, but on the

basis of observation it was shown by Hipparchus

(2nd century BC) not to be feasible. Instead of
improving upon Aristarchus' idea - ellipses instead
- of circles - the geo-centric scheme replaced it

(lérgely because it was less impious).

In a similar manner the Willers (1973:137) make the
the contrast between Science and Empiricism partly
to lie in that ',..Science is inherently imaginative

and radical ..e's In criticizing the practices of .

empiricists they should be aware of the practices
of scientists - unless they have some rarifiéd -
picture of what Science is like., The Willers are -
strong proponents of the view I oppose at the startt
of‘this section; mine, restated, is that what is
good and true for one science is not necessarily

true for another science. Two examples will suffice



1.1, 6

they say (pp 21-22) '... Scilentific knowledge

: C}hey always use examples from the physical sciences)
is more precise than empiricist knowledge [ﬁhey use
ekamples from social science}‘but not because the
neans for measurement in sciénce are more precise,

for any measurement used in science could also be

“used in emviricism ...'(My emphasis), it is not too

clear what they mean; but, in their section on
measurement and scaling, we read (ppll3-11h)

"t... One does not measure length by asking a sample
of people to rank baskgtball players, Supreme Court
justices [etc]... according to the [people's in the
sample] beliefs about which has the greatest length
and then éumming the result to gét a ""scale" of the
way the average person in the sample thought they
should be ranked, No amount of refining could make
this procedure even fractionally useful as a yardstick
g..Applying this method to determine a "scale" to
"measure status" is equally preposterous ...'. I am
not too certain what the Willers mean by 'yardstick',
but :  1if they mean a stick a‘yard long, it is not

only preposterous, it is impossible, to use a
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yardstick to measure the distance to the moon; if
they mean by yardstick am absolute definition of
units and properties at the macro~level, they will

become unhlnged at the micro-level.

Bachelard, the Willers and Hindess all seem to be
Rationalists in a Platonic Realist sense :eg there
are - ‘true’ conceptsof 'Spece-time',or 'length', or
ttime! ('universal' Forms of Plato?),these exist

- only 1n their mathematival definition- by relating
these definitions to various indicators we can
perform experiments ( or tests‘of theories ) and
can obtain perfectly clear-cut reeults. vBachelefdh
(19513577) says '... Let us tirmly underecore‘thet
‘efficacious thought proceeedsiio the direction of

rationalism =y realism eeo', the Willers inply that

lemgth only exists in as much as it is a mathematical

element in an equation, and Hindess(l973 60) says

teee I have insisted that the dasis of knowledge is
not to be found in human 'experienme' but in concepts
end rationalist forms of proof and demonstration.

In partichlar, that knowledge is never simply given
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but is always the product of a determinate practice
oo [see Bachelard] for a systematic refutation of
the claims of realism in the natural séiences...'
There are many forms of Realism and the arguments
of paridicularly Bachelard and (therefore) Hindess
are those of Platonic Realists, or as they are '
frequently termed Platonic Idealists : Einstein
was a self-avowed realist, and he wrote (1951b:
678) approvingly f... there are concepts...which
play a dominating role in our thinking, and which,
nevertheless, can not be deduced by means of a
logical process from the empirically given ( a fact
vhich several empiricists recognize, it is true, but
seem always again to forgét)...'. I would contrast
to the above Idealistic Rationalism, a Realism -
in the Aristotdnan sense (see also Smartfl9b3)on
'Scientific Realism') '... Such a realism may be
summed up in two dominani considératians : (1)<the
consideration that the things of the world simpiy'
are what they are in themselves and independently

of our attitudes toward them or our opinions about

them [ﬁhough this does not discount the ﬁelf-fulfilling
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prophech; and (2) theICOnsideration that human beings

are capable - subject, of course to all sorts of

errors and mistakes that they may commit in the

process - of conming to know such things ofvthe‘world
more or less adequately ...'(Veatch,l974:75 - my
emphasis). There is another aspect to Aristotle's
philosophy that can clarify some confusioné in the
pletﬁora of 'scientific! critiques of sociology; the
distiﬁction made above betwgen 'subsfance! (eg an
electron)‘and Yaccident! of_substance geg the 1ength
" of an electron) and further the importancg ofAfindiné'
vhy such én'accident . pertains . . to such a subdbstance,
_(Does it make sense to talk of the length of an
eléctron ?). For exahplé,Hindess(l973:51) starts
his appendix on ébservationallcategories by noting
“on the first page '.,. Scientific discourse refers
to objects(electrons electromagnetic fields,imperiaiism,
the capitalist mode of production) that are not
objects of immediate human experience,and‘do not
appear to be reducible to §uch objects ...t (so the
capltalist mode of,prodq;tion does.notvreally |

exist?) : and ontrefinal page (p58) he concludes
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t... In these examples the measurement of time is
a theoretical operation ...'e This is clearly é
move from suﬁstance (eg,that electron) to an other
‘item‘time'which is not an accident of avsubstance
(what is the time of an electron ?) but something
central to all 1ife and science - Aristotle
himself (we can agree or disagree) considered tﬁat
time is inseparable from changej and in the four-
dimensional space-time continﬁum we ere onl& aware
of the continﬁum when motion occurs. The‘pointvis
ontologic.al - that is,‘wh.at are t‘hev naturesof the |
items under discussion,whatris fheir eesenfial
status ? - rather than epistemological ; wﬁat is

the nature of our theory of knowledge ? (See also

the discussion in Appendix A),

This again brings us dack full-circie to the beginning
of this section - sclentific methods in Sociology

must differ from scientific methods in the

-natural sciences, because the nature of the realities
studied differ (an ontological argument), The Willers

and Hindess are argnierg cpistemologicallyy - we
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must not only have a theory of knowledge but also a
is
theory of vhat it/we are attempting to study.

Finally, on the subject of krucialt experiments

and lcrucial! results, Zetterberg is probably much
closer to the truth far sociology when he comments
(1966 161-162) upon how hard it is td confirm (or -
- contradict) a single proposition in sociology
(Marxian theory is a prime example - see Sorokin,
1927:514~546). He suggests that often we can merely
provide some form of 'oddsf = the chances of it being
true to it not being true. Theireasooé, vhich are
not really connected fo poor meesgreﬁent,are

examined in the next seotion.
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1.2 A Sociological Ontology

In the preceding section I introduced tho idea thal:
what sclentists from different sciences did ( the
tools they used; and the things in which they were
intereoted' that is, their methodologies) would differ.
I also showed how the Willers and Hindess had not
grasped tkhis important ontological point, because
they were principally epistemologists. In this
section I will first sketch-out the form of a viable
sociological ontology, and then consider how it stands
up to Chapter 6 of Willer-and-Willer (1973). (I
approach this problem from what might be called
¥Scientific Realism' and the philosophical questions

involved in this stance are discussed in Appendix
B). '
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1.2.1 Statistics and Parameters

Sociologists are - almost by definition - concerned
with groups of individuals, why and how the gréups
differ, Sociologists continually use Statistics -

a statistic (or set of-statistics),summarizes a
whole series of different values of a group of
individuals in one value (or set of values). When

an ethnomethodologist ( E ) says fhat quantitatively-
inclined sociologists are 'Positivists', he or she

is providing a statistic. Individuals within the
group'might never have exactly the value of the
statistic, and some statistics (such as those which
measure degrees of variation within a group)ihaven,
no counterpart at the level of individuals.: Statisties
are totally abstract, and are not observables as
suchy but, being formed from observables, I suppose
we can call them !'abstract' observables. To show,
therefore, that any individual does not have the

same value as the statistic is not'daﬁniﬁg,lbeéause

the statistic pértains'fb the group. For example,
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to point to an individual quantitative sociologist
who 1s a Scientific Realist and not a Positivist
does not negéte E's point; ©but to show that most
quantitative sociologists are Scientific Reallsts
casts doubt on the statistic - which in this case
is some form of average. (In fact, when'youthful
lay sociologists chant "All coppers are narners"
afe they et

theylexpressing two statistics whichlare sufficient
to describe the distributicn of intelligence of

' volice officers.'"The average intelligence of police

officers is low, and there 1ls no variation around

this average'.)

It is possible to query E's statistic in at least
two ways. The first query concerns the way in
which the value of the statistic was found (ie ,
given E's data, would;we have arrived'ai‘the
average, 'Positivist' - or,is the 'average' income
glven by the median or the mean ?); and the second
query is concerned with the representativeness

of the group examined by E (le is it typical of

qﬁantitative éocioldgiéta in general ?). Suppose
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that E cannot be.faulted on>either count, but that,
however, another sociologist M (ie, me) finds that’
the quantitative sociologlists he étudied were closer
to Scientific Realists - M's study also cannot be
faulted, Which of the two statistics is correct ?
And‘- this is essential - what is our criterion of
'corre¢tness' ? TFor something to be incorrect;‘or
to talk of degrees of 5correctness' we must héve a
notion of what it is to be perfecbly—corrécf,
'(Bachelard:If we have a Philosophy ot Yes we must
have a Philosophy of No)s If all quantitative -
sociologists were stidied we might find that the
statistic had the value 'Pragmatist' - a mythical
creature akin to the Griffon and half-way between:
Loglcal Positivist and Neo-Aristotglian Realist.
The name given to a statisfic calculated from all
possible individuals (ie the 'popﬁlation') i3 a
Parameter. If the parameter is Pragmatist, and

E and M loooked at'éimilar nuhbers,gthen probably
the statistics Scientific Realist and Positivist
are each as likely as the other to berfdund in

subgroups (ie 'samples'). Given the notlon that
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statisties from sanples need not agree with the .
corresponding parameters of ponuiations,nwe can then
employ the abstract (conceptual ?) notion of a
sampling distribution of a statistic. In taking
many different samples from a population we will
find many different values of statistics, sone staxistics
occuring more frequently than others. The graph

of the (theoretical) frequency of occurence of any
value for a stetistic given a set value of the
parameter is called the samplingrdﬂiwibution of a
statistic. (this isfusually a pure1y>mathenaticai
enterprize). o R | |

ﬂywwq H‘ ; ‘?_  Hwﬂ 424
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This theoretical notion has been attacked quite
unreasonably, because we can never concelve of

a very long run of differentsamples to have any
relevance to the individual sample. As it so
frequently is, a valuable notion is lost because it
can be used in more than one way - and the way it
is commonly used is highly dubious (to wit: *The
Significance Test Controversy'). Some important
implications of the sampling distribution of a
statistic are discussed below in connection with
Bayeslan and Fiducial Inference; but for the
present éﬁffice it to say that, as some values of.
statistics are more likely to occur than others

gilven a certain value of the parameter, so,under

lack of knowledge of the value of the parameter,
some possible values of the parameter are more

lixely to be true than others given a certain fired,

observedvalue of the statistic,

Iﬁ many cases the sampling distribution of a statistic
‘follows a normal distribution (eg Figure 1.,2,1) with

a mean equal to the value of the parameter; and this



l.2.7

distribution, whése mathematical formulation arose
from the 'theory of (measurement) errors', has
led many to confuse sampling error and meesuremant
error. The nature of a statement to the effect that
ue are 99.9% certain that the value of parameter is
within certain limits, is entirely different fromi‘
fhe nature of a statement that the speed of light
lies‘withinycertain limits. In the first case our
limits are set by the size of sample and the recognition
' that the values of statistics will differ from the
value of the parameter' in the second case our
limits are set by our techndlogy, eg our wavemeter
will only measure to certain level of accuracy, and
the existence of a tpopulation! of posslble‘readlugs
is a non-starter. In a similar sort:ofiway tﬁe'
juxtappositloni;g in arguuent of Statisfical Eechanice
(say) and"statictical mefhods iu‘scciology le a nan-
starter (though see Nagel(l96l:290-293.503-5109for
an examplevof this). In statietical mechanicc we
observe what is analogous to a population of (say)
gas molecules, each individual molecule has its owm

energy and we wish to predict the value of a quasi-
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param¢er - the average energy of the gas per unit
surface. The value of the quasi-parameter is
constantly fluctuating ( by minute amounts) and.

it is possible to graph variations in value of
quasi-parameter against frequency of occurence

to obtain a graph somewhat similar to Figure l.2.1,
The similarity is nice, but it is misleading.
because in Figure 1l.2.1 fhe variation was in
value of the statistic, whereas in this case the

" variation is in the value of the parameter ( which
1s wvhy I termed it a guasi-parameter ~ it is a
parameter but only for a short instant).l It is
always possible, I suppose, to regard the quasi-
parameters as really statistics because the actual -
statistical methods are the same, but in sampling
we are in a different ball-game (and what is the

population in the case of quasi-parameters ?).

The question is, #gain, ontological : A 'true!
parameter of a distribution ( though it may possibly
vary in value over time) is essentially different

from the speed of light or the ascension of Venus,
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The first refers to a characteristic of a population
and the distribution of some varying quantity across .
this population, and ( assuming perfect measurement)
any possible variabhity in estimating the value

of this parameter is due to the fact that we canndt
completely enumerate this population ~ a complete
enumeration would lead to. the same kind of variability
in measurement as in the case of the speed of light,

" This small voint leads us elliptically to my main
puint = natural science 1s by nature different from
soclal science = and also stresses the importance

of distributions, and therefore statistics and
probability theory, in sociology. 1In fact sociology

is statistical (in the widest sense of the term
statistical). |
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1.2.2 The Ontological Status of Probability

In Willér-and-Willer (1973) there is a chapter on
"Probability in empiricism and science!" written by
Hernadez-Cela (henceforth H-C). Thislis a poor

chapter  in a trite book (ie H-C,1973); and we

have in our possesion a sufficiently capacious

Armoury - of concepts to examine it in a comprehehsive
manner, Because 'Probability' is the key element,

as the section-head says : What is probability ?

One, probability can be the parameter of a‘distrihution,
ie the population equivalent of the statistic we call

a proportion. ' Whittle (1970:28) says '...The
probability of A ...is to be regarded as the expected
proportion of experimenté [}e cases]in which A

actually occurs. The motivation for the definition
comes from the finite [NB(] population census,..!.

What Whittle means by 'expected' proportion is the

- -
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mean of the sampling distribution of the proportion.
Now, covresponding to a sample propettion, we have

a porulatisa probability, where (as I note above)
the vopulasion is possibly finite ¢ This is in
complete e¢satradiction to H-C (1973:97) when he
writes '...a relative frequency [}e,a proportion]
is a p:ﬁﬁ%ﬁility only if the number of events taken
into aczsunt is infinite...'{my emphasis - H-C is
proposi:g an alternative definition, és if it were

the onlz definition).

Two, rrobability can be a probability tdensity' :-
that is, for any distribution we can find the
proportion of cases between values X . and X + AX .

_ (say) divided by the difference between the two
values, ie Am. " IfPr(x ¢ X £ x £ X + AX) represents
the prozsrtion of cases of value x, where x lies

between £ ond X + AX and we write

g(x) = Prix ¢ X £x £X + pAX)
AX

lettinp LX tend to zero gives a limiting value of
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this function g({x). If F(x) is the proportion of
cases in which the value of the variable ' is less
than X, the limiting value of g(x) is given by £$(X),

where

I(X) = dF(X) . . .ooooaoo(].oZol)
ax

This limiting value ( £(X) ) is the probability
"density of X - Qathematically it is given by the
slope of the graph of the cumulative proForbon

(ie the ogive, F(X) ) against X, at any particular
point, f£(X) is not the probability (or proportion!)
of X -« assume for the moment that X is continuous-
valued = of X occuring, for the probability of
'observing any_partiéular value of X beforehand i
rear-zero, though after it has been observed the - -
probability is unity. Thé probability desity is
what is shown by the height of the curve in Figure

l.2.1 -~ that is the axis labelled *Frequency',
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Three, probability can be a *likelihood!'. Let us

be interested in the sampling distribution of the
statistic s, given . .. . a fixed value of the
parameter, ie P. The probability density of a certain
value of S, given this fixed value of P will be
written f£(S:P). Suppose, however,‘that,'instead

of being interested in how likely a value of S is

to occur, we use the information about the value of

S we have calcolated‘to say something about possible

" values of the parameter (givén the value of the
statistic and information about the sampling distribution).
Obviously some values of the parameter are more

1ikely to be cdrrect than others, and if the
probability oF S given a certain value of P is

f(X:P), we can turn this around to say that the
‘Likelihood' of the value of P given a caiculated

value of S (ie L(P:S)) is related to the probshility
density by : | | -

L(P:S) = £(S:P) A eeeeseaa(102,2)

'Likelihood* (as is"probability dénsity' ) is a .
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Q
mathematical abstraction, and is onldifferent level

to probability defined as the value of a parameter.
(Maximum Likelihood methods of shoosing a parameter
involve choosing the value of P for which the
likelihood L(P:S) is greatest. See De Finnetti
(1972:73-74) for specific comments on the types of

prodbability from a Bayesian viewpoint).

Obviously !'probability', 'probability density' and.

. *likelihood' are ontologically distinct concepts;
and the notion of probabilities before and after
the event being distinct is, we will see, of crucial
importance. The H=C critique confuses all these .
and in my discussion I will leave aside such
outlandish scepticism as (H-C,1973:97) '...The
propﬁtion, however, is not relevant to [phosé]...
‘not in the sample...'(my emphasis). ' Surely it mﬁst
be relevant in vome way to others, otherwise we

have to contemplate chaos ? Wit@Fnstein's attitude
towards eternal sceptics was : Go shead and practice
your scepticisme. Iprthis case ¢ Why worry, what

you say abdut some quantitative socfolgists is not
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' okher
relevant to any}quantitative soclologists ?

The critique commences with a justifiable condemnation
of the notion (H-C,1973:96)'...that scientific
knowledge is gai@ed by inference from the direct‘>‘
observation of individual facts...' but~immediate1y‘{
he falls into a well—populated trap ¢ '...the most
that can be said about the number of heads that will
turn up when tossing a coin twenty times 1s that there
will be a particular frequency which is unknown until
ve toss the coin. In other words, the assignment

of a value ¥ simply because the‘coin has two éides

is an error because we do ﬁqf know that each side‘
will be equally represented in any e@firicai éase.

Eaual representation in probability is a mathematical

assunmption which is violated in finite emvpiridal

caseS...'(H-C,1973:98 = my emphasis).

Two mistokes are made $ firstly, we cannot know
how many heads will arise in twenty tosses but
we can say which is the most probable number'of:heads

that will appear - there is no mathematical assumption
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which is violated in empirical cases, (unless,we
confusse statistic with parameter); the second mistake .
is further exemplified in *...We are told that the
probability of rain tomorrow is 60% when, in fact,

1t will either rain or it will not. Such statements
are [as usual f] unjustified, wrong and misleading...!

(B-C,1973:98). I too am not all that confident

‘about weather forecasts, but H-C has confused. two

ontologically distinct items ~ the former is a

" meagure of belief in the occurrence of a future event,

and the latter is an observation made of the future
event after the event has nappened. H-C ﬁould ask
us to condemn statements such as : "The weather tomorrow
is likely to be very warm' as '...unjustified,wrong
end misleading...'. (Here is a conscequence of the
Platonic Idealist epistemology - an Aristotelian
would never have contemplated this flying in the
face of common-sense reason). There is also the
point tﬁat what we should do or believe béfore the
event is different from what we should do or believe
after the event. The point that is reiterated in.

the critique (with uhbelievable deduced consquences),
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thé point is that an observed pronortion is not a
probability, (ie a statistic is not a parameter)
and an observation is not a probability - true but

trite.,

I will finish these notes on the critique py‘

examining (H-C,1973:101) *...Fisher in his "fiducial"

argument claimed that probability can be constructed
out of available data. Thus Fisher rejected the

| notion that there is any difference between a proportion

end a probabilitye...'. Clearly H-C has misunderstood

Fisher's argument (he is not alone in this !), for

i essence - given a value of the statistic S - Fisher

asks us to examine the variation in value of the

likelihood IL(P:S) with the possible values of the

parameter P, Fisher then asks us to treat values

of I(P:S) as if they were probability densities -

this, I suppose, is what H-C means by ',..probablities

[L(P:S)] can be constructed out of avallable data

[S] ses's Note that the fiducial argument requires

not onlyvthe value of the statistic but also the form

of the sampling distribution of the statistic ( to
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give f(S:P) upon which we base L(P:S) ).

Below (in Chapter 2) I elucidate the implications
of the distinction between the sampling distribution
of a statistic and the fiducial distribution of
possible values of a parameter, after comnsideration

of a case study in inference in the next section.
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1.3 A Case-Study in Inference

Not agreeing with Hernandez-Cela that we cannot

learn anything about the genmeral through the examination
of the particular, I shall proceed to show how it

méy be possible to make?some general points about
 theory-testing from an examination of a particular
study, The study is that of Ford and Box(1967),

and, leaving for later delectation their theoretival
development, I will cbnsider their analysis of

resul%é in support of their theory. Actually all
that/will examine ié contained in part ofitheir

" Table 1, and (Ford and Box,1967:295) @ »
'...Vhen all three variables ['ie Type of Scientist,
Type of Favourable Emplyment Conditions, and

Expected Degree Result] are considered together,
however, our ability to predict occupational choice
[ie Future Emplbyment Preference (ﬁniversity/Ihdustryi]
is muéh improved{ Thus fbur out of five publid

scientists perceiving university as providing betfer



1.3.2

professional freedom and expecting good degrees

‘[a 1Type A! scientist]chose academic employment,
while less than one in ten instrumental scientists
perceiving industry as providing higher salaries
than universities anc¢ expecting Qegreés of lower
second class standard or less [ IType B! scientist;]

chose such employmentees!

. Table l.3.1

Occupational choice of two types of university sclence

students. i
UNIVERSITY : - - INDUSTRY

TYPE A ‘ 15 - 4

TYPE B | l 12

T@is is Ford-and-Box's interpretation of the rexlts
§hown in Table 1.3,1, and 1is the culmination of a
}ong discussion of the separate effects of the.threé

variables on occupationai choice. In essence, they
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show that when university science students are

split up into various groups (samplesﬁhought to be
represqtative in some way o:ya theoretical population
where the population is‘finite and idealftypical),

then in these groups the proportions choosipg university
differ.w‘To establish that the prepertions differ.

they apply chi-squared tcst of significance - they

do not do this fe: the difference between tpe two

groups which most clearly tests their theory., I

.will not use a conventional test of difference

between propo;tions; the'reason fozr this is partly‘
explained in these terms - am I interested in whether
the two samples come from the same population ? ( To .
quote fromlwell-:mown book-written (so we are told)

by '...2 Fellow of the Royal Statistical Society...

= (Reichmah,1970:327) '...It is sometimes desired .

to test whether two samples are in fact drawn from;(

the same population or whether there is a significant VUVk
difference between the samples aad_therefore}alsoi~

between the populations...For this purpose we may .

calculate the standard error of the difference...')

Venn pointed out that any person, indeed‘any,sample,
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is part of a vast number of populationsj in the

. case oi the Type A and Type B student scientists,
both samples are from the population of student
scientists! 1If we twist the test into a test

- whether the two samples come from , different
populations but with the same mean, as is sometimes
done, we have lost the sampling theory legitimatiom.

- This will be explored in more detall later.

" Consider this then : of all the students interviewed
3 chose univeréity as their future employmeﬁt‘preference;
}Suppose. therefore, $hat the population probabiliQy
for Type A scientists was also .3 - given a parameter
vof this value what is the probabllity density ot
‘obtaining 15 choices of university out a total of

19 ? Refering back to Figure 1.2.1, alternatively,
vhat is the Frequency of a statistic of value .7895
(=15/19) if the value of the paéameter is 3 ? Actually
Figure 1.2.1 is not too accurate a representation

in this case because the sampling distribdition is
‘not symmetrical, neither is it continuous (it is

disctete). The prodbability density in this case
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is given from the theory of tinomial samnlig, hat P
is the probability density is (writing factorial

n as n')

o7 P - ot

. |S
'(thichonsidered in greater mathematical detail in
Appendix D), and has the value 1.34 x 10 55-,a very
low figure. We have to consider whether this very
low value has any meaning ¢  for example, what is
the probability density of this statistic corresponding

to a parameter of value\.79 ? The probability density

in this case is

191 15, , L
-l%,—;. (.?9) P - 2

and has the vélue 2 Zkaild'l - still a low value, b

but much greater than the previous density.

What has been done ? If, as in the previous section,
we 'invert' the probability density of a statistic

to arrlve at the likelihood of a parameter (p 1 2e 13),‘

PR
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then the likelihood of a parameter being .79 is

2.20 x 1071

and the likelihood of the parameter being
.3 is 1.34 x 10™2 . The relativs likelihood of the
parameter being .79 to it being .3 is thus 1.64 x 1o%
to 1 ; alternatively, the likelihood that the sample
is drawn from a population with a high (in this case

" an estimate is .79) probability of choosing university
_ is vastly greater‘than'thé likelihood of the sample
‘being drawn from a population with a low (.3)

, rrobability of choosing university. Expressing this
in percentage terms, we could say we are 99,998%
confident; that '... there are about [59998]

chances out of [;OOOOQ] that they have hit upon -
something really true...'(2etterbereg,2966: 161);

Vie may have hit upon the outlandish case but our
”non-statistical knowledge suggests that this is not
the case probably this is clearly a sample from

'a high probabllity population, where this population’k
%is more of a theoretical construction than anythiqg
elso‘- a theoretical comnstruction, that’is, which
iattempts to portray a real thing; and, indesd, may

ve real, . I suggest that this analysis forms a
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clear confirmation of ¥Yord-and-Box's prediction,
(whether the prediction really follows from the

theory is a different - epistemological - question).

What is also shown’in Tébie 1.3.1, is‘the converse
of Type A, the Type B scientist. The observed
sample proporﬁion choosing uhiversity is is .0769
(= 1/13) : 'the probability density corresponding
"to a probability of .3 is

%ﬁ (03)1(1 - 03)12

and, likewise, for a population probability of .08 :

131

! o 1 : 12
2= (o) k(2 - L08)

The relative likelihood of the parameter being .08
to it ﬁeing «3 1is thus B | .

(9 =gy

which is equal to 4.96. Tals relative likelihood
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is not very high, which is probably due to two

things : the small number of Type B science students
interviewed, so that.we cannot be very.sure of the
stability of the statistic as a measure of the parameter;
and the small difference between the taverage'
probability of .3 and the 'Type B! probabilit& (as
hypothesized) of .08. (Below it will be shown how

" this relative likelihood of L4.96 corresponds to a
(one-tailed) p-value of .0k, standardized to a normal

" distribution. The difference would be established

* rather more 'firmly' in the conventional tests).

What we have are really two separate tests of the
theory; as both tests support the predictions - to
differing extents - does this mean that we have a
greater amount of confidence in their theory than
if we had just one test? In any sane world this
would be so, but rarely is this done in sociology.
Usually tests are made against a null hybothesis,
and if p is less than .1 the null hypothesis is
accepted, but the results of this test are not used
~to inform later tests of the same null hypothesis,

If we have only small samples it is very difficultt
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not to accept the null hypothQs?S: in most cases,
because generally: the smaller the sample the
greater the variation in feasible values of‘the
appropriate parameter. However, if ih all the
different samples the statistic was positive,(and
the null hypothesis is that the parameter is less
than or equal to zero} surely the null hypothesis
* 1s incorrect ? In the conventional tests ',..after
a time the null hypothesis joins that corpus of
hypotheses referred to as 'knowledge', on no -

positive grounds whatever...!'(Edwards,1972:179).

Using this RL (Relative Likelihood) method, we
simply combine the 'odds' ¢ in this case the
odds that the predictions taken together are
true, rather than that the results are merely
sampling fluctuations from a common average :
value,these odds are 8.16 x 10% to 1 (8.16 x 10%
= 1.64 x w0t = 4.96). The combination of odds
derived from conventional tests is incorrect, as
will be explained in the next chapter., The specification
of 3 as the 'average' probability and choice of 79

and .08 are, of course, open to discussion and
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perhaps this might lead to further clarity in the

predictions.

It might be objected that a test is a test is a

test, in the sense that a sample is a sample is a
sample, In this example, 1f Type A were more

1likely (note héw common usage 1s so free with these

. technival terms - or is it vice versa), to repeaﬁ,

if Type A were more likely than Type tho choose
university employment in this studj, that is that

- to Eurydice with the statistical tests? One obvious
obJection to this ié'to show that I could fdfm'a
sub-sample of 4 Type A students who chose industry,
and a sub-sample of 1 Type B student who chose
university = perhaps Hernandez-Cela's argumentsxabout
samples can be seen in this light, If a’prediction
were couched in terms such as 'all X are Z', then a

test is a test.



CHAPTER 2 -

STATISTICAL INFERENCE

'eee when we are powerless to discern the truest
opinions, we must follow the most probsble, and
although we see no more probabllity in‘.some than in

others, we must nevertheless settle on some «.¢?

(Ren8 Descrtes . Discourse on Method (3))«
i ¥ -

7. a2
- L
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2.1 Groups, Populations and Samples

There 1s a group of individuals - a set called G,
The individuals in G are also members of a wider
graup - a set called U, Techically we say the group

G is included in U, in set notation
G < U | ceseesse(2:1.1)

The set G 1s composed of many elements, where each

element is an eq and we show this by
G EE eé 3 o »}...;....62.2.2)

'How do we know'whéther a ce;tain individual isyin G

or not in G (1; G )1 kIf we haye‘ho’infofméfién at

all about an individual, other than that the individual
is an individual, we are not able to say whether the
individual is in G or G, ( though by definiyion the
individual will always be in U). For any individual

e (say) we can always write



2¢1.2

e*e U ' : L ' (2.1.3)

(e* is a member of U), but the question is whether

In less abstract terms, we know that Bloggs (e*)

was a member of the human race (U), but we do not
.know whether he was one of the group (G) of people

we call psychopaths, or the much larger group (&)

of people who are not psychopaths.:  Given the existing
(nil) information we canhot say; but Bloggs is more
likely to be a member of & (non-psychopaths) than |

G (psychopaths), because there are more people 1n

G than there are in G, Suppose,that Bloggs was a
pseudonym for A Hitler ¢ does this changé our assessment ?
It does, because we are not'in'posséssion of no -
knowledge‘and most people will think that, given =~

his reported behaviour, he i3 more likely to be a

member of G. (We could be wrong, even so).

This is the same old prob1em; touched on in Chapter 1:3
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if it has rained it is'immaterial to the rain that
day that somebody said it was to be sunny all day;
if we have a psychopath it is immaterial‘to this
observation that taere are mofe non-psychopaths than
there are psychopaths (though we’might ask why there

are only a few psychopaths).

Let, then, eachvindividual be distinguished by a
. set of characteristics cl,ca, vee C oy shown by ‘
, e(c) ( ie the individual e has the set of characteristics
¢). Further let there be two sets of characteristics |
for every individual in G, ie Sy and ¢ 3 and two
sets for an individual in G, ie ¢y and ¢ 5. More

concretely, ¢, is the set of characteristics that

U
every individual has indiscriminately, the elements
of vhich are not related to a person belng a
psychopath or not, (eg halr colour). g is‘the
set of characteristics, the elements of which are
assoclated with a person being a psychopath, and

cg is the complemenu of these.

To show this symbolically, G is those individuals

vho have a set of characteristics y and e
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G = t e(e) 3 e = ey » g } eseosceel{2s1elt)

That i1s, G is the set of individuals whose characteristics
are ¢; and ¢, (and‘not <y and.c §)° Thig leads to

the question of the ambiguity of the elements of

Gy = to what extent does this set clearly define

membership of G ? This question re-appears‘invmany

.guises,
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2.1.1 Predicting Group Membership

One of the ways in vwhich the term 'prohability' is
understood may be called the 'propensity' interpretation
- the ldegree of rational belief'(Keynes). That is
(given a long aiatribe at a conference from a person

who accuses the giver of a paper of not being aware

of her own auspices) : "He's probably an ethno t..".
Given a compositelof information about a thing, ( where
the thing can be a person, group; tec.) and a range

of ekclusive’groupsyof which.the thing could be a
member, theh } of‘which‘of these groupsvis the thing
most iikelv‘to be a mohber ?V Of course it(we know,
of’which grové the‘the thing is a member’then we need
not gﬁess of which group the thing is a ﬁeﬁber. |

(The deliverer of the diatribe might not be an
'ethno!, he might be a we‘l-known comedian). This~
'composite of information' is the set of characteristics
(c) which we split into ¢ those characteristics which
convey no information about the relative propensities

of the thing's membershin of the various groups ( ie c ),

and those characteristics which provide information
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on the relative propensities (eg cg ond ¢© é). As

I noted above (and this is reflected in the propensity
interpretation of probability) to whaﬁ~extent does

a set of characteristics clearly define group

membership; is a moot point, If a set of characteristics
do not distinguish clearly between membership of tﬁe
groups, we shall begin to believe that thesé |

" characteristics are not really relewant to whether

a thing is in this group ar that.

I we decide that the !'thing' 1in which we are interested
is a soéial individual (ie a persén); épart from the |
ihherent cussedness of people, thérevis the seéming.
randomnésé which arises becsuse most characteristics
pertaining to social individuals are variates. A
variate has difféfing values end some values are

more likely tovdccur than others (frequentl& fhey ‘

are termed variables - but variake éﬁphasizes the
disiributionél aspect)., Intelligence is en example

of a varjdke pertaining to people - it is a variste
because it can take different values (some people |

arelclever tham others), and the frequencies with
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vhich it takes these values follow a normal
distribution over the population as a whole. ‘Let
G be the sgb—group of people{we term lecturers s it
is well-known (2) that the distribution of intelligence
for lecturers is such that tﬁéie aré ere felatively
more people of high intelligence, than there are in
the rest of the population (ie sub-group ). Thus,
a person of high intelligence is more likely to bde
. a lecturer - or is he/she ? If you think of the
proportion of lecturers in the population, it is
very small : there are suffigient highly intelligent
non-lecturers for there to be more of them than
highly intélligent lectureres. Prior knowledge of
the odds 'number of lecturers' divided by ' nunber
of noh-lécturﬁé; informs our guess about whether |
a person is likely to be a lecturer ; in conjunction

with knowledge of the relative likelihood of a person

of that intelligence being’ih”the group of lecturers
or in the group of non-lecturers. What has just been

discussed forms the subject of Bayes' Theorem.

Let us suppose that somebbdy'has found the intelligence

of 211 the lecturers, and the distribution of
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FnuvAQnLY

(,INRM'& ene)

Figure 2.1.1 The distribution of intelligence of

Lecturers

intelligence is as shovm iﬁ Figure 2.1.1. On Figure
261e1 4, I e shows the average intelligence of the
population-at-large and IG shows the average
intelligence of lecturers, Two comments 3 (1) The -

, average intelligence of the group of non-lécturers
will be almost identlcal to the average intelligence

" of the populatibn-at-large; (2) I have not defined
the nature of the'average!, it could (eg) be & median
or a mean. The shépé of the distribﬁtion of inteiligencé
for the population-at-large is 'normal!, ie it follows
the same shape as the sampling distribution of the

statistic as shown in Figure 1.2.1, and is shown in
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Faéﬁuency

(Ihbeiggenq)

Figure 2.1.2 The distribution of intelligence ot

the General Population

Figure 2,1.,2 + It is clear that, as portrayed, the
two distributions of intelligence are of different

forns,

'Smoothing!~out the curves of Figures-2.1l.1l and
2.1,2, allows ﬁs to substitute the 'Frequegcy' of
the vertical axis with the 'Probability Density!';
the probability density of én individual coming
from the group of lecturers with an intelligence
of I will be shown by
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fG(ISIG) ......(2.1.53)

Similarly, for the group of non-lecturers the
probability density corresponding to an intelligence
I is

(1T vorens(2.1.50)
(The subscripts to the 'f's are to emphasize that

. the shapes of the distribution of intelligence differ
in the two groups). The likelihoods of a person
coming from these‘two groups , when his intelligence
1s I, have the same value as the appropriate densities

(without sharing the same ontological status), that

is
L(IG=I) = fG(I:IG) ;..-...(2.1.68.)
L( I"SI) = f(-i( IgIé) ..-..-.(2.1.61))

The relative likelihood - R - of a person coming

from‘these two groups, g;vén that his intelligence

is I, is (in the absknce of any other information) :
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R = ou-O._- cececeee(2:107)

(This relative likelihood is often called the

likeliheod ratio = sometimes, less exactly, the

odds -~ but I will continue to refer to the relative

likelihood. )

The relative likelihood has been,interpreted as the
odds that either of two exhaﬁstive prepostions are
true ( the two propositions are : ithe persoh is a
lecturer! ahd tthe person ie net a lecturer'), but
in calculating R in (2.1.7) we are only explicitly
concerned ‘with the relative likelihood of two parameters
of twe different distributions - given an observed
‘value I. (The value I can be regarded as a statistic
.calculated by examk.rg one person only). l‘his should
be remembered for later; because, though we might
seem to be calculating‘the relative likelihood of
propositions, we are vauging the the relative
1ike11hood of naraneters ( in this case I and I-)

81Ven the observed value of a statistic.



2.1.12

Suppose that we did not know a person's intelligence,
and also we did not kﬁow of which group he was a
member, Intuitively, I am sure, most peoplé would
agree that, if you choose a person at random, the
verson chosen would be, by-and-large, a non-lecturer,
How can we turn this 'common-sense' into something
we can use ? (Forgetting quickly the sceptlcs who

- though they solve them continually in their evérj-
day existence -would not admit such problems ; because,
they argue, it rains or it doesn't rain and he/she
'is a lecturer or he/she is not a lecturer). The
approach I set out below 1s directed towards‘comman-
senée and its succeés or not depends upon whether

it seems reasonable to the reader - a mathematical
Proof which does not make sense to the resource |
ve call commén-sense,even though it is an exact

and correct proof, is automatically suspect. The
common-sense evaluation should be applied to the
Ieasoning, because obviously common-sense is not
always ready to evéiuate the result without the
reasons for the result., Non-Euclidean Geometries
give results with do not seem to match common-sense,

but the reasoning behind them is eminently in line
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with common-sense, Sone of Bertram Russell's

pyrotechniecs concerning the non-existence of

Napoleon can be best seen in this 1light - the
not '

reasoning does/even make sense, (see Veatch,

19711': 14‘20) .

If a person has an intelligence I the probability
densities are as (2.1.5), but,as there are more non-
lecturers than lecturers, we should perhaps be

interested in numerical densities. Numerical Densities

(my term) are still mathematical abstractions but
they are scaled to be in units of people, that is

the numerical density is the probability density
multiplied by the number of individuals in the groups
(ie N; and Na ). If we did not know the value of

‘I, we would have to consider all possible values of

I : Summing all the individual numerical densities
(usually by integration) gives an i1dea of how

likely a person of any intelligence is to be in that
group.. If we show the summed numerlcal density for
groﬁb G as S(*:I;) , and for group G as S(*:Iz)

- where the * shows fhat g;l values have been taken

N be - . . ‘.A
into account = then it ¢ proven mathematically
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d it seems reasonable that’:

S(’:IG) = NG and . S(':Ié)

1]
2
i

Let the total number Ny = N, +'N§ and define

S(*:IG) S(*:IG) / Ny

]

s(f':IG) S(»':Iﬁ) /, Ny |

These standardized summed’numerical densities can

be themselves inverted to provide thevalues of
likelihoods of being a member of the two groupé

( inrthe absence of any informgtioﬁ). Theée
likelihoods are numerically equal to the:pfoportians
(Pr(G)‘and pr(G)) or‘personé in the two gﬁoups, énd"
are shovn as ‘f(I 1#) and ?(Iaz'); tha; is.k‘

P(f :4

(*:1,) = pr(@) Ceeeen(2.1.80)

S(’Sié) pr(a) ......(2.1.8b)

n
U]

P(Iét")

That there is no equivalent to the :* for the ordimry
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we :
proportion and/use the group name (eg pr(G) ) loses

the emphasis, that is in the likelihood ‘P(‘IG:'.), on
the parameter_;G in the absence ofany information
on the intelligence of individuals: Thevrelative
likelihood of a person being a 1ectufer to the person
being a non-lecturér ( ie R) is numericallj equal

to all of the following -

P(T.:* pr{ G) N,

- ---(-;:-- - --—:- = -9 oo e 00050(20109)
P( 1'62’ pr(G) Né' o '

Combining the information in (2.1.?) with the prior

odds ( prior = before we knoﬁ any thing e.lse,( suéh R

as a person's 1ntélligeﬁce), this gives the feiative

likelihoo& of‘ a person 6!‘ inteiligepce I beiﬁg a

lecturer to‘being'a'pon-lecturer (giveh théyditferent

ligelihoods of péople in general beihg‘lecyurefs) e
L(T,:1) P(I :*)

= Ladat T 2 T X eweccsas ' ‘00020000(201010)
L(Ig:I)  P(Ig:*) ‘ o

Now we will suppose that we cannot find the values

I, and Is » but that we are able to find what Eb répdrtion
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of lecturers and non-lecturers fall into the intelligence
caterory represented by I (I is no longer a single
value), This can be shown as pr(IﬁG) and pr(Iéé),

énd the relative likelihéod of a person in intellipence

category.I being in group G of group G is shown as

pr{G:I) pr{I:G)  pr(G)
S eecececcne = emmeoceas b 4 = .o 0‘201011)
préG:I) - pr(I:G) pr(G)

The term pr(G:I) is called the likelihood of the
‘propoétion that the person is a member of group G.
Reading from left to right in (2.1.11), the relative
likelihbod is equal to the posterisr odds (of the

person being a member of groups G or &), which is

equal to the likelihood ratio multiplied by the

prior odds ( of the person being a member of groups
G or G), This is one formulation of Bayes! Theorem.
(1s eitra, independent, information is obtained it
is possible to use the posterior odds from one

calculation as prior odds in another calculation).

As a footnote to this sub-section, suppose that the

difference between I, end Iy were small, The conclusion



would not be that lecturers and non-lecturers came
from the same population = they hust in any case,
because they are both sub-groups of U. Rather the
conclusion would be that the two groups.differed
but slightly in awefage intelligeﬁce. A fufthér,
pragmatic, ;onclusioﬁ woﬁld be thaﬁ intelligenceu
(or lack of it) had 1little to do with é pefsoﬁ”

being a lecturer.

241.17
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2.1.2 Random Sampling and Experimental Design

Ian.Hacking(l965 118) points out that '... Many

persons take inference fromsample to population as

the very type of all reasoning in statistics ...'

and this sub-section takes many of its critical ideas
from his chapter on 'Randon Sampling' (Hacking,l965

:Ch VIII). I will first consider the relationship N
'between population and sample in terms of my preceding o
notation. The group v I will now class as the -
pOPulation' that is, it is the totality of individuals
about whom I wish to make statements and check predictions
- the par eter is calculated on the population of
individuals. The group G I will class as the sample'
that is, it 1s the totality of individuals who have

been studied - a statistic is calculated on the sample

of individuals. ‘The group G are those in the population

who are not sampled - G is a perfeckly representative

BamPle of v if there are no characteristics CG and :
0- which differentiate G from §. From a slightly

different angle, G is a representative sample of the
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population U 1f we are unable to decide upon a Person's
. membership of G or & ( in contrasi to the way in which
we were ghle to declde 1f somebody were a lqcturer '
or a non~-lecturer ). In randomvsampling 1t£§£ten
implied that a random sample is representative - a

random sample is not necessarily representative,

A (nearly) classical definition is ',.. By a random
sample, we mean a sample which has.heen selected in
~such a manner that every possible sample has a calculable
chance of selection ...' (Kendall and Stuart,1969:
206), and Kendall and Stuart then make two comments
upon theilr definition. One, 'calculable' means *dble
to be caleculated in principle‘; and, two, nd every
sample need have an equal chance of selection. I -
would make a further comment ¢ not every randémly—
chosen will be representative, and surely we need
samples selected in such a manner that every possible
representative sample has a calculable chance of
selection ? The ditficulty with this idea of.
representativeness lies in the simplest (and most
frequently dischsse&) case of sampling, (énd it lies
in the most complex). The simplest case to which I
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refered is that of the bag of balls, some red some
black, whére the contents of the bag are the population.
(I sometimes feel that it would be more in keeping
with contemporary ethos for the<bag to Se a commune
end the red and black balls, maleé and females =
perhaps this would have a:greater intuitive appeél ?)
A certain number of balls are extracted fror the bag
- this is the ideal-typical random sample, is it also
a representative sample ? Though the sample is made
up of reund balls ( just like the population), the
only time it is truly representative is when the
proportion of red balls in the sample is the seme

as the proportion of red balls in the population.
Bere, then, 1s thé problem {V we)cén'ohlj have a
tepresentative sample if the statiétic hés the same
value as the parameter, but the reason we calculate
the statistic; value is that we do n6t>khoi the value
of the parameter. For the samﬁle of balls ve have |
a characteristic (béing a bali) abott"whichkwé“até
sure of the sample's representativeness : we also
have a characteristic (cdlour) ebout which we have

no information éonéérning'repres&ﬁgtifeness.' The
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sampling distribution of a statistic can be seen as

an exemplification of the inherent degrees of
representativeness of one characteristic over a set

of samples representative in all other respects.
Always,therefore, the usual way of calculating the
variation in statistics (from the sampling distribution)

is always on the conservative side, because

representativeness 1s assumed in ali other respects.

As an example of this latter point, consider the
'standard erfor of the mean. in'theorxpthe variance:
of the sampling distribution of the mean (a etatietic),
ie equal to the true variance of the variate in the “
population divided by the size of the samples taken.
This is an exact mathematical statistical proof, but
what happens in empirical cases is that we do notknouv
the true value of the population veriance - it is a
Parameter which ve have to estimate by the semplé?
variance, What then happens is that,instead of the
true value ot the population variance, we take the )
Bample variance and divide that by the sample eize.
Any deductions we make, on the basis of this sampling

with ¢
Variancg,are about a population / a variance equal to
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that of the sample. The sample variance is itseltf
a statistic, where the appropriate parameter is the
population variance, and so is itself subject to
sampling error. Obviously, then, our estimate of
the variance of the sampling distribution of the
mean will be a 'middle! figure and it quite possibly
underestimates the true variance of the sampllng

distribution of the mean.

. Representativeness, like most statistical concepts,

is relative and relational = it should bg representaive-
in-aspects-relevant-to~the~estimation-of=the-statlstics~
>gnder-consideration. Suppose, for example, that we
have a clearly defined population 'All the fitters

in Shop B', and our interest is in average income

jiiom outside sources. We take a sample of fitters

~&nd calculate thelr average income (which is the
1§¥atistic);'we then notice that all of our semple
haﬁé the fore-name 'George', and nobody else in the
BhOP is called 'George' Does this mean that we

h&ve a sample which is unrepreaentative in any aspect

Iglgxggg to a Eerson's ineome 2 (It &ll their surnames
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were Cohen, it might ). Probably it is not unrepresentative
in this sense, and the question might be answered
empirically (using informatlion from other sgudies)

and/or theorepically ('George! is not associated with

any type or class in society,Awhereas tCohent 1s8), '
Sometimes there is ro such'thing as an'unrepreseﬁtative
sample; there is an examble in Allan (1974) where

I point out that'if.class and intelligence have

distinct and independent effects in the population,

. the effects should be distinct whatever sample is

used,

An associated prodlem is that of experimental design.
Edwards (1972:203-206) discusses two types of
adventage supposedly resulting from randoﬁization:‘
the first is that advantage which results from a
design which most probably exhibits very little
regularity with respect to both forseen and unfoxtseen
factors; the second advantage resides in the actual
fact of randomization, ie it has the appearance
of'objectivity', ' The first advantage is possibly
nullified 1f we havé choéén a design at randon,

and, as frequently happens, it turns>out to Ye regular"’
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in some undesiradle way - for reaily we should throw
it out, though some would say that it should be kept
warts aad all, By trying again, we have lost the
claim to objectivity; as Edwards (1972:204) comments,
'eso 1f we were very perciplent we wouwld be able to
choose a suitable design without E randomization]
see', and Hacking (1966:Ch VIII) shows that a truly
random sequence ( and therefore design) is very difficult
‘to construct, Another facet of experimental design
.18 that in an ordinary sample we do not do anything
to the sample, apart from select and observes in an
experiment we do something to one or more of the
individual samples - eg spray with fertilizer, or
increase the temperature in a work-place. This
distinction is reflected in the terminology of the
~@nalysis of variance: in em experimental set-up, we
have ANOVA of the first kind;and in an ordinary

Bample we have ANOVA of the second kind. In an
éxperiment the independent variables are variables,>
for we choose the values they take as part of the
eéxperiment; in an ordinary sample thevindependent
variables are variafes tdf we caﬁnot choose the values

and the values follow a distribution. (Fairly frequently
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we meet a comdination of both types of independent
variables)., Estimayes of the variamces .of sampling
distributions of statistics are more accurate in the

case of truly random experimentss
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242 Frequentist Approaches to Inference

I use the term 'Frequentistt! to describe approaches

to statistical inference which only consider the
sampling distribution of a statistic, and 'areas'

under the curve. That 18, instead of looking gt the
probadbility density for a certain value of the statistlc
we look at the probability integral cotresponding

_to that certain value - the probability integral

gives the (abstract) proportion of cases whose value

is less or equal to this certain value of the statistic.
The probability 1nteg£a1 is an abstract mathematical
analogue of the cumulative proportion, and the

integral distribution is the analogue of the cumulative
" distribution (or ogive). My attitude towards this
analogy 4s that the cumulative proportion in emn
'abstract! observable (a combination of observable
q“aﬁtities to form something that is not self-
evidently there - questions of 'observability' raise
their head at this stage),this abstract observable

is an attempt to gei_neafl- measure 7 = the ‘true!
Probebility integral., The whole shape (or mathematical
form) of the integral distribution can be regarded
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as a parameter (perhaps many-dimensionel) and so the
calculated ecumulative distribution is, in itself,
a statistic of the population distribution.

The frequentist epproaches are many but can ie
reduced to two main classes - hypothesis testing
and confidence intervals - but both classes ire
intimately related, end show their inherent
relatedness most clearly in the case of the normal

distribution of a statistic.
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2+.2.1 The Normal Sampling Distribution of a
stafistic

The normal distribution of a statistic, s, glven a
parameter of value p and a sampling variance of dz,

1s descridbed by the probability density

4

fsip) = (2aM~F exp [-%(5—&—9 )ZJ (2.2:1) -

The size of the standard deviation of the sampling
distibution of a statistiw (ie d) is the standard
gg;gg (of estimate), and is usually unknown = it has
to be estimated from the sample which has provided
the estimate of the original statistic (ie s).

The likelihoods of there belng a parameter of value
Py and Py glven a statistic of value s, are

(where k is a constant)

L(Pl:B) = k exp[ "i‘ ( _B__H)ZJ 0000(2;2;28)
. | e
L( PZSB) = k QXP[ “‘i_ ( 3 p2> J oooo( 2.2.21))
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The likelihood ratio (relative likelihood) of the
values pl and P, » given the statistic of value
8 is (from equations (2.2.2) and remq&ering the form

of division of powers )

x( P1= S) .
= Xp _1__ - 2 - - 2

LX X 000(2;20‘3)

The lop=likelihood-ratio is defined as the natural
logarithm of (2.2.3) and I will show it by G, so that

G = - ]. 2 ...‘...(‘2.2.4)
e ((s - pl) - (s - p,) )

Note that if one of the two values of the parameter
( as postulated) is equal to s (eg 8 = pl), then

G =

Zda (5 - PZ """"'(72;‘205)

y ) o ) _ .
PISS = exp ._1- (B - )2 ..c.ooo(20206)
L(p,ts) 2a2 0 TR
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As d is the standard deviation of a noemal distribution,

and P, and p, &re postulated means of this

distribution, the differences & - Py and 5 - Py
A ‘ d d
are standard normal deviates. (Values for the probabilty

density and the probabiﬁ%y integral - often called
the distribution function - can be consulted from
tables‘of the standard normal deviates.,) If we write

Z) =8 = Py and Z, =8=D; eguations (2.263)

d d
through (2.2.6) become

L(P].:B) = e‘Xp [—'} (zla - 222)] ooooooo._(Z‘Zo?)
L(p,:s)

G = -'!'( zlz - 222) 00000000(20208)
G = *222 o ..f.....(2.2.9)
I-(P]_:s :8) = exp [%zaaj . ;.....‘( 2.2.10)
L(p,:5)

‘The probability integral for a value s’ given a
rarameter of value p, etc, is shown by F(JS:p) and
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Figure 2.2.1
The Normal Sampling Distribution of a Statistic

probability
density

f(s:p)

valu:'of
statistic, s

The shaded area to the left of s* :!.s represented
by F(s*:p)

is equal to the (abst;ract) proportion of cases for
vhich values of the statistlec would be less than or
equal to &* - f.hig is illustrated on Rigure 2¢2e1, ’
These results will be utilized in what followas
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24242 Conftidence Intervals

The idea behind confidence intervals ié natural
enough; we have a mathematical abstraction such as
the sampling distribution, and it can be seen as
being .the adpoint of a long (perhaps infinite)

series of repeated samples of the same size. Look

at 1t this way : 1f we know that the true population
'parameter value is 100; and, for a sample of size

50, that the standard error is 10; then, for a

large number of repeated samples of size 50, in

+975 of the the repeated samples the value of the
statistic would be less tham 119.6. But = students
often ask when presented with this information -

vhat has this to do with the single (probably
unrepeatable) sample 2 Students are frequently
versplcacious for this is the very point made dy many
committed statisticlans; these statlisticlans see

that the notion of repeated samﬁling may have a
relevance in acceptance procedures, but they would
argue that a}ditferent approach is needed‘ror the
unique sample., Fisher (1955:69-70) writes
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. ee I am casting no contempt on acceptance procedures,
and 'I am thankful, whenever I travel by alr, that

the high level‘ot precision and relisability required
can really be achieved by such means +.. (D71)

vhere acceptance procedures aré appropriate, the
source of supply has an objJective reality, and the
Population of lots, or one or more, which could be
successively chosen for examination is uniquely
defined; whereas 1f we possess a unique sample ...

on vhich signifizance testsvare to be performed, there
is always ... a multiplicity of populations to each

of vhich we can legitimately regard our sample as
belonging; so that the phrasé "repeated sampling from
the same population” does not enadle us to determine
which population 1s to be use@ to define the probability
level, for no one of them has objective reality, all
being products of the statisticiank imagination .;.'.
It 1s of note that the popular introduction of
Moroney(1951) in discussing confidence intervals and
hypothesis testing takes examples'exclusively from

vhat might be termed acceptance procedures.

In a way there is a iogical Inversion of the sampling
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distribution when 'confidence intervals' are set
up. We move from a situation where we know p and
d and wish to find the value of s which satisfies
F(s:p) = a (the proportion of cases, a, for which
the value of the stgtistic is less than s, given
a parameter p); we move to the situation where we
know 8 and @ and wish to find the value of p,
such that F(s:p) = a. Likewise we try to find

P, so that F(s:p) = be Letting Pg be the value ot
P in the first case and Py, be the value of p in
the second case; we say we are (a - b) confident
that the true Yalue of p lies in the interval

Py €D < Pp + This is legitimated by 3 knowledge
of d; and the notion of a long-run of repeated
samples. The first is suspect ( as I mentioned

in section 2,1) on the graunds that we rarely
know d and have to estimate it by E:say; We thus
‘reatrict our interest to a special population for
vhich d = G‘; and (though we might have an original

population with, as Fisher says, 'objective reality')

'we do not display our confidence in the original
Population but rather in‘é{population‘whichris a
'product of the statistician's imaginatlon', ( ie
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for which d = @ ). The legitimation by repeated
samples obviously should have no viability if we

cannot conceive of thereAevgr belng agy repeated
samples. It might be argued that the repeated samples
are conceptual constructs, and thus have relevance @ |
I would maintain they do have relevance but not

in the way they have been used in establishing
confldence intérvals - the reason lies in the

difference between likelihood and probadility density.

I think a very clear objection lies in the point I
made above, thatm'... There 1s a logical 1nv§rsion
of the saﬁpiing distriﬁution when ""confidence intervala"
are set up ...'; for, whereas the likelihood 1s the
inversion of the prqbahility density, we do not
calculate the likelihood integral as fpeyinversion
of the probability 1ﬁtegra1 in confidence intervals
= we use the probabiliéy inﬁegral as it‘is. The
distribution, for‘which we use likeiihood instéad
of probability density, was called thé fidueial
'distribution by Fisher (fiduclal = shows confidence‘

, OF trust). The fiducisl distribution is a 'distribution!

of possidble values of a arameter, given an observed
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value of.a statistic. In simple cases (such as the

normal distridution) the fiducial limits are the

same as confidence intervals, at the same level of
confidence (I might be tempted to argue that the
reason that confidence intervals have been fairly
Ysuccessfult - if that be the word.- is becauee of
this equality with fiducial 1limits). I will discuss
the fiducial approach in greater detail below, and

I must disagree with Moroney's(1951:240-241)
statement that o.-‘.‘. bsuch dieeuseions [ot the bases

of the fiducial and cenfidence approacheé] aﬁe méinly
matters for the pfofessional statistician;and would
be out of élace in the present introductory sketch -
of the subject ...' : the differences betweéen the
two approaches are basic philosophical and sociolqbical
Problems. To understand the reasoning behind the
bases might stop claims of the form Yeoo We may
therefore say that the population mean [é] lies in
the range ces 46,65 I? ] to 47.35 [?g] » and express
our confidence in this claim by saying that in a

long series of estimates of this type, 1f we were

to use exactly the’same kind of aigumeﬁt, we would
expect to be rigzit 68% [a'- b= .68] of the time .ue!
(Moroney,1951:241). | .
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24263 Hypothesis Testing

Ve have observed a statistlec of value é, eg the
correlation between educational attainment and
subsequent occupational attalnment, and the value

of 8 1s greater than zero, ie the correlation is
positive, Perhaps as a result of the inherent
conservatism of a certain type of étatistician

~(and a certain type of quantitative sociologist), a
test is made to see 1f this correlation could have
occurred 'dy chance! - thaﬁ is, the pornlation
correlation parameter is zero.  The statistic couwld
ot have occured by chance for at ieast twq reasons §
The prodadility of a statistic of esny value occﬁrﬁing
is zero ( though the probability density may not be
‘zero); and, Nothing ever happens by chances It is
also worth éommenting tha; no sociologist worth

his salt would ever hypothesize that tﬁere vwas no
_associationvbétween educational‘gttainment and |
occupational attainment. (For five samples from

- different types of area, Sewell et al(1970:1018)

find correlations of .63h, +630, .568, .581 and .618;
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the correlation calculated on the five samples
taken togetkhér 1s .618).

The sampling distribution of the correlation statistic
is distinctly non-normal, particularly for values

of the correlation parameter nearer ta unity. The
distribution is skewed with a long negative tail for
Positive values of the correlation parameter (and
vice versa), This is shown in Figure 2.2.2; note

that the mean of the sampling distributﬁon, 55 , is
less than the value of the parameter T This is

wvhy the correlation statistic Ty is supposed to Ye

& biased estimator of rp - In a large éeries of trials
the mean of the statistics,T,, is mot equal to Ty
.Whether this is important is another problem, for

why should ié worry aiout thé meen of the sahpling
distfibutibﬂ? Fisher‘disdoveféd a way of treasforming
the values of the correlation statistic, so that the
transformed values of the statistic were normally
distributed sround the value of the tramsformed
correlation parametgr. The transfoemation is called
Fisher's z;lfahsform;kor‘his arctanh transform of

théicorrélation éoetficient, and is equal to t wheve
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Figure 2e2e2
The Sampling Distribution of the Co:relation
Statistic

f(rs:rp)

values +1

of r8

t = arc tanh (r)
(conversion tables are readily available). The
distridbution of t, (ie transformed r. ) is shown

in Flgure 2.2.3.

It 18 evident from Figure 2.2.3 that tg 15 unbiassed
because the mean of the statistics, EB, is equal to-
the value of the parameter tp. This is a clear -

indication of the relativism that exists in the
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Figure 2.2.3
The Sampling Distribution of the Tramsformed

Correlation Statistic

f(ts:tp)

. values
of ts :

l

I

l‘ :
: _J Lo

t

Es’r

defintion of bias, for it would seem that in theory
- we could always find some transform so that the
transformed statistic is inblassed.(Bias is
different from consistency which asks that, as the
sample size increases, the value of the statistic
approaches that of the parameter.) I will remain
unworried ghout accusations of hias, Just as many

statisticiana are unworried about inconsistencies

in biaBo
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A rather more important polnt arising fron the use
of the arc tanh transformation is that wetare.now
in the position of knowing the variance of the
sampling distribution of ts exactly, no natter

what is the value of tp « The variance is 1

where n is the sample size , (le = _1 3 Ye

Previously I gave five correlations between
Occupational Attainment and Educational Attainment

. and came to the conclusion that no senslble person
would expect the true correlation to be zero. A4
reasonable hypothesis is that there is nc real
difference between the areas, and that any differences
are due to sampling fluctuations. The conrelation
statistic calculated for all the samples together

~ 1s ,618 and this value (being calculated on a total
semple of 4388) is prcbablv close to the true common
value of the different correlation parameters for
the five areas - 1¢ such a common value exists. We |
set up the value .618 as the value in the 'null'
hypothesis, (Kendall and Stuart (1973 171) call

it the 'hypothesis under test! and refer to the

level of significance as the tsize of thektest' -
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in this case I will use the usual terms, the size

and 'power" of tests I will consider anen). The
samplg of 857 people from a 'Farn'! area have a correlétion
of .634, and we wish to £ind out whether we can accept

the null hypothesis that the population correlation

(for the Farm area) could be .618. (Data from Sewall
(1970:1018)).

First a sampling distributlon is set up, with t_ .=

P

‘arc tanh .618 = .722 end d> = _1_ = .001171 .
854

We then find that t, = arc tana 634 = J748 , .-

80 that the difference L t. = .026 ; as d = 03422

p
we can form a standard normal deviate z = EEL:_EB

= 4769 « From tables~ot the normal distribution
function, the probability,of éettiﬁg a value of 2z
less than or équal to .769, is .779. ‘The significance
level ot thisbdifference ié l -‘.775 = «221, and

8o the null hjpothésie‘thét the correlafion'parameter
is .618 is taccepted!. (Kendall ana Stuart (1973:
171) suggest that 'decide that the observations are
favourable to' may be used instead of accept, Yeos If
the reader canndt over-dome his philosophical dislike

of [this] admittedly ':napposite expression eee' o)
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It might be tempting to say that the relative ..
likelihood of the correlation parameter being «634
to the likelihood of the correlation parameter being

+618 is equal .779 or about 3.5 . This 1s nok really
, 221 SR |

true, for if we introduce z (= .769) into equation
(2.2.,10) the likelihood ratio is exp 591 = 134 »
We have, then, two estimates of the reiative likeliihood
of two parameter values : the value l.34 I believe .
to be easily interpretable, and the status of the
value of 3,5 lecs readily interpreteble. (EHowever,
the repeated sampling ideal 18 s0 heavily entrenched
that in the likelihood ratid;tests of Neyman end E S
Pearson, the likelihood ratio 1s turned into a
statistic ifself.,E S Pearson (1966) commenting on
Barnard's suggestion that the likelihood rafio is
enough in itself, sald 's.. We certainly considered
[?his suggestion)] but soon realized that the value
of [the likelihood ratio| itself ... could provide -

no clear guide on which to base conclusions e.s' o)

In deciding upon the significance of a result; we
are forced, in the traditional tests, to reject a-

hypothesis because (as Jeffreys ¢1961:385) remarks)
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*.es because it has not predicted observadle results
that have not occurred ...'s Jeffreys is saying that
from the sampking distribution (ie the (potentially)
observable results) the area in the tail beyond

the obserfed value ( ie some of the (potentially)
observable resultS which have not occurred) 1is used
to decide whether the hypothesis is acceptable. 4s -
Edwards (1972:177) comments : Why choose the tail
area ? (any area of similar size would be as powerful
a way of rejecting hypotheses - Fisher says that im .
rejection an exceptionally rare chance has occured
but cf my previous comments)s Jeffreys , in the
same work, comments that a null hypothesis is merely
something set up like a coconut to stand until it
is hit 3 and unfcrtunately this is only too true,
because in cases where we have ‘replications' ( tuk
also small sample sizes) we might never achieve
'significance', and after a time the null hypothesis
will become accepted as ‘fact® = for no good reason
at al1, (An excellent exampie of this is given by
Bill Bytheway (1975), and I would like to acknowledge
by debt to him for many valued discussions,.)  This
brings us back to the relative likelihoods and will
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be extended in sub-section 2.6

Up ﬁntil now, in this sub-sectlon, tﬁough I have
treated of the null hypothesis as i1f it had a :
complement, so that the relative likelihood {likelihood
ratio) was between the complement to null hypothesis,
in the Karl Pearson-'Student'-Figher null hypothesis
there is no complement. Fisher fully denied Neyman's
Principle that there could be no statistical test of
a hypothesis without reference to rival hypotheses,
(but see Hacking's (1966:81-83) dismissal of Fisher's
denial), This has led to onme Ia}rly trivial, though
- over-rated, exegesis ol the contemplation of rival
hypotheses, that of f'Types of Error'! (to csall them .
'errors' is very revealing). I refer to Type 1 and
-Type 2 errors. A Type 1 error - an error of the
first kind- occurs when we reject the null hypqthesis
-when it 1s true (the probability that we set, that
this will occur, is called the 'size! of the test,
le the confidence level). A.Tybe 2 error = an error
~of the second kind - occurs when we accept the null
~hypothesis when it is false ( unity minus this
'Probabiiity is called the *power! of the test). Much

~ .
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is made of this difference in 1ntrdductions to the
t0pic of inference- but, again, it only really makes
sense in the context of acceptance procedures.
Ficherts (1955: 73-74) argument 18 very telling here H
firstly, he says that 1n most milieu v, [}he erroré]
arevessentially of one kind only and ot equal theoretical
importance ...'§ he continues by pointing out that

in adientifi=‘investigations we can from the sampling
distribution find the extent of the error of the first
kind - here I would disagree, see above - but, we

" cannot tlnd the extent of the error of the second

kind merely from considefation of the 'null! hypothesis
because we do not know the distribution of rival
hypotheses, Fisher does not actually say distribution,
but ',.. not only on the frequency with which rival
hypotheses‘are in fact true, but also how closelyh

they resemble the null hypothesis ...'s He then

makes the point, again, that '... In an acceptance

Procedure ... acceptance is irreversible, whether :

the evidence for it was strong or weak ..:'(my emphasis):
later he ﬁakes the idealized point - whicﬁ is oftenf’
forgotten in practice, perhaps due to the influence

of acceptance proceiures - '... the conclusions drawn
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by a scientific worker from a test of significaﬁce
are provisional, and involve an intelligent attempt
to understand the experimental situation ...' (It
might also be not’ed\thaf',. because there} é.re often
meny tests of the same size, the maximization of the
power of a test becbmes a way oEr decliding between -

competing, gnd often conflicting, tests. )
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2¢3 Bayesian Methods

In sub-section 2.1 I‘briefly mentionad.hayes‘ Theorem,
and all the systems of inference called Bayeéian start
from the idea of a prior distribution of feasible
values of a parameter., That is, so we are told,

we rarely start out with no idea of the possible
values of a parameter : eg a correlection is almost
certainly positive ; these two regression coefficlents
have to be positive and sum to unity; ete, This is
turned into a prior distribution of values of the
Parametef,‘Where the probability densities show how
l1kely we think are these values before !2_2225225
our study. In previous terminology, we start Quf with
knowledge(rl(p:?) - which I will sho:ten to fl(p),

4s welYas this information we have the result of a
study which provides a set of likelihoods of the
parameters, given a sample statistic, ie L(p:s).

The result of multiplying the prior density of a
rossidble value p by its likelihood is prqpqrtiong} o
to the posterior demsity of the value p - that is,
vhat we now tbink'about these possible values of p

after we have performed our s*udy. The posterior
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density'fa(p) is given by
£00) = EL(p:8) £,(p) - edeceeesc(2301)
where k is constante.

The Bayesian estimate of the parameter is given by

the mean of the posterior distribution - although .
frequently, because of mathematical difficulties,

the mode is found instead: the Bayesiam confidence
intervals are chosen so as to f£ind en interval,

(p, to Py » say) such that I (p_:8) = F (pyt8)

=1 -~ a (where a is the confidence level). This

15 an impossible task (end this is true for frequentist
confidence intervals as well), unless we place an
additional restriction on values of px“and’py‘- the
restriction is tha£ fz(px) = “fa(py)."(Sée Figure
2¢3,1). This interest in the mean on one hand and
probabilitj densities on the other 1s thconsistent. -

It is perfectly feasible with very skewed distributions
to find the best estimate to be the mean, but for the f
mean to be outside the Bayesian confidens linmits !

Ontologically, the mean and the Bayesien limits are
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as alike as chalk and cheese. Edwards(1972:67) makes
the point '... Bayesien solutions are comstrained to
Provide a single [éstiméte of a parémeteﬁ]as an
answer, we may view the argument*over‘the éppropriate
Prior as equivalent to'the intermineble arguments
over point estimation ¢.+%'; and earlier (p 59) he
comments that the Bayesiaﬁ formulation is concerned
with the probability o7 a parsmeter lying in an
interval, but when they concern themselves with probobllity
‘densities this shows that they have become interested
in point eomparisons, '..s they should come clean and
adopt a point formulation eee'. |

Perhaps the most common criticism of the 1dea of &
prior distribution is that whieh eomments that the

. prior didsabution of p, 14 different from the prior
distribution of p>, and this leads to different
estiﬁatés‘for p;‘ It, for example. we estimate

q = 1/p the Bayesian estimate of q does not equal the
reciprocal 6! the Ba&esian‘estihaie‘bt‘p :f fhis‘ia
only the same as saying the harmonic mean 1s different
from the erithmekic. meen. Edwards (1972:20) writes
(ovef-strongly‘lbthiﬁk) tius [fhis probleﬁhwith

transformation of the parameter {turns out to be one
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of the most telling points against the use of
prodability as a measure of belief in hypotheses
ese! (ny emphasis), obviously this would dbe without
point if we estimated the walue of the parameter
by the median of the distridution.

Suppose that we have undertaken a study and have fannd
the posterior disrribution ra(p), it is always possible
to use this as a prior distribution for use in another
study, and this can be repeated over any number of
studies. If we assert ¢ at one point in time we were
completely unknowledgeable about the likelihoods of
the possible values of the parameter; énd our prior
densities we possess now are the result of previous
studies; them we éggg have a prior distribution which
lfollows the the form of the likelihoods L(p:s). This
assertion runs counter to various treﬁds in Bayesian
thought, dbut is the approach taken by tﬁe Empirical
Bayesians -:who, it might be said, are not accepted

by Bayesians in general. Tovuse Veatch!s(1974:195)
graphic prase about Popper.:iﬁ forming é prior
distribution of a parametér, Béyesians Yeee BO far

from basing their hypothese;oﬁ the déta; simply
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meke them up out of whole cloth ! ...i's Jeffreys
(1961:37) suggests trat disputes about the form of
the prior demsities be referred to an 'International
Research Council' ;¢ this needs a toucﬁ of Realism
and less Idealism, (in fact Jeffreys! Idealism is
shown in his preoccupation with, end attempts to

measure precisely, 'Simplicity' (1961:47)).

Figure 2,3.1
Bayesian confidence interval py'to Py for an unknown

parameter p

Dens l(:Y

Area 15 1-a

<)
x

values

k= fCp) - £(p) of p
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2e3.1 Bruno de Finnetti and 'Probability does
not Existt

De Finnetti has long been a leading exponent of the
subjectivist school of statistical inference -~ as

he says in the Preface to his 'Theory of Probability'
(de Finnett1,1975): '... My thesis, paradoxically,

and a little provocatively, but nontheless genuinelj,

- 1s simply this : PROBABILITY DOES NOT EXIST eoele

De Finnetti sees all probability statements in

terms of bets - despite being a 'subjectivist! hgy

is almost a 'pesitivist! in that he clings to this
Voperational definition - 1f we say that{the probability
of heads is ¥, what we really mean, he says, is that

we would be as willing to det on heads as we were to
bet on tails. This relates to the rain problem i

the probadbility of heads is ¥, but we onlj ever

observe a head or a tail. He says '... that an objectlve
Probadility [ eg of heads] is alwa:f:s unknown, although
hypothetical estimates of its value are made in a | |
not really specifiadle sénse eee! (quoted in

Hacking(1966:213)). De Finnetti would have us betting
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on nothings; 1if probability does not exist, why
should we ever bother to bet ? De Fimnetti camnot

get Bound this basic prodlem ¢ If there 1s no such
thing as an objective probability of heads being %,

we would be inclined to think it was some other nuiber
near to a %, but we‘alvays bet as 1f it were exactly
& half - I hold that the reason for this can be reduced
to the physics of a circular disk, éhd that the
probadility of a ¥ in a certain set of circumstances
is a grogertxr of the disk (as is 1ts wind-resistamce):
‘It 15 an accident of the coin, that it is metallic :
it is part of the essence of a coin (revealed in

a conceptual change) that both sides are as likely

to appear uppermost. If a coin after a fair number

of tosses had a large surfeit of heads, I would stil1l
take a lot of convincing that this was not a rare
‘occurence from a fair coin before I questionned its

fairness,

At the same time, because I believe that 'probabllity?
can be a characteristic of reality, I an‘ﬁery susplcious
of using 'probability' as a device to show belief,

There are (as I noted in the Iirs£ chapter) many ’

different probabilities, and de Finnetti would give
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ontological priority to the proﬁability as an
inclination to et 3 I Bee the varioue probabilities
in an Aristatlean pros hen equivocal sense (see
Appendix A) - all the different probabilities are
connected in the end to concept of relative numbera‘
in discrete categories. Bayes' original idea was

expressed in proportions and not prohability densitiesl

Note, hovever, that 1n Bayesian methods what ve think
is modified by what happened before the present
study, whereas in the fqhuentist school there 15 no

vay of taking such things into account, (but see sub-
section 2, 6).
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2.4 The Method of Support

Maximum likelihood chooses that value of the parameter
which maximizes the value of L(p:s). Often

maximum likelihood (ML) and frequentist estimates of
the same parameter do not agree, though as the sample
size increases they tend t§ the same value .in many
cases. (For example, the ML estimate of the population
variance is the sample variance (the statistic), in

the case of the usual unbiassed estimate the
POpulation variance is estimated by the sample varianco
multiplied by n/(n - 1). ) The maximization of

L(p:s) can dbe seeh by analogy to be as choosing the
mode of a distribution s dbut why choose thimode ?

There have heeﬁ ﬁ#ny‘criticisms made of ML methods 3

and one is the possible exlstence of multipie maxima
(think of a hilly renge); others are due to silliness
of ML estimates in some circumatences - or the existence
of no possidble MLvestimate ! Ityis also worth considering
whether the most likely value of the parameter is the
best value to choose or whather one should not

really be interested in providing an iterval. Analogizing
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to the distribution of income, say, it is like

saying that the best estimate of the average wage

is the most frequent wage, is the interquartile

Pange preferable? Maximum likelihood is concerned
with point estimation and not with interval estimation

(and as such is not an inferential method) «

The Method of Support, excellently explained by
Edwards (1972) building upon parts of Hacking (1966),
tries to take L(p:s) as the foundation of inference.
Let L(p*:s) be the maximum likelihood, corresponding
to the ML estimate of the parameter, p*; Edwards tells
us to take the two(?) values of p which satisfy

n = log[ %%:—3—]«: . .......‘..o(Zolhl)

This Edwards (1972:180-197) calls the m-unit support
limits, and a m-unit support is equivaleat to a
relative 1ikelihood (R) of exp(m), (m=2, B=7.39;
m=3, R=20.09)+ For a norma} samplinjdistribution of
5, Z-ﬁnit support gives the same limits as two-tailcd
confidence test of size .O455; for 3-unit support,
the corresponding size is 0143 (se Teble 2.4.1 for
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some relevant tabulations. It 1s inferéstingithat

the value of R is always much less than the ratio

of the included area to the area outside the
conventional 1imits). I do mot find the use of

support limits defensidle, for it is possible with
multiple maxima (hills, some bigger than others)’té
have many values of p which satisfy (2.4.1), partly
depending on the value of m. (This iswry similar to
the Bayesian intervals — see Figure 2.3.1 - when

the restricti@n is hot/ggfincluded gfeé, but on
relative likelihoods.) It isﬁintéqéiing‘to read

'e.. the object of this book is to describe a method
which will enable us to nassess the feiétive merits

of rival hypotheses" ...'(Edwards,1972:54), and this
may be why the m-unit limits dé not seem to convince

‘= to use Edwards' own point concerning the Bayesien
confusion of point and interval estimatlon, tq adopt '
en interval formulation shows that a point formulction
is not sufficient (eveﬂ though we arrive at the interval

by a point formulation).

Edwards innovates to introduce the idea of a prior
likelihood, and in essence and practice is almost
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identival tc the Bayesiam formulation of egquation
(2.3:1), dbut the difference is supposed to lie in
the nature of the prior information. The equivalent
to equation (2,3.1) 1s ¢ A

L(pis,*) = L,(p:s) x Ly(p:s) PPN By

where this is td read as ¢ the posterior likelihood
1s equal to the product of the likelihood from the
sample and the prior likelihood. (And the posterior
likelihood can be used as a prior likelihood in
another study ). In.practice Edwards works with

the log-lixelihood - o which he (after Hacking)
calls 'Support’ so that |

. Ss(p:s,') = Sz(p:S) + Sl(p:') .........(2.4.3)
Again, the ability to incorporate prior information

is a valuable facet not available with frequentist

approaches.,
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TABLE 2.4.1

Velues for the standardized normal. distribution.

Deviate Size of Relative ' ﬁgfﬁiiﬁgm of
2-tall test  1likelihood Likelihood

0.0 1,000 L 14000 0.000
0.1 0.920 1.005 04,005
0:2 0841 w7 14020 0.020
0.3 0.764 1.046 0045
0.5 0.617 1,133 0,125
006 ’ 00549 : ‘1.197 V 00180
0.7 0.484 1.278 0.245
0.8 .24 - 1e377 - 0320
0.9 0.368 1.499 0.405
l.0 - 0.317 7 1e649 0.500
1.1 0.271 1.832 0.605 -
l.2 0.230 20054 0.720‘
103 0019# 2.328 , 00845‘
l.4 0.162 o : 2.665 00980
105 00134 300?9‘ . 10125
1.6 - 0.110 - 3e597 : 1.280
1.7 ~ 0.089 L.242 1.445
1.8 04072 - 54053 1.620
1.9 0.057 6.079 1.805
2,25 0.0245 12,57 2453125
2.5 0.0124 . 22,76 3125
2475 0.0060 - 43,87 3.78125
3.0 - 0.0027 - 90,02 4500
g-gs 0.0012 196.6 5.28125

0.,0005 505.3 - 6.125

é

0.0 - ' P
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2.5 Fiducial Inference

A common characteristic of the Bayesian end Support
methods is the combination of information, the
Fiducial approach as originally envisaged by Fisher
did not have such a facilitr. In essence, as I defilne
it, Fiducial inference consists of regarding the
likelihood af a pérameter as a probability density.
‘Hacking (1966:133) notes '... Apparently the fiducial
Probability of an hypothesis [ég the possible value

of a parameteq] s given some data, is the degree

of trust you can place in am hypothesis 1f you possess
only the given data <.. Flsher gave ho general
instructhon for computing his fiducial prodabilities
eee'; Prof George A Barnard in privately circulated
draft 'Theory of Estimation' takes the view that it

is permissible '... in the absence of any other

knowledge about [p] , to regard [p:]as itsel? a random
varisble having a distribution [of a speclfled foré)
eee's I agree with Barnard that ‘... arguments which.
appear to depend on the fiducial distribution ... in
fact do not require its acceptance; and many practical

applications ,.. will be the same, irrespective of
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vhether the argument is accepted or not ...'; and

if a distinction is made between the prior distribution
of p, the mample (fiducial) distridbution of P, and

the posterior distridbution of p = suggestively we

night write

f(P:S,') = f(pSS) X f(p:') .........(2.5.1)

This is not satisfactory in itself, for it implies that
P = p+p (equation (2.5.1) is of the form of the sum
of varaltes, (eg Kendall and Stuart,1969:263-264)).
What is needed then is a constant term k(-), which

adjusts the area under the curve to unity. We write
f(p:s,*) = k(-) X I(pzs) X f(p:’) ....(2.5.2)

(To reiterate an :earlier point, in the end this is
numerically eqivalent to some applications of
Bayesian and Support methods.)

The reason for the emphasis on the distridbution of
the parameter lies in the earlier problem of
inconsistencies in point and interval estimation
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(when both apﬁear in the same enalysis). What we

are trying to do in point estimation im to locate

the middle of the paraqézr distribution - thaugh in
Support the distridution does not exist. We are trying
to estimate a super-parameter of the distribution of
Possible parameter values. I personally believe th
the best estimate of the value of the super-parameter
1s the median, with o .er quantiles providing the
various intervals., (Note that this, in fact, does
not commit us to use of a distribution ; areas

under curves existed before probadbility densities,)

Further, I doubt the utility of estimating a probabilty
density ¢r likelihood corresponding to a single value
(or the contemplation of ratios of such ). ,Expreésing
interest in a single value ( eg, earller, a single

value of @ proportion or a single value of a correlation)
does not seem of great importance. At what point do

W6 consider a correlation to show the existence of
'skill' in prediction of Football ieague Tables ? (4
Point missed by 3111(1974) who assumes any value greatef
than zero will do ~ he also seems to assume (by scoring

then as one) all values greater than zero, are as
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equally likely to be really representative of a

rositive correlation).

4 fiducial confidence interval 1s a confidence interval
because it represents‘cohfidence in a parameter (not in
a éampling distribution of statistic values). Of course
the arrangement of the limits can be subject to all

the arrangemental'eriiicisms of traditional ftquentist
intervals. (The estimation of the location of the
Super-parameter for the probability parameter is

€xamined in Appendix D).
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2.6 Combining information in frequentist

studies

Up to now we have seen how built-in t@ the methods
of Support , Bayes and fiducial inference therelis
a facility for combdining the results of earlier
studies, Fisher (1958:99-101) strangely enough

for frequentist methods
rrovides such a measur?é and in essence it is very

simple,

Fisher suggests that if we have a test of size P
(1e a confidence level of P) we convert this to a
value of chi-squared equal to a test of this size,
It so happens (Fisher.195&)' teeeo in the case of

2 degrees of freedoé] s the natural logarithm of
~ the probability ['1e tho eizej is equal to to

, ‘%XZ. If therefore we takelthe natural logarithm of
a probability, change its sign and double it, we

2 for 2 degrees of

have the equivalent Qalue of X
freedom. Any number of such values may de added
together, toigive a composite test veots He then

Provides an example of three studies with sizes
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(P) equal to 145, <263, and .087 which give yalues
of =1og(P) equal to 1.9310, 1.3356, and 2.4419.
these latter three values are added together and
the sur s 5.7085; this value is then doubled to
11.4170 and, as each constiuent cﬁrsquared has two
degrees of freedom, this value corresponds to a -
chi-squared with six degree of freedom. The
slze of the test is between .05 and not far from

«075.

'Barnard has commented (personal communication) that
there is no reason to use -log(P) other than convenience;
he suggests that if we have reason to think that one
Or more samples are particularly 'good', eg they seenm
on theoretical grounds to[%ipable of prqviding.a
more accurate answer (which would nd influence
the calculation of things such as standard.errors).
then we could find the valﬁe corresponding 0 a certain
Probability value from the tab;es of chi-squared with
four degrees of freedom,say. The obvious draw-back

to this is that it is rather more tedious, but does

allow weighting by non-statistical criterias
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2.6.3

I hope I have now shown that when Zetterberg (1966)
suggests that we combine results from different
studies by (p 162) an.unspeéified 'eeo Well-known
law of probability calculus eee', he is describing
én unknown animal. Actually, his form ot'c&nfidence
éppraisal! for the flow-charted example (p 109) is
the udiquitous chi-squared (with (p 105) no clear

- statement of his statistical null hypothesis), so

ke could possibly mean Fisher's method - I have a

strong suspicion that all he means is the multiplication

of likelihood ratios !
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CHAPTER 3

MATHEMATICAL MANIPULATION

'ees Quantities which can be specified by giving just
One number (positive, negative or zero) are called
Becalars, For example, temperature, density, mass

and work are all scalars, Scalars can only compared

ir they have the same physical dimensions. Two sudh

_8calars measured in the same system of units are

Baid to de equalrif they have the same magnitude
(absolute value) and sign «.¢' (A I Borisenko and

I E Tarapov, Vector and Tensor Analysis with

Agplieations).
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Earlier I commented that the equalities pf equations
(2.1.6a,b) 4aid not imply that a likelihood had the
same ontological status as a probability density

(we equated values); This can perha§5 be made clearer
by thinking of the assignment

L:=F ; D PR & 7% 5

in Algol 68. Algol 68 in its 'Informal Introduction!

- (Lindsey aﬁdiién der Meulen, 1¢71) i3 revealed to

be a brillient jewﬁ?of’logic - in an area where

loglc is needed, but to judge by FORTRAN sadly

lacking, I will mot go into this in great detail

but'th types of conéepé are important s there 1s

the way’in which wé lodk af thé pumbers we store;

~ and théfe is the idea of a 'clause' always delivering

& 'value'. We need the ideas of a location with

@ ceftain name ﬁossessins a varig.ble of a certain

vaiue i that is, there is a pla;e in core (the location),
and we refer to the location by a destination (the name), °
Withinbthis 1oéation fhere is stoered some information

(a variable of a cértain“value is possessed). (5.1)

then decown s : 'the value of the variable possessed
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by location with name F ( or simply 'E') is made the
value of the variable g&ss’f‘s_s‘%by L', L and F thus have
the same vslue, but they are different things. If

the types of variaﬁle in locaiions L and F differ

(L can only ﬁosée#s an integer variable and F can
only possess a étring‘variahle) then .. the value

of the variable possessed by F cannot be copied over

to be possessdd by L.
A further extension of this 1s
Z = XY » o.ocoobooo(SOa)

'The v#lue poésessed by X is multiplied by the value
possesséd bylt and the’value-delivéred by the clause
Xy is then posseésed by 2'. In the !Iﬁformal
Introéuction' (p 251) there are only nine possible
combinations of variaﬁle for whiéh the clause X*Y
delivera a result. That 1s, X can possess a variable
of mode 1nteger, real or complex, and Y can elso
locate a variable of any of these three modea.

Although in mathematical notation X and Y could name
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say, matrices s, 1n Algol 68 the comﬁier confronted
with (5.2) when X and Y were matrices ( of mode, 'row-
of-row') the compiler would produce an error flag =

I sometimes wish we were as choosy as éompilers !

A1 1s not lost, for in Algol 68 we can give an extra
meaning to a pre-existing operator 3 in this case we
could showAth we would wish '#! to ﬁe 1ntefpreted.

12 the compiler discovered that X and Y were row-of-rows.
(See Lindsey and van der Meulen (1§71:319-323) for

. an elgboration of this.)

My point which I may be making rather circuitously,

is thet we can write many equations which seenm
mathematically cofneét,kbut are in reality undefined

on the variables ﬁpon which we are operating, (Synge
(1970;cn 3) mékes“this point very clearly : mathematical
operations only dolwhaf we design them to do, and
sometimes we have to extend the definitions to cover
n?“ reaims. In the case ef multiplication, nobody

is now likely to challenge that usually X*Y § ¥*X im

the case of matrices.)
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3.1 Partial Differcntiation and Interaction

Macdonald (1972) wrote a paper in which he tool

the 'interaction' function
- 00000000(3.101)

and partially differentiated the functiom by'x1 to find

d x
dxl . o ........(3.1.‘2)

(I have removed various superflulties from the exposition
and haven written d instead of the partial differential
dure - ). Conmenting on this (4llen,1972) I
ditferentiated (3 1 2) as product of functions to obtain

d X dx
—_—2 =X, ¢+ 2
dxl 2 Xm ooooooooooo‘}olfB)

and noted that it was dirficult to interpret what the
Partial differentials meant in practival terms. I
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think Macdonald's inspiration for (3.1.2) comes from
Boudon's (1969:221-227) paper in which he nekes the
statement !',.. Let us examlne a typical linear equation

such as

X3 = 8)5%) + 85X, + e |
The effect of, say, X, on 13 is given by taking the
rartial derivative of X3 with respect to X3 This
derivative‘may be interpreted as the rate of variation

in X5 when x; varies, the third variable X, having

1 .
. & fixed value., In the case of Ethe ebove linear
equatioé], this derivative ig
.o dax \ ,
dx].z = 813 L ee Q'

As I noted, Macdonald's ideas, repeated is his (1973:75),
- are eithe: takén frombBoﬁdon or are very similar, so

I will oﬁly consider the consequences’ot Boudon's
rosition. Firstlﬁ, his derivative is wrong because

x, 1§‘a runqtiondof xl ; as much as is x3 s for the
Values taken by x, end X, jointly se related by the
Joint prdbability density function £(x;,X,)s VSecoﬁdly,
apd fhis followé»from the first, if the value of X,

is fixed so are the frequencles of the possidle values
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of xy and thus the value of the derivative will not
be constant, Gcross ths board, Thirdly, the derivative
- but it is not a derivative - is the derivative of
the expected value of y with respect to x, . (This

1
leads to the mathematical horror dxl 4(/dy \; which,
dy dxl
despite of all possible reasons to the contrary, is

a clear proof that the Boudon partiel derivative is
not that of the rest of mathematics.) This series

of misunderstandings are a direct‘result of applying

: mathematics.to variables the mode of which 1é sugh
that the operation of partial differentiation has yet
to be défined, Unfortunafely. at 1eas£ one reasonable
stricture upon the extension of the meaning of an

" operation is that in use the new use of the operation
‘on new material 1ooks aé sinilar as possidble to

' Pre-existing uses of the operation - otherwise 1nvent
& new symbo| and concept. Boudon's use falls down
here, I do not have to go further to show that the
‘Partiél’differentiation of Boudon and Macdonald coes
not follow conventional mathematical ﬁsage. (Macdonald
(1973:175) seems singularly unimpressed by the lack

of convention ih his use of the operation.)
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To go further we have to consider how two yariates

(variates, note, not mathematical varizlies) can be
functionally related. They[g:iated via the density
function f(x,y); with two variates we do not have

only the two-dimensional space spanned by the varigtes
we have three dimensions where the third dimension

is the probability density - this i1s called the
bivariate surface. If the two varlates are Jointly
bivariate normal, and we 'look' down onto the plane
Spamned by the two variates, we'see' a 'hill', Drawing
‘contours to 'map! the hill we find a Beries of

concentric ellipses - shown in Figure 3.l.l.

If we examine en ellipse it shows at any point the
Partial dsrivative as a tangent to the ellipse, The

slope sensed with y as 'up' for amy pair of values
is

9.Z=x- Iy ' ‘ .ooooooo(zolol})

r S :
wherelis the correlation coefficient (the proof is
in Appendix G). From (3.1.4) we can work out that
at the mean of x (ﬁhich is x=0), the derivative is

always ry/y = r for all values of y. This is the
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derivative whicia agrees with that of Boudon if ﬁe
dealing with standardized varalables taken at their
mean value., If x =1 , the derivative is

(1 - ry)/(r - y) which varies according to the value

of y chosen - this can be Visuaily inspected from
Figure 3.1.1 . As for whaf the‘coerficient )53 of

the 'interactiqﬁ' term 8123x2x3 means as a deriwative -
this is lost in complexities .

Figure 3.1.1

Density contours u?oﬁ a bivariate normal distribution

- gn 4% .
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3e2 Multiplying Values of Variates

Ford and Box (1967:289) make a bold statement
'eee In choosing between alternative actions, a

person will choose the one for which, as perceived

by him, the (mathematical) valus of p x ¥ is the
greater, where p is the probebility of the action

being successful in getting a given reward, and v

_15 the value of the reward e..'e It is this powerful
mathematical statement that they 'test! by use of

mainly 2x2 tebles and chi-squared. (In fact, they

test for an effect of probability and liking, but

D xy is lost), Blalock (1969:155-165) alsé mentions

the uge ot multipiicative relations in the modelling

of 1nteractidn; 'énd in discussions of ordinally-

scaled variates the impossibility of testing for
interaction is bemoaned, and any value is regarded

88 a label for an ordinal category as long as order

18 preserted. (See ny unpubli;hed paper in Appendix

E on this prodlem). What seems to have happened is

$hat authors do not know, or have ignored, the difference

between a variate and a mathematical varisble.
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Consider this mathematical expression H
! =X’X ;;..00000(30‘1;')

This is a perfectly good expression - Y has a
value vhich is equal to the value of X-squafed.
Suppose, though, that X is a normally distributed
variate : to be true for variztes Y must be a
Ehi-égggggg variate, In practical terms, this means
that we cannot entertain the truth of (3.1.5) if X
'18 normally distridbuted gnd Y 1s not distribduted

&8 chi-squared.

In essence this means that we cannot, for variates,

choose an formula and estimate it, unless the distributional
-information fits. This is almost the same as the

concern about dimension in physical sclence. Despite

the oecurence of 1deas to the contrary by some '
Boclologists concerned with 'mathematical experimeutation'
(egR L Hamblin) ; we would never countesnance

-the expression E = mc> and think it might be a
Possihle‘viable equation in the vay we think that’

E= mca could be viable. E(energy) has the dimensions

2-
L™ e (L = length, M = mass, and T = time); m(mass)
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has dimension M, and c(speed of‘light) has dimensions
LT™Y , I? E = me® was to be at all feasible

122 would have to equal Moo

which 1s perfectly unfeasidble, (Checking dimensionsg
shows that E = mec® is at least feasible.)

I have just chosen'in‘(B.a;l) an extremely simple
example and if it is so complex for this simple
example, we have tof::ry careful in more complex
formulations to be writing sense. I do not feel any

more need be said..

In this thesis T have attempted to produce a rational
approach to the use of mathematics and quantitative
methods in sociology and , although occupational choice
and sovial mobility have only appeared by the scfuf!k"
of their respective necks, my attitude has been thet

I spelt out in detall in the first chapter - one can
learn a lot from a few examples, providing one has

a cogent philosophical position. In fact, my interest
in the mathematics of soclal theories was originated

by the ire ralsed by my reading of the Ford and Box
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article., (I could have written a thesis on the
various mathematical shortcomings of thelr paper
alone, with lovely words like 'level of measurement?
and ' Abvelian Groups'! freely spattered around. But
there is more to the use of mathematics in soclal
theories than the mere structure of the theories -
there is the whole panoply of problems of inference
and testing these theories. 4nd, before you test,
vhat do you think is the relatlionship between your
concepts and reality ? And what 1s the nature of
reality ?)

I have ended with this chapter with what I considert

to be some of the worst examples of uniformed
mathematical licence in the liteBture. They are

not the worst; yet at the same time they scem to be
damngble because they look mathematically sophisticated
to the ingenuous. (I hope I have shown they are themselves
distributionally ingenuous). One only has to read

some of the examples of wariance-splitting which

ebound in the literature - some into the milliards .

of order of interaction (ég Hope,1971) = to feel

that if only the distributions were studied, many

worthless adventures would never leave base.
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Something I started with, and something with which I
will end., Sociology tries to find out whether

A1l coppers are narners',
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ON THE DIVERSITY OF METHOD - Essentiallism supra

ﬁominalism

In his critiques of scientific methods Popper,
starting from a confusion of Platonic Idealism and
Aristotqlean Realism ( eg Popper,1965:31=324) comes
to the conclusion that '... &l theoretical or
generalizing sciences make use of the same method,
whether thev are natural or social sciences...'
(Popper,1961:120-131). I wish to show: one, Popper
wrongly describes Aristotd.ean Essentialism, and we
" can learn from what is wrong in Popper's description;
and,two, Popper's Unity of Method is non-existent
and that Methodological Nominalism (1if it existed) .

would lead to no theoretical advances



AJ2
l.Aristotlean Realism

Popper defines Methodologlcal Essentialism as
*eee The séhool of thinkers ... founded by Aristotle
who taught that scientific research must penetrate
to the esSeﬁée of things in order to exvlain them o..'
(Popper,1961:28 - my emphasis, note 'explain' and not
"Predict'), Poppers comments on this school are
’ scattered throuéhout his many works. I will examine
part of his chapter 'The Aristotlean Roots of Hegellanism!
trom Book II of 'The Open Society and its Enemies'
(Pobper,1966) to illustrate the extent to which he .\
is incorrect, If it were only that Popper were incorrect
in his interpfetation of Aristotle, that would be
‘relatiVely unimpoftént; but»the very fact of the
miS-interpretation is crucial to his notion of the

Unity of Method,.

P°PPeI‘(1966 6) argues '... Aristotle's version of

Plato's essentialism shows onlv unimportant differences

et when really the two are (though essentialists)
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at opposingends of a continuum. Plato's essentialism
consisted of trying to findgeneral *Forms' within
'ordinary things, Idealizations which were somehow
more Real than the ordinary things. Platots Forms

- such as *Justice!, 'Circularity' - are what
Philosophers.often term Universals, in that many
individual th;ms (Particulars) can be described

b¥ them., A particular only exists in as much as it
partakes of one or more of these Forms, Aristotle

. was concerned with 'substances! ( which are particulars)
and 'accidents! of substances, warre priority wasg
given to the substances. In the Platonic scheme a
rarticular only existed in as much as it represented
one or more Forms: in the Aristollean scheme a
rarticular existed,and the accidents were derivative
- of the substance , oniy exlsting as accidents OF a
substance, For Aristotle there were two questions
-0f Being, of Essencet What 1s the being of things’
that exist in themselves (substances)?; and, Whﬁt

is the being of things that have to exist in another
(accidents)? (A'dog' is a dog, but'length' can ondy
be applied to a substance such as a dog.) In

Aristotle's Logic a substance is that which is always
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subject and never predicaﬁe; for example, 'Karl
Popper! cannot be used to describe anything apart
from Karl Popper, but‘there are manvy things that
can be used to deséribe‘Karl Popper - taccidents!
SUCh as he is a philosopher. A modern extension of
this, vhich I feel would not bde unacceptable to
Aristotle, is to ‘say these substances, these entities
are real but there is a hierarchy of levels of
belief such that it is gasiexr to believe in the
reality of Karl Popper than it is to believe in
atoms being‘real - 'Karl Popper' is more credible

than a 'muon'y

Closely allied to Aristot}e's ideas concerning essence

is the analysis of chénge; aﬁd it is the Aristotieap

- view éf_change which Popper next cénsiders - I wish, v
hovever, fo amplify the di;ference between Vhat-questions
and Why-questions. A What-guestion is (to usejan

example from Popper(l96l 29)) of the form tyhat is
matter?' and, Aristotle holds, unanqerable by the
deductive method - as was noted above a substance

cannot te the pxlicate of a proposition, and to

attempt to use other substances to predicate 'matter!
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will lead to an infinite regress; Poprer considers
the vhat-question to be metaphysical, end says

matter is what he says it is; Aristotle says the
answer comes from induction, knowledge of essences

is not thnate (otherwise the world would be transparent)
but acquired by contemplation on the information
available to us. Using the idea of a hierarchy of
levels, we can see that'the essence of matter contalns
the information that is composed of atoms, but matier
(eg a table) is more to us than a collection of atoms
"= though Sellars(1963) holds that in accepting the

reality of atoms we deny the reality of a table!

A why-question 1s concerned not with the essence of
& a substance, but with an explanation of what things

are accidentally, as against what things are essentially

- why should a certain accildent pertain to certain
substance, what are the causes of such a thing
happening 2 It was for why-questions such as ‘Why

do men philosophize 2' and 'Why do black-holes absorb
all elecro-magnetic radiation 2! that Aristotle
developed the other branch of his logic; that is,

deductive logic exemplified by the use of the Syllogism,
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(Note that we will never really be able to explain
why black-holes absord all radiation untill we know
what is a black-hole : part of the essential nature
of a black-hole is reflected in the accident

'absorbs all electro-magnetic radiation').

Popper (1961:29) gives a what-question 'What is
Justice ?', and Aristotle points out that the being
Or essence implied in this sort of question (ie, the
essence of an accident) is'gggg hen equivocal.

* (Literally. ik means 'with respect to.one, of many

meanings'.) 'Being' is pros hen equivocal because
accidents can be said to have being, but solely
in that the being of an accident can be undqé&ood '
with reference to the 'proper® being of a substance.
Justice does‘not exist, have its being, on its own,
 for Justicé can only be seen in relationship with
substances - people 3 Plato's Form (of Jushice) is
more real than the people. (Popper (1966:291) points
to the many different meanings of ‘puppy' = dbut we
can see that the essences of these different substances
called 'puppy' are pros hen, where the one to whidh

they are referred is a younz dog.)
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2e.Aristotlets Study of Change

Aristotle had a doctrine of four causes of change

( vhere 'cause! is not necessarily am accurate rendering
of the nature of the four), and he had three principles
of change ( ie requisite pre-conditions that were
necessary if there was to be change of anything).

The three principles were @ rivatibn, the initial
state; the material‘ principle, that which is changed;
and the formal principle, the state towards whichithe
change occurs. For example consider the education

of a child ; the change is a change of the child
(material principle) from being in the state of

being without knowledge deemed socially necessary
(privation) to being with knowledge deemed socially
necessary ( formal principle)., My typifications

of the principles for this example are obviously

rdpe for argument, and this is the value of the
Aristotlean approach - we immediately begin to

think about what is happening with the change,

" rather than merely describing educational attainment,
Two things to note: the formal principle need not

be immutable; and the !form' in the formal principle
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is not a Platonic Form, as Popper tends to suggest,

From these three principles Aristotle isolates tvo
causes, the material cause and the formal cause =

I shall refer to them as the material factor and the
formal state. Aristotke saw these as necessary but
not sufficient conditions for change, for you need
something towards which to change and something
vhich is changed but you need also an agent of change.
(Privation is nof really on the same footing as the
" other principles, indéed often one only discovers
privation after change has occured. liss Eliza
Doolittle might not have realized that she was not
an English-speaker.) The cause of change was called
by Aristotle the efficient cause cf change, or the
agent of the change, and this was also aaxessary
condition, All three causes are severally necessary
conditions, and only Jjointly are they sufficient for
any change. This is an important point : in the
context of historicism it denies‘the superordinacy
of the formal state or, as Popper would have it,
Hegel's destiny; and in the study of causality

generally, it leads to the stricture that cause
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always accompanies effect - if the efficient cause
is removed there is no change -:this notion has
been re-asserted as the neea for the spatial and

temporal contingency of cause and effect.

Compare this to Popper's(1968:59-€0) causal analysis.

'eeo To give a cousal explanation of an event means

to deduce a statement which describes it, using as
premisses of the deducyion one or more universal
laws, together with certain singular statements,

* the initial conditions ... The initial conditionms

describe what is usually called the Pcause't of the
event in question ... 4nd the prediction desgribes
what is usually called the "effect" ...' (Popper
gives an example of how a thread bresks when a 2 1b
welght is ﬁung from it). Given the scathing criticism
he makes of Aristotle's causal analysis, Popper's '
OWnrcausal analysis is rémarkably similar. Take hils
Causal explanation of the breaking of a thread .
Element (1) is a thread of tensile strength 1 1b;
$lem¢nt (2) is a singular statement ‘$The weight:
Put on this thread is 2 1lbs'; and Element (3) is

a universal statement (scarcely a law) ‘Vhenever a
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thread is loaded with a weight exceeding that whidh
is the tensile strength of the thread, then it will
5reak'. Reworking this within Aristotle's scheme 3
The material factor is a thread of tensile strenghh
1 1b; privation is the state of beilng unstretched;
the efficient causé is avweight of 2 1b; the formal
state is the breaking of the thread; and the final
cause is a law of elasticity. The final cause, Jjust
notéd, has been a favoured aunt-sally because it
smacks of teleologv,‘whereas the finality comes
" from the final cause being a law (of nature, of
society). In terms more akin t@ those of Aristotle
they are the regulér and characteristic consequences
Or‘results that accompany the various efficient
ceusas, (in the context of the othercauses and
Principles). I thinh that Aristotle's scheme is
equally és good as Popper's, if not better, for it
also directs us to look for the essence of the thread,
%hat is the thread ?' It is through inductive, free-
thinking exercises such as this that theories of
matter were developed in the pre-crystallographic
days - vhy did things stretch so far, but no further?

We should remember that the thread stretches before
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it breaks, and that, if the weight ié removed, the
thread need not bresk. Popper's analysis seems to
suggest instanté#naity or an immutable progress,
vhereas Aristotle's analysis emphasizes that the
cheange from privation to the formal state is dependent
not only on the efficient cause, but also on the

material factor (eg we don't burn the thread).

Within Marxian exegesis there can be discerned two
strands which are relevant here. There are those
‘traditionalists vho believe,‘in exactly the way Popper
is concerned to destroy, in Destiny = The revolution
wil) come, the capitalist collapse is at hand,

There are those who follow what 1s more akin to a
Systems/cybernetic model, '.. l: Therq] is the fatuous :
notion of the ideologists that because we [jEngels

and Marx:, deny an independent historical development

to the various idesylogical spheres which play a part

in history we also deny them any effect on history.

The basis of this is the common undialectical conception
of cause and effezt ns rigldly opposite poles, the

total disregardinz of interaction. The gentlemen

Ofteﬁ elmost deliberately'forget that once an t

historic element has been brought into the world by
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other, ultimately economic causes, it reacts, can
react on its environment and even on the causes that

have given rise to it ...'(Engels,1893).
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3.Popper's Unity of Methoad

This section will,givenfthe previous groundwork,
argue against Popper's unity of method, and I will
use his discussion in 'Poverty of Historicism' as

my starting-point., But fipst I will examine the
Essentialism vs Nominalism debate as conducteé Sy
Popper{1961:26-34), where after a similar series of
confusions about 'essence! and 'Form' he ostensively
defines ¢ '..., Methodological essentialists are
ineclined to formulate scientiflc questions in such

' terms as ®yhat 1s matter ?" ... and they believe that
& penetrating amswer to such questions, revealing
the real or essential meaning of these terms ... is
at least a necessary pre-requisite of scientific

research .., Methodolosical nominalists, e«eses , would

put their problems in such terms as Yhow does this
Plece of matter behave 2" ... For methodologicai
nominalists hold that the task of science is only

to describe how things behave, and suggest that this
is to be done by freely introducing new terms wherever
necessary ... ‘(Popper,1961:29). Physics does not
inquire, he says, into the essence of atoms ; he does

not also say that the notion of atom originated through
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philosophers contemplating upon the essence of
matter : The whole panodply of Bohr!s ill-fated
Atomic Theory was a direct result of attempts to
answer twhat is an aetom 3', given certéin aspects
of the behaviour of matter under various forms of
excitation, .

If methodological nominalism was indeed followed
by the successful sciences (I do not belleve it
has), great awareness would have to be shown,
because theoretical aridity could easily arise.
Apart from my personal conviction that this wouldte
so, I find support in Godel's Proof (Gddel,1962)
and Craig's Theorem (Cralg,1953). Godel showed
'tﬁat in any closed system the consistency or
otherwise of the system could not be proved within
'Fhe system, and his comments were directed in
rarticular against the highl¥ defintional (nominalist)
gEiEEipig.Mathematica of Russell and Vhitehead. I
interpret this to mean in this context that it 1is
impossible within nominalism to find whether sets
of descriptions are consistent (it is always possible

to define an atom in one context as different from
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an atom in a different context); corroboration

is not a check on consistency. Craig's point is
different, but at the same time highly associated.
Craig showed that any prediction made by use of a
theory, could be made just as accurately using solely
observable quantities. For examplej we do not need
to know about the molecular theory of gases to use
the Universal Gas Law; and we do not need any theory
to perform a Path Analysis. (Howeverg we need the
molecular theory of gases to derive Van der Waals
equation; and inikerpreting the path analvsis we
might te tempted‘to sav that a person's number of
Biblines 'causes! occupational prestige). Craig's
result shows one of the B pitfalls of
nominalism, the possible negléct of theory (though,

as I said, I do not believe science 1s nominalist).

The classical Aristotlean distinction between inductioh
and deduction is relevant here. Popper sa&s that
nominalism is concerned only with deduction (and test
of the deduction) and that essentialism is concerned
only with induction - Aristotle says that science

(lixe 1ife) is both inductive and deductive,and one

informs the other, This brings us to the Unity of
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Method, which is '... the methods in the two fields
[bf natural and social sciencé] are fundgmentally
the same ..., The methods always consist in offering
‘deductive causal éxplénations, and in testing them
e+ the method of testing hypotheses is always the
same ...'(Popper,1961:13111325. Consider the implications :
the 'method' is concerned only with the aspect I
have called 'deduction®, (Popper comspicuously
disavows any interest in how a theory is developed);
and if the only criterion is testing, what of a

* theory that is untestable now, but may be in the
future ? (I refer to Popper's ‘Refutation of
Historicism'“- see the Addendum). I can agree with
Popper that the testing of theories,if it at all
pPossible, is highly desirable; I cannot agree that
the testing of a predicted value of the frequency

" of the next peak of high intensitv radiation (uding N
an oscilloscope), is of the same type as the testing
of a predicted difference in the average levels of
alienation in two groups ( by taking samples from
within these groups). Measurement error is ggg .

the same as sanpling error.
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L.The Essential Popper

I find it difficult to take Popper seriously,

but one has to’ for he has oeen so influential,

Popper dismisses essehiialism and offers nomioalism,
but, because he cannot do otherwisq,he makes many
essentialistapoints; The question is the essentialist
one ‘Vhat is ao army ?', and Popper does not explicitly
ask it, but 3 ',,. Most of the objects od soclal
science, if not all of the@, are abstract objects;
they are theoretical constructions. (Even ‘the war!
or 'the army' are abstract conoepts, strange as it
may sound to some. What is concrete is the many who
are killed; or the men and women in uniform etc) o0
(POPper,l96l=13)). Concerning this very point see

the diécussion gbove about a hierarchy of levels, ond

Sellars dénying the existence of a table,

The advocacy of methodological individualism is itself

én answer to the question fYhat is the nature of

society? LI
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ADDENDUM : The Refutation of Historicism.

Popper presents a proof that we cannot predict the
future course of human history, which also cdntains
an assumption that human knowledge 1s synomynous with
scientific knowledge. (See the Preface to 'The Poverty

of Historicisnm').

This proof is susvect on one point} that 1s the
identification of human,knowiedge and scientific

knowledge - for obvious reasons.

The proof is invalidated on another point; if

¥We cannot predict the course of the growth of'
sclentific knowledee then we do not know that,
becanse of some new advance, we cannot at some time
in the futwre predict the pattern of growth, (This

Proposition is time-bound)}.

The refutation is itself a histericilst theory, it
cannot be tested and is damned by itself; was it

Epimenides vho stated that all Cretans are liars?
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SCIENTIFIC REALISH IN SOCIOLOGY

Scientific Realism is easily cénfused at a superficial
level with (logical) positivism ( the philosophical
position that only takes into account positive facks
and observable phenomena) so I will discuss the nature
of scientific realism and some of the ways in whidh

it differs from positivist approaches. In the course
of this I will isolate the empiricist error and

the logicist error in scientific thought, and show

how they are present in sociology. M¥ thesis will

be partly thatimany of the mistakes in quantitz}ﬁ.ve

analysis in sociology arise through a mistaken view

of science.
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1.Scientific Realism and the Empiricist Error

My discussion of scientific realism (below), has
been strongly influanced by Smart and Graves, and
I wish to maxe clear my intellectual debt to these
two., Scientific realism can be éxpressed in terms

of five main theses(Graves,1971:7) vhich are :

(1) There is an external world independent of
anyone's sensory perceptions of it.

' (2) This independent external world may contain
entities and processes which differ radically
from what might seem to be obvious from sense

- perception.

- (3) We can attain a degree of knowledge of this

_world though never perfect Knowledge. Things
in this world are not by their intrinsic
nature unknowable. ‘

(4) Science is an attempt by human beings to
undergtand the structure of this extgrnal
world., It seeks to go above immediate

experiences, whilst at the same time explaining
- them.
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(5) Scientisfs achieve (4) by developing
theories vhich postulate theoretical entities
named by theorenical terms - hoping in doingh
this to obtain as close a correspondence as
Possible between theilr entities and the actual

elements of the reél world.

To accept (1) is necessary unless one makes reality
dependent upon some perceiving subject, leading to

a form of idealism in science - eg the solipistic
early phenomenology of Blum and McHugh (see their
contributioné‘td Dduglas;l970). In sociology the
main proponents of (1) have been interested in social
struétuné, functionsl analysis and other aspects of
macrospcinlogy ; an interest in sdaclal action can
be compatible with thesis (1) but has often led to
subjectivism and a reification of what the individual
'sees' to what is'there' - nominalism rather than
essentiaiism-plus. Thesis (l) is held by all realisnms,
where the Marxian-Engelsian materialist position is
& clear example - soclal man is a product of his

Boclal and economic environment, but man's knowledge

is usgally of the epiphenomena and not of the true

basis,
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The acceptance of (1) but the denial of (2) is
probably the usual attitude of the man in the street.
Philosophically'the rejection of (2) is trivial,

as it has little explanatory power; it'requires that
the perceptions of any two people must be almost the
same; for these perceptions must be images of the
Perfectly obvious true reatity. Thesis (2) encourages
dialectic ( iﬁ the sense of argument). Really
Phenomenologists assert a modification of (2) ¢+ for
'externall sﬁbstitute tindividualts view of the';
for 'sense',substituﬁ tthe sociologisttst : 'The
individualts view of the world may contain entitles
~and process;s fadically different from those which
seem to be directlvy disclosed in the sociolggist's
Perception'. In essence, then, one version the

Phenomenologisés main thses is subsumed in thesis (2).

To deny (3) is typical of Kantianism and and versions

of logical positivism. Kent argued that there is no

way of showing that enything exists except the contingent
causal phenomenﬁ of 'experience'. However, he says,

We seem compelled to think of ourselves as'free agéﬁts
having a 'real! self lyiné outside the ceusal contingent

scheme - this led .to Kant's plea for a ‘higher' moralilty.
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Apart from its moral overtones, Kantianism has been
very influential in the natural sciences. A4s an
example, there is the very Kantian notion of the
principle of verifiabilty ( not to be confused,
so Popper says, with refutability); verifiability
takes the idea that there are nouema (ie, 'things-
in-themselves') whose nature is basically unknowable,
and this leads to the idea that the meaning of any
Proposition is to be shown in its method of verification.
This was Kant's way of eliminating as meaningless
all referénces to things not directly accessibdle
to observation; metaphysics was therefore, because

unprovable, nonsense.

Logical positivism grew out of a deéire by physical
scientists of the nineteenth century to do away with
metaphysics and anything that smacked of the abstract.
For example Kirchoff denied that science explains

why things happen : he said (Kirchoff,1874) a sclentist
sees in every 'why' a 'how', and the scientist dicovers
new connections between phenomena but does not refer ;
to underlying reasons. This position is close to

the anti-positivist position of Popper, for Popper

with his doctrine of methodological nominalism holds

that science has advanced through asking questions
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such as *...how does this piece of matter behave ? ...!
(Popper,1961:29) - probably he has confused the
practices of scientists with the nature of Scilence,
(and not taken a very represetative conceptual sample).
It is also interesting to compare this to Viittgenstein's
later position in the 'Philosophical Investigationst,
in which he classifies philosophy as descriptive

rather than analyical. He believed that there were

no philosophical prdblems as such, or - if the&e

vwere any problems - they were merely problems of
"linguistic usage. (I think this is interesting because
Wittgenstein's earlier work - as exemplified in the
'Tractatﬁs‘Logico-Philosophicus' - is usually taken

8s positivist. Ilso see later concerning Logical

Atomism, )

'The Science of Mechanics' (Mach,1893) tried to
apply Kirchoff's principles : as an illustration,
Mach said atomic theory can be useful to scientists
when considered as a mathematical model, but we must
not suppose that atoms have a reality of their own,
('e.. in Nature there is neither cause nor effect;
Nature merely progresses.;..'). Following in Mach's

footsteps Karl Pearson wrote (in 1892) the very
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influential 'The Grammar of SCiénce'; and in the
Everyman edition (Pearson,1937) we read 3

'... We know ourselves, and we know around us an
impenetrable wall of sense impressions. There is

no necessity; nay, there is want of logic, in the
statement that behind sense-impressions there are
"things-in-themsélves" vroducine sense-impressions.
About this suéer-sensuous sphere we may philosophize
and dogmatize unprafitahly, but we can never know
usefully ...'. It is as well to remember Pearson's’
.influence on the development of statisties, and this
may be one reason why statistics in practice has

often been anti~theoretical or non-theoretical.

Many logical positivists have toned-down their
emphasis on a complete observational/conceptual
dichotomy, but the neo-positivist doctrine of
operationalization (eg Bridgman,1927,1936) has fooled
many social scientists into ignoring the conceptual.
Whereas originally psychologists tried to measure

a real intelliéence factor using tests, a common
contemporary position is 'IQ is what IQ tests measure!
(and end of thoughtﬁ. Cralg(1956) showed that we

need not use theoretical terms to predict new events,



B.8

for we can accomplish the same with merely observational
data, This is effectively what is suggested in

Allan (1974) : by being sble to predict (poorly)
observable evemts from observational data, path analysts

think they have achieved 'explamation', which involves

the use of concepts. Maxwell (1962) puts the case

for retaining theoretical terms partly on the impossibility
of direct observation (and many commentators would
suggest that in addition to physical prostheses such
as microscopes, there are conceptual prostheses
derived from the sclentists' theories). Maxwell
(195237) writes s+ ‘... the point I am making is
that there is, in principle, a continuous series
beginning with looking through a vacuum and [ going
down-u;J ese @ high-power microscope,etc., ... The
important eonsequence is that, so far, we are left
without any criteria which would enable us to draw

& non~-arbitrary line between "observation" and

"theoryh ,..t,

Maxwell discusse a semi-hypothetical example about
& scientist called Jones, Jones noticed that a certain
disease was transmitted by touch and postulated a

mechanism based on ‘crobes' = minute little animals
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carrying the disease. Using the notion of crobes
Jones built up a theory that gave testable and
verifiable consequences. The positivists dismlissed
the.crobes as being part of the metaphysical sphere @
then however the microscope was discovered and crobes
were observed. At this some philosophers becamne
rkalists (in our sense) and others natural phenomenoclogists.
These rnatural phenomenonologlsts thought that as far
as our senses weras really concerned a theorciival
entity and an observable physical object have the

' same status, or nearly the same status. A far more
radical contention ﬁas'that we had not observed ’
crobes, all) that we had actually observed were
Bhado;s or imagés - so the crobes did not exist as

far we are concerned.

However, to return to the theses. If thesis (4)‘15
denied, those who deny it might be metaphysiclans
who feel that they have their own key to reality, or
Perhaps phenomenologists such as Husserl. Husserl
felt that it is not péssible from the standpoint or
nethods of sclence to arrive at a pure theory, a
theory independent of contingent empirical facts =

they usually identify ?science' with natural.science'.
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a common stance. In sociology phenomenologists do
"not tend to essentialists (such as Husserl) but rathér
they tend to be existens¢ial phenomenologists (similar
to Sartre) and this can lead to certain confused
thinking, «Kote the confusion of the Husserlian emphasils
on transituational understanding with the Sartrian
emphasis on existence, in Douglas'(1970:x) ¢ 'ees Ve
must aslwavs begin by studying ... meaningful soclal
Phenomena on their own grounds, but, true to our goai
of creatiang a science of man's existence we must

- then seek.an ever more general, transituational’
(objective) understanding of everyday life. This ,
is the progra@ of all phenomenological and existential

sociologies... '

Thesis (5) is in part a complement of thesis (4)

it emphasizes that the correspondence between sclence
and reality is ome of attention to detail in sl
respects, This includes the formal aspects of the
relationships between the theorgétical entities,

where these formal relationships must trv to match
relationships in the real world. And thistleads on

to the next section.
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2.Analysis for a Purpose

The empiricist error noted above is.distinct from,
yet confounded with, the 'logicist error!, (see
Graves,1971:Chs 2,3). The logicist error is a very
pervasive one;in quantitative sociology; (and interpretations
of science)s it is contalned in the notion that a
theory must have the same structure as a highly
developed(formal system of uninterpreted calculus,

- Generally, proponents of this gpproach in sociology
seem to have an impérfect, simplistic idea of what
constitgtes a theory in the natural sciences, for
example, there io Blalock's(1969:2) s '... Ideally,

one might hope to achieve a completely closed deductive

' theoret;val system in which there would be a minimal
set of propoéitions taken as axioms, from which all
other propositions could be deduced by purely

mathematical or logical reasoning «..' (My emphasis),

Why should some sociclogists hold to these beliefs ?
Perhaps one reason is the iqfuence of the positivists
on the philosophy of science in earller decades, and

another; more easily isolated, 1s the 'success' of
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mechanics, in particular, in the physicai sciences.

Coleman (1964:95) justifies the use of mathematics

in soedology partly on the basis that : %... the rise.
of mechanics depended very greatly on the use of ..
mathematical formulae to replace verbal statements
like those of [ Galileo] ees A random page of any
modern tekt in the mechénics of rigid bodies would
ihdicaﬁe jusf hov hopeless it would be to express
mechanics in less formal or rigorous language eee'e

In direct cbntést to this st#g;ent of Coleman, there
is Graﬁes' (1971:35) assertion that: '... Classical
mechanics‘is the first fﬁll—scale physical theory

with wﬁigh a student comeé into contact, and he ought
to be imp:ﬁsséd with‘fhe siﬁplicitY, elegance,.and
Power of its struciure. It 1s naturally te“f‘fing to
seize on it as an ideal té which all,scientific theories
should trv to conform, and I think that this is
Precisely vhat many formalists have done. But to
claim as a matter of fact all tﬁeories do contain

such an isolable calculus would certainly be an
unwarranted induction if based on classical mechanics
élone, and a cérefullstudy of other theories would

show'it to be‘false ene'le
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Perhaps equally relevant to thls logiclst emphasis
is the status of ecénometriéq,and experimental and
behavioural pschoiogy. These subjécts'and their
apparent success have made a large impact on Homans
(particularly 1967); Coleman(l9645 follows his section
on 'Mechanics!? b& tMathematics as a}Language‘for_
Economics' and ﬁlalock uses the econometricians!
recursive equ;tion approach in most of his publications.
The strain towards‘axiomatization (cf Blalock above)
can be counterpfoductive as Smart(1963:30) points
out ¢ v,,, very fewléhysical (or other) theories have
been a£ all rigowrously fo:malized ess The rigowraus
FXiomatizafion of suéﬁ‘a theory as quantum mechaniésv
is an almoét infiﬁitéiy distant goel. Fuff\yermore,
in a fapidiy developing subject, such as‘modern physics,
any axiomatization wouid become out of date almost
‘°Vernight, and iﬁ any case if it were actually used
and were not a museum plece, it wéuld have a fossilizing
effect on physiéal tﬁeory...'.

o seciclogysts : : >
Some quantitative[give the impression of beilng modern
soclological 'logical atomists'. Loglcal atomism:
vas a philoséphy stfonglj'influenced by Russell and

the younger Wittgenstein, which began to decline after
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1925, (see Urnston (1956) for historical details).
Russell had himself been strongly influenced by

the philosophy of Leibnitz with its great emphasis

on the basic elements of knowledge, and initial
development of éymbolic logic, (see Midonick,1965:
Chi2). When Whitehead and Russell (1910) had demonstrated
that the whole of mathematics could be subsumed under
én exiomatic system; :Russell cane to think that,

a8 this axiomatic system wés so perfect, the world
would have the structure of this logic, '... the
'structure of the world would ... resemble the structure
of “Principia Mathematica'. That is the simple
argument of the plot es.'(Urmston,1956:7)e Wittgenstein$
(1922) *Tractatus Loglco-Philosophicus' was an
GXtensidﬁ of this idea, iﬁ some respects, and was
h’3‘-8111}' esteemed by the logical positivists. The
positivists took their‘ndtion of verif;abiﬂty from

the 'Traétatus .;.' ; buty though Wittgenstein did
:Write 'e.. to understand a proposition means to know
what is the case, if it is true ...!, he held that

he had been grossiy'mis-understood. In fairness to
the POSitiviSts, if Witégenstein was understood; it

was his own fault. In the *Tractatus ...' he stansl

7’
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with ',.. The world is everything that is the cese.
The world is the totality of facts, not of things ...f;
and later ‘.. Even if ... every fact consists of am
infihite number 6f atoﬁic facts and evéry atomic

fact is composed of\ah:infinite'number of objects,

\

even then there must be objects and atomic facts <ee'e

From this veré Leibtnitzian attitude, Vittgenstein
changed to a different posture -~ philosophy was no
longer analytical, it explained nothing for it merely
described. This,the 'later! Wittgenstein had an
impact on the phenomenological schools in sociology
(particulerly his emphasis on language), and in
conjunction with the influence of J L Austin there
has arisen the spéctre of fhe tlay sociologist's In
fhe pPresent ideological climate thls chimera has an
egalitarian appeal - the lay soclologist 1s the
Ofdinary rerson who, because he has the undisputed
right to have ideas about the soclal, is on a par
with the profeééiehal‘sociologist (or so some
Professional sociologilsts would have us belileve).
F°11°Wing on from’fhis reification of the lay sociologist

there appeafs a ﬁiéhe'for'the professional sociologist -
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the professional sociologist is now a lexicographer.
Austin saw that the ordinary person couldlwrong

(of course the eternal relativist - Winch for example

- can always maintain that we are all correct) and 1.15 saw
that the philosopher (le professional sociologist)

would always have to go beyond mere individual usagess
(eg Austin 1957).

Wittgenstein's 'descriptive! philosophy is closely
skin to the 'positive! philosophy of Kirchoff, Madh
and Karl Pearson mention ed above : in fact, much
Phenomenology and 11nguistic analysis has a great

desl in common with positivism in this respect. In

& sense éﬁis is hardly surprizing, for both are not
realist and also Wittgénstein has been a leading light
in both schools. ﬁuch has been made of the difference
‘between the younger and older w*ttgensteins , as if
there were an epistemological break or a 'revolution
of éoncepts‘ Many do not agree that there was a
°1ean breax, and it is relevant to the realist view-
Point to examine Gellner's(1959:143) : [: One
nistake commpn to both the "Tractatus ..." and the
"Philosophicai Investigations" ist} the sﬁppositian

that there is such a thing as "seeing the world
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right", an absolute insight without intermediary,
80 to speak; ...!,(compare this to the first three

theses of section 1 ).

Iruly atomistical views are rare in soclology and

might be of the form : 'If something cannot be expressed
in a simple m;thematicai manner, 1f if cannot be
measured, theﬁ it is of no value'. It is possible

to read, however, sentiments such és s ',.. The kinds

of verbal theories that now predominate in the social

. sciences seem much too comnlex to allow for mathematical

formulation ...' (Blalock,1969:27,my emphasis); and
indeed ',,, In socioclogy ... the kinds of verbal
theories and research results vhich have been set
forth are so vaguely stated or so weak that it is
difficult to translate them into mathematical lenguage

 and once trenslated they often fail (sic) to show

&an lsomorvhism with 5owerful parts gg‘mathematics
vee?(Coleman,196423, my emphasis). Rather than impugne
mathematics ,.as/?bol for its limitations at present,
both the above atomistically use this to question

the validity of social theories for their lack of
correspondence with~'powéfful' (2) parts of mathematlics.

It is interesting to consider that many parts =t



of mathematics were developed becaﬁse there were no
conventional methods to deal with the problems posed
by certain scientific theories - a trivial example
is the deVelopment of Bose-Einstein end Fermi-Dirac
statistics - for energy 1enels of atoms, and occupancy
by electrons. 7

. 4 =
Scientific realism implies intentionality in analysis,
(intentionality = for a purpose); and this means that, though
sciehtific realism encompasses all sciences, the
'results/gia rethods resulting from,that applicatidn
of realism will differ according to the nature of b

the reality studied by that science.
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The following list is composed of publications
vhose origin was the idéas contained in this
thesis, They are rather more empirically-based
than the content of this thesis, and are best seeﬁ

in tandem.

1972

'A comment on "!Mobility end work satisfaction' :

A comment" ', BSA Maths and Computing Applivations
Group Newsletter,

"Lawa and Causal Modelling - Some implications of a

scientific approach". Essays in Statistical Sociolopy,1972.

1973

. "Some impkications of the use of an Americamn Life
Satisfaction Rating Scale on British Subjects'.
Proceedings of the 1llth International Congress of
Gerontology, Kiev, USSR (with Dr A Bigot).

"Linear models of processes: An attempt at synthesis',
Soclological Review Monograph, 19.
"The effects of differential fertility on sampling in

studies of intergenerational social mobility". Sociolozy,
(with B111 Bythewey).
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"Path Analysis - A cautlonary note". Sociological

Review, (with Roy Mapes).

1974

"Simplicity in Path Analysis'. Soclolofy.

1975

<@

"Up the path analysis"e SociologYe

1976 ( fortheoming)

"Ordinal-scaled variables and pultivariate analysis™.

American Journal of Socliology.

A1) joint works are truly Joint.
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ESTIMATING A PROPORTION

1. Notation

A population can split into exclusive sets G and &
with the popufation'being the set Us. The number of
individuals in a set is shown by n(U), n(G) eand n(&).
We characterize the population by a parameter

P =nG and abfurther perameter q = ﬁ E =1l-p I
A sug-get of U is observed (the sample S) , SC U.
The number ;f individuals iﬁ the intersection of S

end G i8 R ; n(sf\Gj, (ie the number of ipdividuals
1# the sampie wﬁ& are members of G). N = n(S) 1s the

number of dndividuals in the sample S.
ZA_EIQELEE

Is there a 'best! estimate of p and q on the basis
of the information in the sample.
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3. The sampling distribution of R

From the bin§mia1 theorem, given a population
Probability/proportion p and a sample size N,
the proportion of cases (in the long run) for
vhich we will observe R individuals from set

G is pr(R:N,p) where

Pr{R:N,p) = NI B - p¥E
_ RT (H-R)! (3.1)

(N! is factorial N). This is interpreted to mean that
the probability of observing R members of G, given
a sample of size N and a population parameter p,

is given by the RHS of (3.1).

4. Ubiassed estimates of p

The unbiassed estimate of p is )
ENEE Y S B CES

but in cases of small N it is always possible for R

to be equal to zero, when from other comsiderations
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aot
the parameter 1s/zero, (eg equg;tion (3.1) and
\

theoretical knowledge). Thislshown when an attempt
is made to estimate a function of p, in particular
the estimatifi of the sampling variance ( P(1-p)
vith p substituted is zero when p, =0 ) and the

logit transform @, where

0 = log (2)
q

I p, =0 or iu = 1, the resulting logit transform
18 plus or minus infinity; for this reason, and consilderations
of unbiassedness, wo estimate the 'empirical! logit |

Ou by

8= 103( R \
. N

=R

g -

It requires 1little arithmetic to show that the estimate

©f p, derived from the unblassed logit is p),
Py, = (R+3})/(N41) | ' (42)

This also the estimate which can be found from

considerations of 'contimiitj' corrections,
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5. Maximum 1likelihood estimation of P

The maximum likelihood converts (3.1) into a
likelihood ‘ -

L(p*:N,R) = K p"% {1l - p*)H-R (501)
where p* 1s now a verisdle and R fixed, Maxinmum
likelihood methods find that value of p* which
‘maximizes (5.1), and this value 18 Py

P, = RN | (5.2

| is suspect iri" the same way &8 P e

- 6. Bayesian estimation of D

The Bayesizn methods convert the likelihood of (5.1)

into a probability density of I*,
(p*) = K() p*R(l‘-‘ pi)N'R (6.1)

(I am using a uniform prior distribution, the estimate



plu can result if a different priorAisiused - th;s

was shown by risher). The constamnt K() is chosen to‘
make the total density unity. (6.1) is the equation

of a beta distributioh and the meam of this distributicn

of p* 1s
Py = (R+1) /(N+) (6.2)

(The mode of this distribution gives p )« p, has the
advantage . of not leading to estimates of p, =0 or 1,
but has the disadvemtage that (p,)> is mot the same

as (Pa)b (the Bayesian estimate of p2) .

7 Middle 1ikelihood er Medisn Distributionel estimates
at p

The median of a distribution under a functional
Ohe-to-onn transformation is exactly tramsformed. So,
therefore, I would suggest that the median of thQ
distribution of (6.1) - or the value of p* in (5.1)
which splits the area under the likelihood curve in.
half - the median is a good measure to use. The mediean
¢an be found amalytically but for most purposes I have
found that it can be closely approximated by
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PQ = (R+31)./(NHY v (7.1)

This gives estimates which are very close to those

of p,, » but is closer to the analytical median.

8. Example

Take the extreme example R=0 &and N=3.

Pu =0

! [
pl\l = 0083
P =0

Py = 143

LY 109

g
P »)
1

The median of the beta distibution is 109 (by analytical
methods).

2§'Fina1 comment

If we have two samples of size N, the only estimates,
on the two samples conbined which equal the average
©f the two separate sample estimates, are p, and Ppe

For the other three estimates we find the effects



of the coarseness of our observed data, which I

think is an admirable virtues

D.?7



APPENDIX E

VARIOUS UNPUBLISHED PAPERS = G J Boris Allan
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The following papers are concerned with various

aspects, one extends my papers on soclal mobility

and path analysis, and two are concerned with

vhat enters the analysis - they play great emphasis,

as I have throughout this thesis, on the importance

of specifying underlying distridutions., A4ll are heavily

influenced by my scientific realist philosophy.

fhey are concerned with practicél matters, where thils
'thesis has attempted to argue a cogent theme at a
more abstract level - J L Synge in "Talking abomt
Relativity" p 13

'ee. As a matter of fact, there is slways some
fuzziness about a concept, and one of the méin
differences between ordinary life and sclence is that
. 8clentific concepts are less fuzzy. But they are
fuzzy nevertheless. It is only in mathematics that
we find clear-cut cbncepts, end it is probably thid
inhuman character#istiz that makes the subject

repellent to many peoPleces?’
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SUKMIRY '

For a 2 x 2 tavle, when the values of ¢ and Yulcs Y are

&veraged ( to give en csﬁiizate of the ttruct valuc 0f Kendall's
Teu) ang ‘this meam value is transforied by a sine-trensforrmation,
the transforused vatue is a very good estimatc of the bivariate
normz corz;o?-;ation of the tadle, ,Fer en B x C contingency’

table, vhen the (R - 1)(C - 1) different estimates are

&veraged the ascurscy of the estimate resultifig is wesiy dswimd,

high.. -
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THE BIV/RIATE NCRIMAL CORRILATION OF L CORTINZENCY

TASLE

INTRODUCTION

Often when we exasine a t;o-by-tob (2x2) toule wve
tan conceive of‘a bivariate nornal distribution

upon wvhich vie have placed a double dichotony. That
is, weAsuppose that vwe have an undcrlying biVa;iate
normal distribution (e3 of X and Z)and that we are
only atle to distinsuish between values of X ;3
greater than or less than a certaln (usually u:ﬁnown)
value -~ and sirilarly for Z. For specific values of

the bivariate normal correlation Xarl Pearson ( Tatles

(VN
e

or Statisticisns gnd Piometricians , Vol II - long

. & -2S5L1C22n S s

out of print) provided tables which show, for specific
marginal prorvortions, the prorortions in the cells of
the tavle, (actual ﬁse involves iy interrolation
for values tetween the svecified values). This is
Péarson's rethod of tetrachoric correlation, there

the proportions in the cells are obtained by expanding
the tetrachoric serics, (XKendall and stuart,l969:160-

161; 1973:31€-319), lHowever, for two zediel splits



the tetrachoric series expenzion dis identical to a
trigorometricsl expansion; that is, the psychometrician's
tcosinc-nit' formula, which ecstimates the bivariate

norr.al corxrclation by @
B Squai roet f
- (,u':\.'.m\,g((,)( ? ’ _=" cos T —

= gluk.ém ' - -\

vhere a b ¢ and d have their conventional meaning for

a 2x2 taeble (thezr is a very clear diszcussion in Guilford
and Frucliter{1974:3C0~3706); the psychometric issue

can be followed by examining their refcrences),

It is a simple matter to show that this is eqﬁivalent

Yo

;7.‘
(¢4

]

9:81!13"\.—-:“-‘__,
rdq»

-
O

8o that it is immediately obvious that

?& = s&in Cﬁ %) :
2 -
N - . /.

K

v¥here Y is Yule's coefficicnt of collization.

This has a clear family resezdlance to the estimate
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of the bivariate normal corrclation bascd on Kendall's

tau, T

(xenda11,1975:¢3zs' 9,10). .. In the casc of a 2x2 table
tav(y) 1é equai to ¢ (phi-tke proiuct-monent corrclation
fpr binéry data , Kendall(l??O:#Z-hB». It tokes very
little aritnrmetic to show, for twe pedfsl splits, thet

[

Y = ¢ : this reinforces the faumily resemblance.

TEE ESTLMATES FOR 2x2 T/ZLES

The eétimation using ¥ ( for non-nedisl splitc) over=
estinates ; the ftrue¥ correlation is a lower bound.
This is becausc Y is puryfy a function of the cross-
Produ¢t ratio - an? is uvnaffected by arpitrary
multiplications of the'numbers of row or coluan
elexzents, (Yule,1912;5dwsrds,1963). This, in a senSe,
leads to the fhe maximization of the estimate of the
association being achieved no matter what the marghiﬁﬂ
Proportions.; The estimation using ¢ (fdr non-zedial
6plits) underestimates ; the true correlation is

an urper bvound. This is probvably tecause ¢ is a



corrciation derived from a lincar regression with
heteroscedastic residuals, so that the estimate of

. the correlation is not as high as it should bte (eg
see Goldbevger>1072-2h9~250; Johrston,1972:178-186,
.alb;2>’). lo‘ﬂver i¢ the estimate of the bivariate

C’or(t\wucr\
normalﬂyla the sine-traanorﬂation, usln5 g for T,

tends to under e;timate, the undecrestination is ruch

less than using g as such,(it is as well to remerber
that ¢ is not only the product-moment correlation of

a 2x2 tabWe, but it is also the canorneical correlation
for that t"ble) 1f we have availasble published values
of € (eg B1ulOCA,196+ :72-77) we can reaqon“bly transforn
these values,if the biveriate normal hypothesis fits,

(Transformation tables are availkble on request).

For any 2?2 table we cén calculate two correlations,

? and rg R which are upper and lower bounds to the
Velue of thc bivarlate normal correlation. Frequently
it is not sufficient to providc upper and lower bounas |
for a correlatlon, for ve need a noint estinate. The
Prodblen is whether (and how) to average Y and g into

one value -~ which we‘night call an estimate of the
'true' value of téu for the table - or whether to °

transrorm ¥ ond g end then average this pair of valucs,.
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In nost cases the approash by tronsforzing the true
value of tau agrees closely with the velue ottained,
by use of the second approach. &5 the first apprcach

gives the true value of tau as a dircct by-product,

4t

EXTENSION TO AN RxC TIELE

It,goes vithout saying that if we have an RxzC table

Ve lose an éﬁount of information by collapsinz it into
a 2x2 teble, lNo matter hov a&éurate our estimate of
the bivariate rormal correlation of a 2z2 table, we
know very well thaf differinz ways of collapsing
tables will give rise to different estimates, peraaps
not differing kg:eatly fron each other but still
differinrg (eg Lancester end Ha&dan,l9&ﬁi2?7). To
collapse in one way only is frivolous &f information,
really we necd to find some way of averazing 211 these .
difrering values (for an RxC table therc are (R-1)(C~1)

-

different values to average), . o

Some values will be'intrinsicallx of greater accuracy
‘than others : at one cnd of the continuum is the case

of tvio medial splits and at the other (useless) end



fhere &s the ins&luble caéc whcre'oné cell is emptly,
(I say insoluble because it could be empity through
not having a large knough sasple, or through a forﬁ
af exact relationship). &5 the standard crroxrs are
unknown’for this'measu“e; I posit that, if each ‘
estirate of true tau is velshtcd by the size of the
E:Pl’cot cell n;w ber, thls'is reazonchle/ for the total
sample will pemain idenuic“l for each, and Lrue’tzus

estimateqd in the case of zcro cello will rnot contribute

to the Iln«l averaoe true tau ( vaich is then traasforzed).

EXA4PLES OF ESTIMATES FOR 2x2 TAELES |

Karl Pearson (T b‘es for Statisticians end Eioneiriciens,

Vol II) cives some exaaples for the calculation of =

the tetraéh&ric.carrelation, end it is these examples

I will‘use in’tﬁis section.(Because of the difficulty |
in obtainiﬂ? these tables, I will supply those interested
with conies) Tne results of apﬁlyins ny true tau

Method are co:pared uith the values given by Pear.,on‘e
tetrachor*c nethod, Ag can be seen the azrcenent

between the true tau (transformed) estimate and the
.tetrachorickcsfimaté is very high, even in the casc

noted vhere the marzinal proportions were very



.'Stransé' - but the robustness of the mzthod is shouwn

more clearly in the next section, (see Table 1),

EXIYPLE OF £ ESTIMATE YOR AN RxC TABLE

The RxC table considerca ﬂére is a 7x7 tadle which
displayé‘a bivariate rormal surface with r = .5,
Yunmvers in the cells are rounded to the nearest vhole
number 80, though al"ost a bivariate normal surface,
it is not quite bivariate normal. This ta¥le .
-originélly appeared in Péarson end Heron(l?l’iaoo),
and vas oné of the examples usedby Richie-Scott(1918;125),
This tabie is reproduced here as Taille2, and I would '
@sk the reader to note that six of the cells are
emply, 1In Table 3 I show the cstimates of true tau

for each 2x2 (cdllansed)'table, znd if it is remembercd
the value of tau corresponding to r= .5 is «333, then
examination of this tadle in conjunction with Tadle 2

vill reveal a remarizable stability of estimate.

.'/,
«

*sesnseseera1ES 1,2,3 ASOUT HERE!I!SS

The range in value of estimate of true tau is .32

; : 74
to .3hh;o§,in terms of correlations, JL.{3 to 514 =

—————
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this, I submit, is as high an accuracy as could be

reasonably expected. (Richie-Scott has tetrachoric

estimates wvhich range fronm o428 to .510,hut he does

not consider all possitle 222 takles - in fact none
6f his marginel distritutions arce really ‘strange'.
In the cases of the two extreme estimates in Tatle 37
the parginal diétributionsg and'the nunbers in the
cells ére 'strange's Richie—Scott(l919;1257129)

suggests a method called enneackoric r which varies,

in cstimate of correlation for the entire table,
from :ﬁéz to .2}3) Hy estimate of the correlation
6f this table - weighted by the size of the number
in the smallest cell - is o197. (Well within the

rounding error of the ccll-nunbers).

THE CASE OF ONE FIXED ARG

In gone case§ such as the relationship betveen
vVaccination and recovery fronm smallyox, the distribution
of the val%fs of oﬁe 6f the variszbles is not randon,

e it is ?&xed. For example, the proporticn veceinated

depends upon vecaries of chance or choice i however,

the conditional recovery dependent upon vaccinatlon

is a part of the process, for the number vho recover



is dependent upon the nuxber who are vaccinated.(This
is the crux of the argument betwesn Yule and Pearssn.)
In such cases I would susgest that the ¢ - based

conditional measure is used in place of ¢, ie Somer's:

(asymmectrical) d-coefficient.



ESTIMATES OF THE DIVARILIE I*IQRI-S!L CORRTLATICH

TROY ¢ FRON Y FROM 'TRUS! | TETRACLORIC
T 5D '
195 : .210 203 20N
386 | wme? D 507 420
+951 0959 V959 -956
035 .0L0 . L0388 .038
052 | 056 .05 o .OSL
25 T} .2u6 | 231 I -
520 REL «361 ) .365 |
k30 | 472 .1}51 ] ens2
157 1465 6L 6L
«o2h .548 536 «537
+789 | .810 800 | 800
N 957 V913 AERTR

L
Ha};':r . =
izl splits for this crumple arz.?7/+3 end 15/.52

\



TABLE 2 ;

BIVARIATE NORMAL SURFACE WITH r

o5
1 2 3 L 5 6 TOTAL
1 7 20 5 2 0 ) o 35
2 | 21 15 79 36 10 9 1 | zo01
3 6 : 94 '85 54 19 22 L 284
4 2 32 39 31 12 17 4 137
5 'o 18 28 25 11 18 5 105
6 o 1 22 24 12 22 7 98
7 0 2 6 8 5 13 ? 41
TOT| 26 322 264 180 69 .10l 28 |1o000




TIELE 3 :.. .00 .. OF
ESTINATGS OF TRUL T2¥ WITH FOINTS OF DICHOTOXY AT H AD K
H :
X 172 2’3 . 3:1* 1*35 506 6:7
1.2 329 W37 W323 ¥ « .
253 325 J331 W329 1 329 .332  W3hh
34 333 W330  W332 ¢330 L320 W34
4,5 333,332 W334 336 W312
5,6 * J329 o326 o330 o331 W331
© 6,7 . 0330 o321 o334 W34%2  W3hY
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Up the path analysis (1)

G J Boris Mlan -

School of Sociology
Manchester Polytechnic

This is a revidion of a paper presented to the BSA .
Maths Computing and Statistics Group at the University
of Surréy (A»ril 1974). The paper was entitied sinply @
“Up the path‘ahalysis".



PATHS OR DIVERSIONS ? - UP THE PATI ANALYSIS (1)

] - <
In "Slmpllcity in Path Analy is" (SPA - A1lzn,1974a) I present
& method for the analyois of sets of observable variables, vhere
these observable varizbles co-vary and arc supposed to represent in
. Some way the concepts of an underlying causal process. In one sense
the method is alkin to path analysis for it uses as its'basig a
Correlation matrix and is a methéd vhich assists in the testing of
Causal inferences (that often path onalysis is used to produce causal
inferénces £§ a salienf point). In moét other senses the methods
differ ¢rucially, some of which will be examined in more detail in
this papaer, One, £here is the attitude towards "error'" in prediction;
tvo, there aré the means for establicshing general statementsf and,
three, the traatment of concepts by their causal orderings. The mode
°f analysis presented in sP4, (and i an not concerned with the factor
analys ls based method), did not arise in a vacuun buu resulted from
By own efforts in analysis to reconcile a conviction that a quant-
itative approach in sociologzy is necessary to its advance, uith a
belies 1p the pover of a theorctical apnroach. ' The nced fér such a
Teconciliation seemed strange to one vho was once a physicist, but &
vas obvious that the quantltative procecdures availuble vere 1argely

anti'-'f—heoretzi.ca:l., (sce sonme of the examples in SPa).

BbelieVe that the main example used in SPA vas not a particularly |
6004 one, ang it was only used because it had been used previously by
Hope (1920), anda part of SFA conoiuted of a critique of Hope.‘ I will
how €Xanina two other exarples 3 thcoe exaﬂples are best considercd-

in Conjunction with the example in SFA, and are selected from two

A
nerican Sociolegical Journals 1,



1. Two Amcrican Social Mobility Evamples

} decided that additional examples were needed to illustrate the

forkings of my method. These had to be from published material so

that the various types of analysis could be compared, so I decided on
Favear (1972) and two journals (the American Journal of Sociology and

the smerican Sociological- Review). I&irst 'randonmly? selccted an axticle
1n ASR uhich used path analysis 2, and came up with : "Achievement
°rientation, and Socioeconomic Career Attainments" by David L
I%atherman,(Fea‘herman,19?2). This happened to be a ve;y good erample,
for there was a clear causal ordering in most of the variables,(as I
”°t°d in SPA, I do not think that the prstige accorded a job is

TeSSarily & teause! of the remumcration of the Job-holder, but in this
zcase I will accept the c;nventional ordering). I decided to abstract
& subset frop twelve variables used by Featherman (1972,Figure 1) in
Buch g Manner that no variadles outside the subset werﬁkupposed to be

-0
CBUSed" of the varisbles within the subsct. (See my Figure 1).

*Figure 1 about here*

For |
the sccond paper I took AJS Volume 77 - end, as if to prove the

I'an
domness of ny method of sampling, I selected another Featherman -

Da
Per{1971), I decided not to reject this second paper because I

fex
t that it was reasonable that I find twvo papers in a specialiot
are

; 2By the the same author. The title of the second paper vas 3’

"A
r
. €search note : A social structural model for the socioecononic




U
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carecr", and I chosc to examine the correiation natrix of Feather:nands
Table i, and the path éhalysis.of Téblc 2. The path analysis of
Feathcrman's Table 2 is dlagrammatized, (.accurately X hopc) as oy
Figure 2,

- #Figure 2 about here*

1.1 The ASR paper

The causal (and tenporal) ordering of the concepts implied in Feathermant g
first model (y rigufe 1) is, I suggest, this: the.type of home socical
baCkzround of an individual (indicated by the NORC score for the fathertg
dob) is pror to the individual's type of educatiohal experieﬁce
(indicateq by his number of years of schooiing in 1957), vhich is itself
Prior to how "good" a job the individual first enters (indicated by

the NORC score for his job in 1957),these all being prior to how

€00d a Job he has at two later periods (indicated by KORC scores fom

his jobs in 1960; and some time between 1963-1967).

In path analysis, exectly as uced by Fecathernman, this causal ordering
only affects waich variables are ﬁsed as predlctor varizbles in the
Path regressions. The usual results s evident in Featherman's
analysis, trivialization = the only path that is owmaitted from Figure
1 is that between observables 6 and 1, which implies that an indiv-
1duaié‘typé'or home background does not affect how good a Job he had
10 1960, but it does affect how good & job ho has at other times. In -
By methogq this causal ordering is very important, for although there
8¢ no strict rulej (social science deta is far too intricate for the

abPlication of rote), in the analysis of the deterrinants of a certain




observadle I introduce the observahle iumediately pridr intod a

4 regression f&st. I then inéroduce the next most immediately prior
and see wvhat inmprovenent in pfcdicyion has occure® (ond examine the
¢ollinearity effect). In.the case of thé dafa portrayed in figure 1,
the Tesulting enalysis is vary sicple aﬁd is showvn in Figurq 3. ‘

#Figure 3 about herc*

This figure shows a simple causal chain yizinm model. That is, I felt
(without any prosthetic statistical inference) that I could account
for Variations in 8 as éésily with 6 2lone as with.s L, 3 eand 1. For
observable 8 the residual path (from path analyaLs) is .50, vhereas
using 6 alone i is .51 - I am willing to increase my "error" at the
®XPense of what I see as probable trivialization.

1.2 The pys paper

' :The Process which is being copied in this paper (Featheraan,1971) is
°bviously similar to that of the previous paper (Feathernan,1972),
but now the "goodness" of a job is indicated by two observables -
its RORC scoro and the income from the,job. I have noted that I am
not in agrecement with the causal ordering of prestige (5t€él7) vﬂd
1hcone (vorth?) - probably they are highly related dimensions of the
Eo0dness of a job gan according to peoples interpretatlon of the

Socy
al ethos however, for this example I will accept Fea»herman's

(c
°bventional) causal ordering,

fhce to Featherman's results ( nmy figure 2) ilustrates yet

8gaip : ‘
the fear of ‘'losing' varience explained § the inclusion of



-

observables mercly to boost variance ekplained by a trifle. Out of
a possiblié10x9)/2 = 45 paths, only 19 paths are eliminated - on the

basis of a test of statistical significance (Featherrahn,1971:Table 2,

301). In fact Featherman scems lothe to ecliminate any path, for his
Figure 2 (1971:298) includes all paths even though some are as low
as ,091 or .099.

*Tigure 4 about herc*

Ivould now ask you to eiamine ny analysis, (shown in ny Figure L) vhere
iﬁ is especially clear that - if it'copies recality accu?ately -
Kelley's (1973a) fuwo causal chain hypothesis is supported. Without
’ Vishing to enter into the debate between Featherman(1973) and

i Kelley (1973b), (as this is not my reason for this paper), I think
that Kelley is right in postulating two causal chains, but he vrong
; to use patn analysis to establish his claims (and perhaps the tvo

. Causal chains are but realizations of one real chain ). However

- Kelley (197318791-792) makes the following comacnt 3

" But when corrected for attenuation, the Six-Cities
data offer absolutely no cvidence for an

" histérical effcect E}af occupation at time 1 on
the occupation at time 3‘:T . The path is a
miniscule -,005 and the increnent in variance
expléined, +0C0, can be igrored with sohe safety «
The nore parsimonious causal chain model fits tr

data astbnishingly vell,

' , | ,
% the present context this is endoved with an sdded significances



I have not shkovm how ny figu;e vas arrived at, and I will now do s0.
Firstly, I fokk the observables in Fcathc“man's‘causal ordering, apart
from the asoumption that income- and occupation at a certaln time

vere af equal cansal priority in terms of their effects, though Joirntly
of different causal priorities ih that prestige was a 'conse’ of income
for a certain time, Secondly, 1f there was only.onc observable
immediately priéor, it was automatically introduced and further,
observables were only introduced if they added'to fhe variance expldined

in the order of their c: svsal prioritiess if there was more than one

observable inmediately prior, this scet was snalyzed according to the

increnental method of SPA - further observables were only introduced

ir they added to the variance explained, in tha order of thein causal
Lriorities, (If this method seems rather 24 hoc, I do not apologize,
for as I noteq above‘application of rote can be very misleading, if
B0t vrong, In fact it is not as ad hoc as it seems, for the analysis
is motivated a firm rhilosophical position bdsbd on a scientific
‘Tealist viey of sociolosy Allun,1974b).

Two instances nay make this clearer, Take the final observable in the
SCquence, ic income at time 3 (13), vhen the residual path in the
fnalysis ot Featherman is 77 (=sce Figure 2) using four observables.
Mow the innediately prior observable is tho FORC score at time 3 (Y,),
and the introduction of income at t.ime 2 (I ) into ‘{egrcssion with
¥3 adas Rk to the variance explained, ziving a total variance
®XPlaineq . of ,38 and a collincarity effect of .15 -~ the residual patl
15 279, oo variance explained in Feathernan's path analysis (using
Bo ~Ei££zg§lgs) .41, only .03 rore than my .38, and I will suggest
that tnsq neans that.thefe is no girect (hiwtorical)er(c‘b cepts
APf the concep

ngdj
Cateqg by oh;ervables X thrquch Yz on the concept indicated bY'gso



In this instance only one otscrvable was inmediatcely prier, and,

&aking the other obscrvables in the ofdcr éf their causal'friority,

vhen one of the next observables;ﬁad been introduced no more real

- improvement could be made. - | |

In the next instance, the depcndent variable is observable Y,, and

lmmedlately prior are ivo observables, YZ and Ia. If. the incremental

: Bethod is used, the variance explained in I5 by %2 alone is .5k,

“hereas the variance cvplained in Y3 by otscrvables X through Ya is
60 ~ only .06 more, Azain I woulg suggest that only the concept

v.indlcated by ¥, has a dirdet effect on the concept indicated by Y3;

| Yote that the results in Figure 3 are contained in the results of
~ Fipure 4, '

2. Infercnce : Theércticai or statistical

Suppose I have méasﬁred the values of two varlates for a 'onuletion,
&nd the corrclatlon bctnecn L5 tvo veriates is .0l. As the
Population has been utudicd the correlation of .01 is the true
forrelation - but should we ignore it, cal%;t zero? So arises meny

0# the provlems andg nuenkifriive confusions in Quantitative analysis

T 8tatistical tosts are often used merely to eliminate small associations
or differences under the rubric of the null (usuauy zero) hb'poth sis.
This 1 often displayee in[fgot cxtreme (beoause vocal) forms b;

thase "learning the trade", end from my own cxperience, particularly
Postgraduate p°ycho]ogi ts (\bo have never heard of Kuhnian par«Qicms)-
These traince psycholoci ts are, eb. studyln a group of children and

ar
¢ intercstcd 4in the effects of come treatucnt on the childrcn i

42(‘ ‘,I [YELE

"l am— "

th
&y admit (vhen pressed) thab really the rroup is their/population,
K
To
r Otherwise the tha.populatlon to which they wouwld gencrali&e yould



.be so specific - eg remedial recaders aged 8 ycars in school X - that
it would be of no real value: VVhen it is pointed out ta them that a
statisticél'tcst of difference is wrong ~ because the differences
are there or they are not, and that really they should be interested

in how large/immortsont are the differences - they say :(1) "How do we

know the difference is significant?". (They mean'"importaﬁt"?);gnd
(2) "¥y supervisor expects it", Authors frequently do not know‘
vhether a path coefficient repfcsents a vi;blé causal connection, so
they eliminate on the basis of a statistical test - I have much more
sympathy with those vho choose to ignore path coefficients of, eg,
less than 15,

-
-

This is only part of the problem‘: i am interested in how, given a set
of singular; time-bound results from different studies, we can
edvance our kndwledge. This advance in knowledge (I echo Zetterterg
and nany others) can only come through the use of a theoretical
PerSpect;ve, and one vhich requires looking at other studies in a
Nev® light - as I have sald, (5PA:212):
It is as well to renember vhat we are doing vhen
‘we examine a path analysis : we are trying to
find 'reverse -operationalizztions!, ie vhat

hevo we reallv measured ¢

vhere the twe' is understood to be the sociologist-in-g—eneral.3
"Let thg AS »
_ S be applied then", is the obvious comuent, so fift exanine
Fi this
Bure 5 (the result of analyses in £PA), and cozpare this to Figure
] ' : ,
(the anarysis of Figure 4, using e terms/concepts compatible
to s
those of Figure 5). Vhen presented in this manner the "overlap"
bet
Veen the tvo sirgular studies can be seen, and if a little

(SOC .
i°1°Clcal?} inagination is used we can combine the two, to provide



2 new result, (shovn in Figure 7). From Lmo studies using a theoretical
infrence vie havc inproved our Ynowledge - wvhich can be compared with
k“°VledSe from other studies or act as the basis of further studies,
fhe gencral, theoretical approach (which is not solely concerned

With causal analysis ) can cnable us to increase knowledge in general
by the examination of the part:Lcula:r.l+ .

*Figure 5 aboﬁt here*'

#*Pigure 6 about herc*

*Figﬁrc 7 cbout here*




‘- FOO Liv OTDS

1. The philosophy underlying SPA and the present paper may be

} descrided as '"scicntific realisam". I will not expand upon the
 Philosophical aspects in this paper, for this has been cone in

. Allan (1974b). Other relevant references are Smart(1963) and Graves

-

(1971:Chs 2,3). TR

f2° I write v,,, randomly..." because a truly random selcction

implies that a book ends at the beginning.

4

;ET urprlzingly, the phenomenologlutu thugh Raifel Foss and Blunm

i

M(_ Hie
é. 21,1974: 16) state very clearly :

The idea of theorizing maltes necessary a distinction
between the concrete and the analytic, In so

far and whenever a theorist fails to formulate .
a distinction between the concrete and the analytic -
~ betwecen concrete and analytié speech = hekloses
his ability to account for his own activity :

for theorizing. Vithout a distinction between

the concrete end analytic we nccessarily

formulate theorizing as a rezroduction or

revortinz of vhat ansears (My emphasis).

- Th |

- *11s 15 far more scientific than the actions of a path analyst vho
thing

: ks "ruw\bero of siblin""' causes "yea;" of education' - 1t Uisht‘
b .

"¢ @ shorthand, but it migat not. ’ g

4 | |

In Mlan (1974c) I exaalne the mature of cnguiries into

(par |
| Heularly) sociad mobility and shown that the theoretical stance




ting. The crine is not mercly

in such studics has been notably 1ack

rut an unawarencss of

the confounding of observable and conceptual,

vhat is being mcasurcd.
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FIGUPRE: 3, 4 Model of the Status Attainment Process

Variables
1 - Fatherts Occ=IORC .
3 = Education .
I = OCC=IORC I |

‘6 = 0cc=NORC II

8 ~ Occ-N0ORC III
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 Yariables

.A Social Structural Model for the Socioecononmic Carcer'

X ~ Fatherts Occ=lORC

U « Education

‘W - OcCQNORC at narrizge

IM - Income at narriace

Il 12 15 - Inc?més

- Occ~-lORC at times

III IIX

at,tines

I°71 111
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A Model of the Status Attainment Process
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EIGURE 5 1 The results of SPA

Concents

A - Advantageousness of homé

B « Mental Ability ,

C -~ Level of educational tréining
D } Level of status of jJob



¢ The composite model



-Additional concent

E « Monetary value of Job

I8 | o :
E‘EBE 6 ¢ The revised social structural model in new form,
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CORRELATING ORDINALLY-SCALED VARIATES =~ A note on

the numbers gare,

At one time we assigned numbers 1 through 7 to tﬁe
catcgories of the Hall-Jones scale, and found an
ordinary Pearson product-moment correlation between
this and educational attainment (categories scored

1 through & 7). Later Labovitz(1970) and others o
shoved empirically that any order=-preserving
éssignment of numbers to categories>was Alrnmost

the same as any other - in terms of the size of the
resultiﬁg correlation., Kendall and Stuart (1973:586
~588) extend the discussion of Williams(1952) and
Buggest that rank correlations will not differ by
much from the Pearson formed by any order-preserving
assignﬁent of numbers; (The maximum Pearson correlation
for a éontingency'table given a1l possible assignments
of nunbers‘is the ‘canonical/ correlation of the table.
Kendall and Stuert give an example for which the
canonical corredation is .697 and teu, - a rank
correlation - is ,643). The implicationms are that

for continuous-valued data we can use Spearman's

Rho (which is no more than a Pearson correlation on

ranks), and that for contingency tables it doesn't



her

really matter whether we calculate tgubs or Pearson
correlations. (Halkes(1971) suggests the use of taubs

and this we can see ﬁas added‘attractions.)

I do not believe in that which has been proposed,

Firstly : for ubgrouped data by all means calculate
rho(R), but then - if an assumption of an underlying
bivariate normality is applicable = estimate the

Pearson correlation (r) by

r = 2sinjfR
6

(Kendall,1973:Ch9).

' Secondly : for grouped data no such easy transformation

exists, and any correlation made by assigning numbers

to ranks will underestimate because of grouping-effects,

Take the simple case of the 2x2 table in Table 1.
This iz a dqﬁle'dichotomy (at the medisl values) :
upon a>bivériate norﬁal surfacé with a cbrrelatign

of .75 - from tetrachoric tables. The Pearson
COrrelafion‘ror this tablg is ,5, as is tauh ; perfect
consistenpy in eéﬁimates of correlation « but all

are consistently biased from the true value of +75.



For non-normal surfaces the true correlation will
it

not be .75, biat/is highly unlikely that any useful

surface will have a correlation of .5, given these

marginal proportions.

*s#Table 1 about here***

-

This ﬁay seenm an extreme example, but many variablés
ére no more than dichotomies : as a further illustration
consider the data portrayed in Table 2. Table & is
a 5x5 contingency table showing the relationship
between father's height and son's height -~ a sample
of 1600 observations on two extremely well-behaved
variates, The correlation between the raw, un-grouped
heights ;s .5189 (Karl Pearson's data). The Pearson
correlation for this table (categories scored 1
through 5) is 466, and tauy is 399, which is not
a Sreat‘differenée in value. (Actually Macdonald
(19733107-108,113-115) shows that correlations can
be quite different - changes of around 20% - but
" the influence of Labovitz is so strong that he thinks
he has i1llustrated that '... providing that.two ‘
comparable prestige rankings are available, one
5hou1¢ not worry about the more difficult task of

ensuring cogérability of nuneric assignments to



I\
Y

these categories...'}s
*+2Table 2 about here*+*#

We need more ingenuity applied to the problem of

‘estimating grouping effects, for there can be

implications for the examination of partial relationse.
For éxample, consider the (degenerate) trivariate |
normai sﬁrface with bivariate normal correlations
7071, 7071 and .50 = the surface is degenerate
Sécaﬁse a pariial correlation 1s zero (.7071x.7071

= ,50). The correlations estimated from collapsed
tables such as Table 1 will be 50, «50 and .333.

In &his case .50%.50 # 333 and so the partial correlation
will not be zero. Checking to see if a partialr'
correlation ( or path coefficient) is zero is the
cornerstone éf causal nodelli#g - yet qotice the

1¢PaCF of grouping effects. If all three ;gal
correlations‘are «7071, all three pértial correlations
W1il be 4142, The corresponding observed (estimated)
coffeiations of .50>produce partial correlations of
«333. Again there is this radical differencé/in ;
interpretation, a partial of 59% of the correlation

as agéinst a;partial cqrrelation of 67% of the

correlation. (Decisions have been made on sialler



differences,)

In a pragmatic vﬁén, it frequenfly commentxl that the
measure you use té find whether two things are '
associated is not too impoftant; in a sense I can
8gree with this, but difficulties afise vhen you
co?ése associations; I ca# think of two main
reasons for coqé;ison $(1) You wish to find if
soclal class and educational attainment are more
highly related in Britain or the US - this can

ﬁe extended to many relationships; and (2) You

may wish to find whether social class or mental
&bility is more highly related to educational
attainment - which can also be ext?ézd. The

first is compardqtive, the second is the nitﬁy-
Eritty of modelling, and we can do both at once.

The message of thé note = the intellectual massasze
=15 1 we need to concentrate more on the impact of
of grouping-effects of correRY¥tions and forget the
non-prodblem of the assignment of numbers to rank;;rder
categories; in so doing we will be making fewer mistakes
in our multivariate analyses. The impact of
érouping effects 1s.probéb1y vhy we find so many
Spurious, tiny paths (or beta coefficients) in

reported analyses., After, most data can oniy be



collected or used in a categorized form, and it is
only rarely that we have a truly continuous-valued

variate,(who mentioned Income ?).



TABLE 1

/BIVARIATE NORMAL SUFWUCE WITH CORRELATION

PARNETER OF ,7071

0375 0125 0500 i
A25 375 .500
4500  .500  |2.000



TABLE 2

e ——————

CONTINGENCY OF STATURE OF FATHER AND SON”

Father!'s Height ]
203 9L 26 9 6 335 |

95 75 66 22 ‘26 284

|sonts 30 36 37 14 1 20 137
Height 18 - 27 26 11 23 105 ;
12 35 25 13 . Sk 139
358 264 180 69 129 1000

* Taken from Tables for Biometricians and Statisticians

Yol T1,(1xxviii) by Karl Pearson
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For part of the period of the reglstration time for
this thesis I have been a consultant in statistics
end research methods to the Dept of Community Health.
During this period I was most closely involved with
Planning the analysis of which there aré two reports
herein; I was totally responsible for the origination of,
and actual analysis of, the mode of analysis. I
Played a large part in the many discussions on the
Philosophical and practical implications of this type
of research, and my scientific realist philosophy

) Wiil be apparent throughout.

‘This also enables me to thank Carlos; Jan, Mary and
Maurice (in alphabetical crder only) for the impact
of their various forms of wisdoms If I wasn't a
realist when I started this type of area of
research turns you intd one. After all, an infant

death rate is children dying.
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l. The Problem.

The advance of medical science and iising standards of living in
the twentieth century have brought about major improvements in
health and life expectancy. Some diseases, like poliomyelitis

and diphtheria, have aimost disappeared in some societies. Otheré,
like tuberculosis and measles, are far less common. In Britainm,
only twenty-six years ago, (1949), the infant death rate was 32.4
and the stillbirth rate 24 per thousand. At the end of the sixties
the infant death rate was already less than 20 per thousand, and (
the stillbirth rate at 14 per thousand was down by nearly half.
These, with crude death rate, birth rate, and maternal death rate,
have been the most commonly used indices of community health for

many years.

Since the mid-fifties, there have been some gains in health, some
losses, and some areas where we are holding our own, or where

Progress has been uncertain.

An impression of what are the determinants of this mixed picture of
gains and losses can be obtained with the aid of statistics routinely
collected, or from the many special studies that have accuﬁulatgd
detailed information on specific diseases and conditions. Standards
have been established for everything from body weight and height to
blood cholésterol concentrations and the lkvel of immunological
resistance to infections. The prevalence of many chronic diseaées
has been described. Unfortunately, many such studies ate‘based on.
Sroubs selected to conform to‘épéciai criteria and therefore not

Yepresentative of the population'as a whole. Only a small'fraction



of the existing statistics give an undisturbed picture of hea}th

and disease, and in consequence we are often faced with conflicting
evidence, both of what the situation is and of what are its determinants.
This is an undesirable situation as statistics are the foundation for

programmes of action in this, as in most other.areas of human activity.

A feature of much planning of medical services is our ignorance about
the extent to which many of these indices which are assumed to reflect
the effects of medical care actually do so rather than reflecting other

circumstances affecting the lives of the populations concerned.

Although some research has already been done on ways of measuring
whether medical care does what it sets out to do (and in the most
~effective way, giving due regard to considerations of economy and
the best use of scarce resources) there is still considerable dodbt

as to the specificity of some of the measurements employed.

There areva great many "end results" of the interaction of illness
and medical care and some (like the examples given above) can be
rendered into simple rates or indices of "healthiness" or "un=
healthiness" (mortality, morbidity, residual handicap, etc.).
¢Therg are also, of course, numerous other aspects of this inter-
action where the end result aimed at isbnot necessarily health |
in individual terms but the achievement of the "best" medical care
that can be given under the citcumstances. Examples would be a
shorter rather than a longer time between diagnoéis and operation,

and the lack of pain during terminal care. Such measures do mot

reflect health but they are assumed (often without sufficient



reason) to be related to the most satisfactory outcome of medical

intervention.

What are the advantages and disadvantages of end results (outcomes)

as indicators of "good" medical care? The most important advantage
is their validity. The values that govern what is a good or bad
outcome are generally accepted and end results reflect the contribu~
tion of care rendered not only by physicians but by other health
professionals as well. Furthermore, the 'results' tend to be
concrete and therefore capable of measurement although there are
difficuities when a long time-lag is involved before they can be
assessed. It is also obvious that medical care which succeséfully
Postpones death may result in higher morbidity rates in the survivors;

this was demonstrated by Sanders (1).

The main disadvantage of the use of outcomes arises from the fact
that they are influenced not only by medical care but also by
eXtraneous circumstances. Housing, occupation, education, air
Pollgtion, and the constituents of drinking water are some of the
variables whose effecfs can combine with those of medical care.
Certaln outcomes which were formerly believed to be related mainly
to medical care have now been recognised as predomxnantly influenced
by 8OCiO-economlc variables. ; For example, infant mortalzty
contrasts with perinatal mortality in this respect, for whereas
the latter is sensitive to medical care, infant mortality is much
more influenced by home surroundings (2,3). This finding has

led some investigators to propose the use of, for example, birth ‘



weight statistics, instéad of infant mortality, for many of the
purposes to whiéh these indices are appliéd (4). In addition, fhe
limitations of many individual outcome indices, such as mortality
Tates, are widely recognized (5) and the difficulties of measuring
morbidity and disability vell known.' Understanding the last two
measures is additionally complicated because they have different
components such as éeverity,“duration and social impact, that

have not beén thoroughly explored.

This paper présents thé results of a study which attempted to extend
the limited érea ofkcurrénﬁ knowledge concerning the relative importance
of medical care in the determination of oﬁtcome indices. Only by
ideﬁfifying many more outcomes which are specifically sensitive to
one or other aspect of medical care, and eliminafing othefs, which
respond mosf readi1y>to changes in extraneous variables, can more
effective decisions be made in Health Services Planning. This is
nof to deny that indices which are more sensitive to variation in
socio-economic and environmental conditions are not valid measures
of heélth sfaﬁus, But that for the evaluation of medid&l care, whigh
is the main cdncetn of the authors, interest must be focussed on tﬁe'

former group of outcome measurements. .

The general hypothesis unéerlyiﬁg this p;oject was that some indices
of health are more sensiﬁive than others to variations in the pattern
of provision and the resources invested. The essential poinfg are:

| 1.  Health can be ﬁe?sured in terms of’outcomes which fof

‘most planning purposes are still expressed as mortality,



2.

3.

5.

morbidity andvdisability indices.

Health outcomes are affected by three main types of
gitcumstances: Health services, environmental conditions,
and socio-economic patterns.

The contributionsiof each type of circumstances can be
distinguished and hence a weighting obtained.

Not all measurable health outcome indices are equally
influenced by all three kinds of external circumstances.
It is therefore possible to detect some which are
particularly (though not necessarily exclusively)
sensitive to different levels of provision of health

services.
These indices can also be combined into more comprehensive

measurements, which would be less subject to random

- fluctuations and more able to evaluate the effectiveness

of the care provided.

2. The Rationale. -

The degree to which health outcome indices are influenced by health

Bervices, environmental conditions and socio-economic patterns will .

be reflected in varying degrees of correlation between indices

and the three circumstances.

A hecessary step in the development and/or evaluation of health .

indices is the construction of models in which the relationships

~ between health (as a theoretical concept) and the socio-economic

and medical environment of the individual are expressed., Such



efforts have, in the past, usually been unsuccessful due to the
lack of appropriate methods. Modelling may offer a unique means
to the understanding of the forces underlying the interaction of
health and ecology, but their relationship is so intricate and
complex that, at present, no attempt has been made to develop a

Yeally comprehensive model of health, in this investigation.

However, all analysis must be based on a theoretical framework, which may
Or may not be made e*plicit. This framework, in our rationale,

assumed thet there is a‘meaningful, real entity, the "Health of a
Community", which can be seen in several constituents, (a constituent

6f Health wili be‘calied en "H").  For instance, an 1mportant
constltuent of the “Health of a Community" is considered to be the
"Health of children under one year of age". The real heaith of the

children is represented by Hch'

Thls‘constl.tuentA, “Health of chxldren under one year" is not measured
Perfectly by any of the uSual indicators (like perinatal or neonatal
km0tta11ty) 80, by using many differing indicators of this concept,
it is h°Ped'to'afrive et‘e clesef approximation to the real dimensions.
A set of indicators of H_, will be termed I_ 's -

L oo ch ch
The measure "H h" is the parameter of a dxstrlbuC1on i.e. it is
the average health of a set of individuals. It is possxble to
conceive of the parameters “Hch“ themselves follow1ng a dlstrxbutlon.
and it is postulated on the basis of theoretlcal and praccxcal

considerations that the distribution of the values of "Hch will
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be normal: The theoretical reasons include the statistical notion

of the Central L1m1t Theorem and the pract1ca1 reasons those of

e‘r >

maxlmlslng correlat1on and equa11s1ng ranges of values.

If values of H, are normally‘distributed vhat is the expected
distribution of I h? Under perfect operationalisation the values

of 1 ch should be normally dlstrlbuted but the d1str1but10n of ‘the

observed values may be non—normal. If the observed d1str1but1on
. . d

)

.

is non—normal the reason for the dlscrepancy may be two fold.v_

)

F1rst1y, our operat1ona11satlon may be 1ncorrect e1ther 1n sca11ng
or conceptuallsatlon, and secondly our assumpt1ons about the

“ oy ;‘

dlstrlbut1on of Hch may be 1nva11d. In the absence of any f1rm
theoret1ca1 or substant1ve con81deratlons, a der1ved scale may

' be used 1f the derlved scale values for any two varlables are
in the same order as the observed values. For the reasons glven

above, 1t was declded to use a scale baSed on the normal dlstr1but1on.
: ¥

Thls transformatlon from observed to normal scores 1s a hypotbe81s
e
for Whlch 1t was felt there is a hlgh degree of a pr10r1 1eglt1mat1on

,‘1\ .

and has been used by other workers (6).

s 3

S e . K 3 2 : Lo W ¥

If'the I ch 's a11 meaSure, perhaps 1mperfect1y, h’ then all the

Ich s, should be hlghly 1ntercorre1ated. Thls 1s a test of our

2

.';, ;

Ich's con51stency, i.e. are they measurlng nearly the same thlng?

This type of 3cheme f1ts closely the mathematlcal model underlylng

Sy 1”,.%“«

factor analys1s (7 8) and the re1at1ve varlance of the f1rst

pr1nc1pal factor is a measure of con51stency. If the I h

are consistent, what they most consistently measure is the flrst



principal factor which is an approximation to Hch (it could be

A : . .
denoted Hch) and can be used as a combined indexk.

In this way it is possible to arrive at a set of approximations

to the constituents of the "Health of a Community". These constituents
can be seen as the results of (1) random circumstances (2) ﬁhe
differential provision of medical care and (3) soéial, economic and
environmenfal factors. Average levels of the’various constituents
of health are chosen in order to minimise the effects of random
fluctuations.  The problem then arises of measuring "diffeteﬁ:ial
Provision of medical caré" and which are the most relevent "social,
865nomic and environmental factors". In a similar manner fo that
used to approximate "health", approximations to the medical, social,
economic and environmental constituents of tﬁe factors affecting
health can be derived by the use of selected indices; These
approximations may then be analyzed to determine how sensitive

are outcome indices to the provision of medical care and the extent
to which there is incomplete separation of the main factors (i.e. the

‘overlap' or the collinearity effect).

. 3' ) RESUltB.
A large number of variables measuring various aspects of outcome:
" (dependent), facets of the medical care proéess and socio-demographic

characteristics (independent) have been extracted from the routinely

* Combined indices are much less susceptible to random or sporadic =
fluctuations than single indicators, and are often much more valid R
for comparative purposes (9). .. : S e



published statistical sources for the years 1970 to 1972, in the
United Kingdom. Many of these independent variables and all the
dependent variables, relating to outcome of care, were standardized

by age; sex and diagnosis.

Since it was clearly not feasible to include indicaﬁors for all
VPOSSible diagnoses and operations in the stﬁdy, a number of criteria "
were applied to their initial selection and in the selection of

age and sex groups. These were that the diagnoses should be firm,
well established and simple, the number‘of cases should be sufficient
to enable rates to be calculated (this was the basis for the selection
of age and sex groups), several types of health profes310nals should
usually be involved in the management of the patient, the d1seases
should be important in economic and human terms and; preferably,
costly in terms of hospital time and skills and infofmation should
Be available for the diagnostic groupings from the major sources

of data, = Seventeen diagnoses for both immediate admissions and

- all admissions* and four operations were selected. : These are

listed in féble 1. Only two of these diagnosés Wefe used in the last
Stages of the analysis, Cerebrovascular disease and Pneumonia, to |

represent the whole group.

On examination of the available'data, it was concluded that the

fifteen Regional Hospital Boards of England and Wales would be the

most suitable units of analysis. The selection of these units of .. .. .

* In the Un1ted Kxngdom, a hxgh proportxon of admxssions are
arranged through waxtxng lxsts. : ~
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analysis necessitated aggregation or splitting of data, in some
instances, as comparable areas of the country are not always used

by the majcrkgovernment agencies collecting health and health

Telated infofnetion.  The ectual numerical values obtained by

Such manipulation of the data can only be approximations to the

exact values and; for tﬁie reason, it was decided to convert the
calculate& values to tanke and use these ranks in subsequent analyses.
kanking wae also used beceuse in many caees, it is uncertain ﬁhich 4
measure 6% central tendency should be used, and the velues of the
mode, median or mean appeared to maintain the same rank order

throughout the 15 Hospital Regions.

ihe variables were‘grOuped on the basis of a priori theoretical and
eubstentive considerations. Among the 321 independent variables,
One 8r0up represented Socxo-demographxc characterlstlcs and five

‘ tePreSented various aspects of the medlcal care system, namely
Cbnmun1ty expendxture, Traditional general practlce, Hosp1ta1

resources and performance, Met demand* and Efficiency of care**

" The 409 variables measuring final outcome were represented by fiQe
groups: Deaths under one year, Total mortalxty, Deaths in hospltal.

'Mhltlple d1agnoses (measures of case compllcation) and Certifxed
1ncapac1ty (the latter comprised the only variables available es D

‘measures of morbidity in the total population).

xThls group consists of hospital utilization variables which are
population based such as outpatient attendance and dxscharge rates.

**  This group comprxsea those variables relating to hospital activity g

such as time on waxtrng list and duration of stay.'rv'
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The initial’stage of the analysis was concerned with determining

the most 'relevant' variables from among the large number selected . ;
in the first instance. In a preliminary analysis the outcome
(dependent) variables were cross—correlated (using Spearman's rho)

Vith each of the socio-demographic/medical care.&ariables (independent).
FOllowing the correlation‘analysis,,it was possible to rank the
vgriables‘in terms of their number of 'large’ correlations (R 0.7).
This enabled the most consistently relevant variables to be identified.
However, it vés reéognised that the importance of a particular variable
May be maakéd in a strict count of large correlations. Therefore
further criteria wére also used to select variables basgd’on their

Possible relevance in epidemiological and medical care terms.

The rank values for each of the 15 ﬁospital Regions of 66 indépendént
Variables anﬁ 38 final outcomes so selected from the larger number
intrgduced ig;o the preliminary cross—correlation Qnalysis were

COnVer;ed to standard scofes‘and the correlation coefficients recalculated.
OF facth anaiysing the two groups of variables separatély; certain
Variables were found to be of low communality and‘ﬁere dropped from -

Subsequent rums.
After this further selection process, 44 independent variables and
32 finalxoutcomes were retained. From factor analysis it was possible.

to identify clusters ofvvariables within the three'groups.

The distinctive clusters conformed closely to the g.griori groupings .
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that had been used in the first stage of the analysis. Within the
socio-demographic set two sub-sets could be distinguished, "status"
and "urbanization". The clusters and their constituent variables

are shown in Table 2.

A principal factor analysis was then performed for each clbste:,

each variable weighted by its factor score* and the weighted variables
aggregated in an édditive manner to form combined indices representing
as far as possible the theoretical dimenéion associated with each

plustet‘of variables.

Thé combined iﬁdices were factor analysed, and three factors exffacted
using the érincipal factor solution. (The total variance extracted
by the three factors was 87.6%, being 39.1Z, 35.4% and 13.1% for
Factors (1), (2) and (3) respectively).  An oblique fransformation
Of these thfee factors still resulted in the cortelationé‘bétwegn
them remaining almost zero so that they may be conéideied as béing
effectively:or:hogonal.ﬂ This is important as no assump:ibn “?s maéﬁg, :

of non-relatedness amongst the theoretical dimensioms.

Examination of the factor pattern matrix (Table 3) shows that Factor (1)
aPPears to represent an urbanlzatlon/med1ca1 care dxmensxon, Factor (2) '
a soc1o-econom1c status/commun1ty mortallty and morbxdlty dlmenSIOn

and Factor (3) an urbanlzation/hosp1ta1 mortality d1mension. A numbet

* . The factor score for each variable is also shown in Table 2.

The number of large correlations assocxated with each vatiable is .
‘also shown in - this table. L
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°f the comblned indices are loaded on more than one factor. "Thus
urbanization appears to contrlbute equally to Factor (1) and Factor
(3. Although soclo-econom1c status’ appears to be malnly loaded on
‘Factor (2), 1t does also make some contribution to Factor (1). of

the outcome 1nd1ces, Deaths in hOSpltal appears to be measurxng a
dlfferent dlmenSlOn ‘of outcome because, although Ioaded on Factot (2)
Vhlch is the main factor represent1ng outcome, its largest contrlbutlon

is to Factor (3).

A-multx-stage regres31on techn1que developed by one of the authors (10)
from a method of Mood (11) was used to partition the variance ‘in each
combined outcome index between the socio-demographic and medical

care components* shown in Table 3.

The bar dxagrams 1n Figure 1 show the proportxon of varxance in

each of the f1ve comblned outcome 1nd1ces explained by the medxcal
care and soclo-demographlc components respectlvely, and the jo1nt
contrlbutxon (collinearity) of these two components. ' The collxnearlty
is a measure of the degree of overlap or lack of 1ndependence of the

two components.

Each comblned outcome 1ndex consxsts of a weighted cowbxnat1on of 3
a number of 1nd1v1dua1 1ndicators in wh1ch the we1ght1ngs are the
aPPropriate factor scores. If, w1thin each combxnation of varxables.

there are consxderable dlfferences among the 1ndiv1dua1 indlcators

*  The temm component' is defined as a group of indxces and is not tO

be confused with the terminology used in pr1ncipa1 component analysiS.i



in Bemitiﬁty to vatiation in medical cate, which are ﬁot reflected
in the waghtmgs, the effect of those 1nd1cators more sensxtxve

to med1¢a1 care varxatlon may be masked by those in whxch the relative
contrlbutlon from the soc1o-demograph1c component is large. A number
of 1nd1vxdua1 outcome 1nd1cators were therefore selected for a

similar analyszs from within each of the five groups of var1ab1es which
COnst1tute the combined outcome indices. The bar dxagrams showing

the Partltxonxng of variance in each 1nd1v1dua1 1nd1cator between the
medlcal care and socxo-demograph1c components can also be seen’

grouped W1th tne repreSentatlon for the combined index to which they

contrlbute.

Deaths Under One Year.

(The Pr0port1on of varlance explalned in thls combined index is 0.70.
The Conttlbutlon to the variance explained from the socio-demographic
tomponent is O. 36 compared to 0.25 from that measutxng medical care.
»Tbus env1ronmenta1 1nf1uences appear to make a alightly greater

contr1but1on to thls index of Deaths under one Yeat. .

The flve ind1v1dua1 1ndicators contrzbutzng to this 1ndex have equal
;we1ght1ngs (See Table 2). Two indlcators. Infant Hortality per f;l‘
;1000 11ve b1rths and Per1nata1 Mbrtality per 1000 live births, were

selected for further analys1s." The contribution of the socio-

Vdemographic component to the variance explained in Infant Morta11€7«‘
ris more than tw1ce that from the medical care component. whxle. fOf
lPerinatal Mortalxty, the contribution from the two components is

almost equal, As Perxnatal Hortality comprxses atillbxrths and
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deaths during the first week of 1ife, this finding confirms what
is currentiy known about the effects of medical care on infant
mortality shortly before, during and shortly after childbirth when

environmental factors‘appear to be of lesser importance.

Total Mortality.

The proportion of variance in this index of mortality explained
by the medical and socio-demographic components is 0.73, which is
slightly higher than that for Deaths under one Year. Further
‘examination of the partitioning of the variance between these two
c°ﬁlponents shows that the socio-demographic component explains
kf°ur tlmes as much of the variance in this outcome index as the
medlcal care component, indicating that the socxo"demographlc

Varlables account for most of the varlatlon in this 1ndex.

iTBree indiviouai indicators were selected from within this gioop

for fnrthet analyeis; Death Rete (adjusted) per 1000 home population.
standardlzed Mortallty Rate for Cerebrovascular dxsease in Males

Vand A8e-Sex Spec1f1c Death Rate for Pneumonia in Males aged 65-74.
‘The PrOPOrt1on of variance in these 1ndxv1dua1 1ndicators explained
»bY the medlcal care and soc1o—demograph1c components varies ftom

’0 54 for Death Rate (adJusted) to O. 82 for Age—Sex Specific Death
rRate.v The partxtlonlng of variance between the two components '
‘also dlffers markedly for these three indxcators.’; The indicator,n‘ 
Death Rates (ad;usted), appears to be equally sensitxve to medical

care and envlronmental influences. The othet two indxcators in
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this group do not show a similar sensicivity to medical care.

In Age-Sex Specific Death Rate - Pneumonia in Males 65-74, the
contribution from the socio-demographic component is very large
(0.78), which is probably reflecting deficiencies in the environ-=

ment of the patients. '_Theajoint contributien of the socio=
demographic and medical care components to the variance explained

in the indicator, Standardized Mortality Ratio for Cerebrovascular
disease, is of the same order of magnitude as the individual con=
tribution from the socmo-demographic component, implying an incomplete
separation of medical care and ‘environmental 1nf1uences for this

indicator.

Deaths in Hosp1ta1.»

The Proportion of variance explaxned in thlS combined index ie high
(O 88) but the contrlbutlon of the medical care component is
just over half that of the soc10~demograph1c. " The collinearity

is negative, indicating the existence of suppressor effecca.

Exbf-‘-in‘ililéu:ion ofifhe'partltlonlng of variance in the seven individuel

1nd1cators selected from this group, shown in Figure 1, reveals

first the existence of two distinct groups namely deaths thhin o
48 hours and all deaths (the latter group is divided into 1mmediate

adm18310ns* and a11 admzss1ons).. The former groups which describes"‘
.the mortality experience of patients admxtted as emergencies and

dylns in the first two days followmng admission, is characterised by a

* In the United Kingdom a large proportion of patients refetred to
hospitals with less severe diagnoses are not admitted jmmediatelys’
but through a walting list, which, in some cases is of many weeks
duration. 0
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relatively low proportion of variance gxplained, a small contribution -
from the medical care component and either a small positive collingarity
or no joint contribution from the socio-demographic and medical care
components. © The relatively low proportion of variance éxplained,»
Particularly in the case of Cerebrovascular disease and All diagnoses,
implies that certain variables of significance in emergency admissions
and very severe cases have not been included. Tﬁese missing
variables are probably related to the éeriounnens of tha patient’s
condition, and not to the medical care system, as the distinct
contribution of the medical care cnmponent to the variance explained
is similar for the two individual diagnoses and for all diagnoses.

The Probortion of variance explained for these three individual
indicators parallels the factor score weightings, shown in Table 2.
Yhich were used in the construction of the comblned 1ndex for

Deaths in Hoprtal.~-

The remaining four variableé selected from those contributing to
this combined index are measures of case fatality rates fof allydeéths L
(both before and after 48 hours of admisSion). The proportion of |
Variance explalned in these ind1v1dual indicators is relatlvely high.
ranging from 0.73 for Immediate Adm1581ons for pneumonia to 0. 93 for :
Immediate Admissions for all diagnoses. For the two specific diagnoses
. Selected, Cerebrovascular dlsease and Pneumonla the dlstxnct contrxbu-
tion from the medical care component is less than half thac from the
8ocio~demographic component. ' The proportion of the var1ance in case :

fatﬂllty rate for all diagnoses explalned by the medxcal care componentf
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alone is the same for all admissions and immediate adm1551ons.
Howaver, the contrlbutlon from the soc1o—demograph1c component is
higher for immediate adm1ss10ns and this also accounts for the higher

pProportion of total variance explained in this indicator.

Multiple Diagnoses.

The combined index, Multipie Diagnoses, is currently used as a ptoxy
measorehof case coﬁplication rate, albeit a crude one, as the
additiooei dieghOSes may be concurrent conditions and not necessarily
¢°mP1ications’affecting the principal diagnosis. Thié index eppeats‘
to be most sensitive of the five outcome 1nd1ces to variation in
medlcal care. The contribution from the medical care component is
almost four tlmes as large as the contribution from the socio=
demographlc component.  However, it is perhaps questionable whether
; thisyindee&’cen he conSLdered as a true measure of outcome. It
aPpears to be more strictly a measure of ptocess - a function of the
aValla‘ble technology, the sophlstlcatlon of the system of med1ca1

'+ care and the attltudes of health professxonals. This 18 borne Out
by the pattern of the factors extracted on factor analysing the |

’ correlatlons between the combined 1nd1ces, shown in Table 3. I;
can be seen that, of the five oombined 1nd1ces, Multxple Dxagnoses
loads most h1gh1y on Factor 1 wh1ch is the factor representxng

characterxst;cs of the medical care system.

FOur 1nd1v1dual lndlcators were selected for further analysxs from

the gtoup of varlables comprxslng thls lndex. “With the exceptlon



of Multiple Diagnoses rate (lmmedlate adNLSSLORS) Cetebrovascular

disease, the proportlon of variance explained by the soc;o*demographlc

and medical components is high, varying from 0.73 to O. 84. For the

two individual dxagnoses, Cerebrovascular disease and Pneumonxa. there

is essentially no contribution from the socxo-demographlc component to

the varxance explained. The contr1but1on from the medlcal component

is high for Pneumonia, belng almost twice that for the other sxngle

diagnosis, Cerebrovascular disease. The partxtxonlng of variance

Between the medical care and socio—demographxc components shows a

different pattern for immediate admlsslons and a11 adm1531ons when

calculated over all diagnoses. In the former case the conttxbucion

from the medical care component is almost twice that from the socio-
demographlc component, but, for all admxssxons, the reverse sltuation
applies (probably, in the case of immediate adm1831ons, for more
severe cases, more intensive and dedicated care is common, whxch

may mean that additional problems are more‘likely to be diagnosed).
The collinearity is relatively high for Multiple Di&gnose;:réééﬁfor
all diagnoses for both immediate and all adm1551ons, lmplyxng an

incomplete sepatatxon into medical care and soc1o-demogtaph1c

components.

Certified Incapacity.

The only measures of morbidity that c0u1d.$e:obtéiﬁed ffoi tﬁ;t
routinely published statistics related only to the working population

and thexr days and spells of 1ncapacity fot work as cert1fied by

general practitioners. For the combxned Lndex, Certxfled 1ncapacity,
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the contribution of the medical care component is less than half

that of the socio-demographic component.

This ihde# comprised two individualiindicators. One of these,
Days Certlfled Incapaclty per 1000 males, was selected for further
3“31¥s18." Thxs indicator showed the same degree of sen81t1v1ty
- to medical care as the combined 1ndex, but the contribution from
the soclo-demographlc component was almost halved. ~ This rcdcction
in sansxt1v1ty to socio-demographic influences accounted for the

decreasa in the proportxon of variance explained.

4- l D1scuss1oc.

It Would be Outslde the reasonable length of this paper to dxscuss
exten81ve1y all the p0581b1e implications of each ind1v1dual finding.
. Bowever, the overall results of this study seem to lndlcate that
1nd1ces constructed from the tradxtlonal outcome measures are more
sensitive to variations in the socio-economic and envxronmental .

c1rcumstances of the population than to the amount and type of

medlcal care p:ovxded and/or avallable. This seems to be espectally -

:true for those 1nd1ces, such as lnfant mortality or certified
‘lncapac1ty, whlch are community based. By contrast, those indxces,
tSuch as case fatallty rates (eSpeclally case fatality rates. immedxate
admxsstons for all dlagnoses), which apply to care provided in hospltals.
aPPear to be relatlvely more sensitive to medical care. Possible :
‘1mP11cat1ons could be. flrst, that these 1nd1ces are not really
meaSur1ng health outcomes; and,‘second, hat health outcomes are

even less affected by medical care than is currently aSSumed;; or a
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combination of both. ‘However, before statements as condemnatory

ﬁs these can be‘justified, it is necessary to consider the

problems of.vglidity and reliability of the indices. This is

a difficult area’dué to léck of criteria, external_to'tbe indicators
. themselves. ”Thé indices used in our study are a function of the
quality of tﬁe data input. = The quality of the data used, although
the 'best' available, was less than perfect; if, for no othét
reason, than aggregation and splitting of the data was necessary

in tﬁoée cases in which comparable areas were not used by the
agencies collécting the information. Deductions made from analyses
Of exxstlng data, however complete, cannot, 1n a case like this, be
a satlsfactory substltute for those based on exper1menta1 methods,
though they can form the basis of hypotheses. Experimental evidence
is féqﬁiréd both to sustain the hypothesis and to establish the
magnltude of the cause-and-effect relationship between given factors.
Causal relatlonshlps cannot be proved from the results of such a_
st“dY; they can only be inferred. |

The regression méthéd is sensitive to the‘strengths or weaknesses of
the materlal used. The more precise and detalled the obServations.
‘and the greater the understandlng of the structute of the medical ’
care sYstem, the greater the confxdence that can be placed in the o
conclus1ons.l To obtaln the best plcture, partlculatly when B
re8ression analysis is employed, the numbers of units of analysis and :
Of varxables are of cruczal 1mportance. - In our case, there was a

need to obtaln enough 1nformat10n (usually produced bY different agencies)‘
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in as many units of analysis as possible. In our study omly 15 =
units were used, and possibly these are too few for an ideal use !
of multivariate analysié techniques. However, as incremental =

contributions to the variance were estimated rather than regression '~ B

coefficients, a small number of units of analysis is less critical.

There were a number of theoretically important variables in both the
independent and dependent groups which could not be incorporated

because no information was available. These included surviv31 

rates for certain diseases, patient satisfaction, restoration of
PhYS1cal and social function and also the amount of re31dua1 morbidity
outslde the hospital (certified incapacity is not a good indicator of
the amount of illness in the community). Indices of health measuring
disability presented a particularly intractable problem. There was
very little information available and the local reglsters were
1ncomp1ete and thus inadequate for our purposes. ~ Among these missing
variables were some that may have provided the most satxsfactory
measurements of outcome of care; but a population survey would ha#e

been necessary to provide this information. Ifyspécial stu&ies of

this type were able to show ‘that: these missing indicacox;é weie strongly .
associated with the indicators méasuring‘aspects of medical care; tﬁen -

a good céseicOuld be made for keeping augmentéd records rputinely. E

A possible faliacy which could be of importance and which has caused
difficulty in previous social research is that the patiehts who

provided the information for the outéome'indices may not'h§0é the o
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socio—economic characteristics of the resident Popuiation from which
some of the independent variables were derived. In general it is
aSSuﬁed that utilization‘of health services does in fact vary according
to social class, (even within a health services system in which there
is open access to medical care) so probably the patients are not a
representatlve cross-section of the population. . Conclusions are.;
yowever, drawn about areas and not individuals and it was assumed,

in this study, that the extent of the discrepancy does not differ

between the units of analysis.

To eliminate this difficulty would require either specific studies
-on the patients to deterﬁine their socio~economie characteristics,

or that such information should be collected routinely abodt'each -
patient, which is not at present done in the Study Areas.

Mst of the other pitfalls of tﬁe methods in this study have been
mentioned as the relevant methods were explained. However there is
:one further poxn; that needs d18cu3310n. the comblnation of indicatora

» : . ) . 3
vhich may have elements in common.

In a weighted combination of two indicators, which have a common

element, the size and sign of the weightings must be taken into account

“in the interpretation of the combination. If both weightings are
of the same sign then the importance of the coﬁmon elemeht'is incteasedB
when the weightings are 'of opposlte ‘sign the xmportance of the common E

elemeqteia reduced. - For example, in the combxnatxon of peri‘natal
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mortality (stillbirths and deaths within one week of birth) with
infant mortality‘(deaths within a year of birth), the importance

of 'deaths within one week of birth' is accentuated.

A different problem arises when studying individual indicators, one
. of which is included within the other: for example, the partitiqniug |
of variance in the case of hospital deaths within 48 hours due to
cerebrovascular disease, and total hospital de#ths (within and outwith
48 hours) fét the same diagnosis. The variance explained for deaths
within 48 hours is low (0.23) with the largeét contribution from

fhe medical care component (0.11), whilst the variance explaiped

for total deaths is high (0.83) with a high socio-demographic |
component (0.63).  Two separate issues are apparent in explaiﬁing

the difference in the pattiéioning df‘the variance in theée two
indicators. Firstly, the low proportion of variaﬁce explained

for deaths within 48 hours suggest that the variables included in ’ ‘
this study were not appropriate to the cénsideration of more urgént
cases (for instance, no dat# on availability éf intensive café ubits
‘was included); . Secondly, the contribution from the sécio?demogtaphic .
Component is high for total deaths in compafison td:that for deaths
within 48 hours indicating that, for those éases in:which degth does -
occur within 48 hours, recovery is mo:é dependent on so;io;demogiaphic o
characteristics (probably due to therdiffefent case-mix in these |

patients).

From these findings it would appear that the weakest group of indepeﬂdeﬁt  ¢ LT
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variables ma&bbelfhose measurihg medlcal care,‘while the socio—
economic/urban characteristics of the population are better
described by the variables 1nc1uded in the soc1o—demograph1c group
(this last type of information was mainly census based) This is
borne out by the part1tlon1ng of variance in some of the other
indicatore of outcome. |

At thisrpoint it mus£ also be emphasized that, elthough, in most
Cases, the 'comblned 1nd1ces explained a larger proportion of
Varlance, they were not more sensitive to medxcal care than all ’
their oonstltuent 1nd1cators. These combined 1nd1ces, however,

have other advantages, as outlined previously.

After thishnecessarily hrief reﬁiew of some of the,possible !
methodolog1ca1 shortcomlngs in this study, let us assume tha:
these tesults ‘may be expressing, albeit crudely, a real phenomenon.
In other words the impact of medical care on the 1nd1ces measurlng
outcome is only secondary to the effect of the socxo-economic and
envxronmental cxrcumstances of the population. Thxs does not |
necessarily mean that med1ca1 care 18 not affectlng health but thac o
the trad1t10na1 meaSures (thh the p0331ble exceptxon of case fatality(l
rates) may be 1nappropr1ate for use in at least part of che plannxng

of health servxces-i:

Two very 1mportant stages in thxs plannxng process are.‘ initially. ;

the detalled descrxpt1on of the actual sxtuat1on in terms of health



status and later, after 1mp1ementat10n of policy decisions, a

petlodlc focused evaluatlon of the achlevement of ObJectIVES.

The fxrst analys1s is based maxnly on 1nformat1on of the frequency
and d1str1but1on of health problems, and it 13 for this purpose that
most of the outcome indices analysed in this study could be used.
These lndices st111 remain the most readxly ava11ab1e Proxy measure=
ment of health status of a Communlty and it must always be borne

ln mlnd that the events which comprlse rates have an 1ntr1nsic value
in themselves (for example, the death of a chxld) whlch goes beyond |
the statxst1cal meanlng of the rates. One must cons1der indivxduals

(even'single cases) when formulating social policy.

However, it is in the later stage of evaluation, mentioned previously,
Vthat a very 1mportant problem arises. To be able to evaluate

effect1veness and quality of our programmes, it is necessary to

focus on those aspects of the health-sickness process that theoretxcallye

can be affected by our efforts. Th1s ig where the value of many of
the indices used in our study’is very lxmited. Most of the zmportant
advances of medical care in the last 20 or 30 years are related to

the quality of life before death for whlch ve do not have, as yet;
any precise measurements. An example of thlS is osteo-arthritis of
the hip Whlch ser1ously restrlcts moblllty and produces sufficxent :
pain to very severely dlsable the patient. In many cases regular
analgesics are needed even when the patient 18 resting. , However,
since the early 1960's, an entirely successful Operac1on can be

Performed, the arthrOplasty of the hip. whxch changes those patients
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' affected by this gross disablement iﬁto practically normal ind{vidcals.
It is difficult to imagine a more‘aramatic jmprovement in the quality
of life due to medlcal care. Measurement of improvements such as
these are not to be found amongst the traditional 1nd1cators of
Outcome (case fatality rate of arthroplasty of the hip operations

is only 1.2%2).

This lack of éépiopriéte indicators is even more pronounced in the area
of primary medical care, only a small part of which is concerned with
morta11ty, and where evaluatzon basad on measures of morbxdlty does
not g1ve credlt to the work of those health teams, who are concerned
also w1th the patlent s social, emotxonal and psychologlcal well-

being,

To conclude,ylt is 1mportant to emphasxze that health is not fully L
descrlbable in terms only of morta11ty, morbldity and dlsabxlity, ‘
.. and 1t is probably in the search for new indicators of quality of .

life that the vay forward 11es.
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TABIE 1.
SELECTED DIAGNOSES AND OPERATIONS
ICD CODE * DIAGNOSIS
140-99 A1l malignant neoplasms
151 Malignant neoplasm of stomach ;
162 Malignant neoplasm of trachea, bronchus and lung
174 Malignant neoplasm of breast
185 Malignant neoplasm of prostate
204~7 Leukemia:
250 Diabetes mellitus
410 Acute myocardial infarction
411-4 Other ischaemic heart disease
430-8 Cerebrovascular disease
454 Varicose veins of lower extremities
480~6 Pneumonia
531-3 Peptic ulcer (exclud1ng gastro-JeJunal ulcer)
540~3 Appendicitis
550~3 Hernia (with or without mention of obstruction)
574~5 - Cholelithiasis and cholecystltxs
N820 Fracture of neck of femur
_ GRO CODE ** . OPERATION
410~1 Inguinal hernia repair
520~9 - Gall bladder operations
441-4 Appendlcectomxes ‘

893-4

Varicose veins operatlons'




TABLE 2

CLUSTERS AND THEIR CONSTITUENT VARIABLES

S0CTO-DEMOGRAPHIC CHARACTERISTICS -

... Fo. of large “*« .

bronchus end lung

Factor Score Correlations
(r20.7)
1. SOCTO-BCONOMIC STATUS
Demographic: - Lover ouartile age of the total populaticn 0.8 53
Upper quartile age of the male population 0.6 94
Socio-economic:  Households per car ' «0.5 101
Socio-economic group: )
Foreman & Supervisors, gkilled wanual .
workera, ovn account workers, (8,9,12,14) «0.9 91
- Socio~economic groupd o
Exployers & Managers (1,2,13) 0.9 89 -
4 of households having rateable values £100 B
or less : ' -0.9 85
¢ of students remaining jn school after : :
) statutory achool-leaving 8ge 0.7 a“
2. URBANIZATION '
:Dpuhtion per hectare 1.0 50
- % of females economically active 1.0 50 .
: CHARACTERISTICS OF THE _MEDICAL CARE SYSTEM
‘1 COMMUNITY EXPENDITURE
zm““ Council expenditures on Genersl Medical Services - 0.7 73
. cal Aithority expenditures on Socisl Services SR 0.7 55 -
otal expenditures on Health and Soeial Services 0.9 M
2 TRADITIONAL GENERAL PRACTICE
::;; General Prectitioners in solo practice ‘1.0 - 84
an age of General Prectitioners 1.0 48
3 ‘ HOSPITAL RESOURCES AND PERFORMANCE ‘
Hospital manpowers % Furses & Midwives per 10,000 population 0 9 7; 52 -
. S Totsl hospital manpover per 100,000 ' L
populstion ~ 0.9 49
General Medical SHMO and Consultants , E
per 100,000 population : 0.8 54
Hospital in-patienta: Average daily occupied beds per 1000 - :
: . population , ; ' 0.9 92
Obstetrica:  ante- and post-natal '
beds per 1000 females, aged 14-44 0.7 68
~ Teaching hospitals: Deaths and discharges as a % of all S
: ~ deaths and discharges - = 0.3 o 57
Beds per million fort Malignant neoplasa 09 6
: Rernia : 0.8 74
Acute myocardial infarstion 09 R
Peptic uloer . oo 0.7 7”2
Cholelithiusis : .05 6 .
. Malignant neoplass of trachea, . e S o
Sh S 0.9 - L5y




TABLE 2 eontinued

No of lﬂrgo
Factor Score Correlstions
, (rZ0.7)
4 MET DEMAND
Outpatient attendances per 1000 population : ‘ 0.8 N 50
Discharge rate from hospital per 10, 000 population for: )
Peptic nleer ‘ 0T 19
Hernia S . , 0.5 : 16
A11 aiagnoses ' -~ 0.9 R I
5 EFFICIENCY OF CARE
Tile on vaiting list before admission to hospital for:
Peptic ulcer 0.6 : : 10
Hemia : ’ «0.8 : b33
A1l diagnoses ’ : ) 07 - 21
Median duration of stay in hospita’ for:
Peptic ulcer ) S ‘ 0.8 . oAz
Hernia : : : ) 08 - : 30
am diagnoses . k : : 0.8 S L
“edim dnmtion of at,ny (immediate udmiasiona) fors
Acute myocardial infarction 0.7 17
Peptic ulcer 0.6 : 29
Cholelithiasis 0.6 11l
Median time on waiting list (Operations) for:
Gall bladder .. . -08 i S 2
‘ /Vnrioose veins - ) : ) e -08 29
Vaiting time in hospital before operation for:
Gel" bladder ; - ; 05 e
Duration of stay 1n ‘hospital (Opentiona) for:
Varicose veins in males 0.8 a7
0.6 17

651). bladder in females



TABLE 2 continued

MEASURES_OF FTNAL OUTCOME

Yo. of large :

Factor Score Correlations
(r=0.7)
1'  DEATHS UNDER ONE YEAR :
Infant mortality per 1000 live births 1.0 ' :
Perinatal mortality per 1000 live births 1.0
Neonatal mortality per 1000 live births ] 10 » Z ,
Environmental deaths per 1000 total births 1.0 e
Infant death rate for pneuronia 1.0 10
2. MORTALITY (Total) o
Death retes (sdjusted) per 1000 home population 0.9 8
Standardiged mortality ratios for:
xﬂlémmt néoplahn of tﬁchea, bronchus and lung in males 0% 13
Cerebrovascular disease in males 0.9 19
Ago-nex #pecifio death rates:
Mimnt neoplusn of traches. bronchus and lung in males 65-74 03 20
Cerebrovascular disease in malea 65-74 09 17
Pneumonia in males 65-74 0.8 9‘ ’
3. DEATHS IN HOSPITAL
Case fatality rate per 100 diacharges within 48 hours of
admission (all admissions): ;
Cerebrovascular disease 0.3 -1
Pneunonie .. 0.8 S
A1l diagmaes 0.4 . ,
Case fatality rate net per 100 discharges (a1 adniasions): R
Cerebrovascular discese 0.8 -3
Pneumonie 0.8 b I
A1 diagnosea 0.8 2
Case fatality rate per 100 discharges vithin 48 hours of .dmission
(ivmediate adnisaions): ,
Cerebrovascular diseuﬁ o 0.3 1
Pneumonia : 0.7 8-
N1 disgnoses ; 0.4 3.
Cue’ fatality rate net per 100 diaehugu {inmediate adniesiona): . k o =
Cerebrovascular diseass ' 0.9 o ;
Pneunonia - ot . 0.9 ,
SR 0.8 3

411 diegnoses




TABLE 2 contimed ~
) S No. of large

Factor Score Correlations
(r20.7)
4. MULTIPLE DIAGNOSES (Complicated cases)
Matemity complications:
Abortions. therapeutic and other 0.3 4
Multiple diagnoses rate per 100 discharges for:
Cercbrovascular disease 06 0
Pneumonia 0.8 9
A1l diagnoses 07 i 10
Multip' e diagnoses rate per 100 discharges (irmediate adpissions) for: -
Cerebrovascular disease | 0.7 3
Pneumonia 0.9 5
411 diagnnses 0.9 ’ 4
5  CERTIFIED CAPACITY
: Inception rate per 1000 males 1.0 12
1.0 13

Days certified incapacity per 1000 males:




TABLE 3.

OBLIQUE FACTOR'PkATTERN MATRIX OF THE COMBINED INDICES AFTER ROTATION

COMBINED INDEX FACTOR (1) FACTOR (2) FACTOR (3) COPMUNALITY’

SOCIO-DEMOGRAPHIC INDICES
Socio-Economic Status 0.42 - 0.82 ' =-0.13 0.86
~ Urbanization 0.61 0.06 - 0.70 0.92
. MEDICAL CARE INDICES
‘Community Expenditure 0.67 0.40  0.34 1 0.78
- Traditional Genmeral : " 1
i Pl‘actice B i 0.90 "0.02 0020 . 0087
Hospital Resources 0,97 0.1 -0.08 .  0.95
‘Met Demand | - 0.91 0,20 -0.26 0,91
- Efficiency of Care ' 0.91 -0.12 ) -0.06 © o 0.83
I, FINAL OUTCOME INDICES
Deaths Under One Year 0.20 -0.90 : 0.17 0.84
Mortality .07 -0.94 0.25 - 0.92°
- Deaths in Hospital . =0.19 -0.41 0,90  0.93
Certified Incapacity : 0.03 ~0.93 *0}03 : . 0.84

‘Mulktiple Diagnoses ‘ | ., - =0.32 ik - 0.84 B ‘0.19‘ . 0.85



FIGURE 1.

THE SENSITIVITY OF COMBINED OUTCOME INDICES AND INDIVIDUAL HEALTH INDICATORS TO MEDICAL CARE

(PROPORTION OF VARIATION EXPLAINED BY MEDICAL CARE AND SOCIO—-DEMOGRAPFIC COMPONENTS) .

DEPENDENT VARIABLE MEDICAL CARE SOCIO-DEMOGRAPHIC COLLINEARITY . PROPORTION OF
e R , VARIANCE EXPLAINED
DEATHS UNDER ONE YEAR «25 .36 .09 +70 .
L. ]
Infant Mort:ahty per . ‘ '
1000 Live Bu‘ths o . ‘ ' .18 .39 .06 _ .63
Perlnatal Mortality : , '
per 1000 Live Births . ' .26 $29 .06 .61
| TOTAL MORTALITY | SRR VIR ET 05 .75
"Death Rates (Adjixs'ted) :
‘per 1000 Home Population , ) .29 .24 .01 .54
Staridardised Movrtality S e
Ratio: - Cerebrovascular. - SR : .
Disease in Males - - | .08 | .29 .25 .62
o Age-Séx'Specific Death
- Rate: Pneumonia in - : , '
- Males 65-74 07 -| .78 ~.03 .82




FiGURE 1 (cpntinued).

DEPENDENT VARIABLE -

MEDICAL CARE

MULTIPLE DIAGNOSES
Multiple Diagnoses Rate:
All Diagnoses ‘

Multiple Diagnoses Rate:
Immediate Admissions

a. Cerebrovascular Disease

b, Pneumonia
c. All DiagnoseS'
o CERTIFIED INCAPACITY

~ Days Certified Incapaczty -
.. per 1000 Males

.29




'SOCIO-DEMOGRAPHIC COLLINEARITY PROPORTION OF
VARIANCE EXPLAINED

.13 , .16 .79
] ’ .

.39 - : .22 .82
, .0l -.01 . 037
.03 ' ~ .06 .73
=21 ‘ 22 .84

050 ’ ‘ IOS X .77
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A proposalvisfﬁeing made for the use of combined health outcomes in

~ formulae used for resource allocation between areas orrhospitals;" A
‘possiblekmethbdolcgy is described for the combination of hcrteliti;"

‘ mofbidit& and disability indicee. and an example ptovided with infcrma-

tion about 15 hdSpitai regions in England and Wales.

’Preliminary results support the suggestion thetkoutcomes in some
hoShital :egions differ from those expected on the Sasis cf their
medicel facilities and social status. The limitatiensvof traditional
heelth‘indices and the data available are aiso discussed and future

" steps proposed.
INTRODUCTION

- Major improvements in health and in life expectancy are often attributed
to advances in medical science, but changes in the environment and

- improved standards of living have also played an important part.

" Because of this, evaluation of the 1mportance of medxcal advances is made
: d1£f1cu1t. since these extraneous factors are largely outside the influence

~of those respons1b1e for medlcal care,

i Infant mortality rates provide a typ1ca1 example of conquIOn in thxs field.
! for they have been shown to depend more on such extraneous factors than :;«‘
"on the quality of medical care. Tradxtxonal health indlces are often >

poor indlcators of the true pxcture of health and dlsease. probably
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because they were initiated for purposes of rott1he adm1n1strat1on,
and are necessatlly somevhat 1neff1c1ent when used in another context -
that of evaluating the health serv1ce in terms of its 1mpact on health
and disease in the communxty. | Nevertheless, they are in many cases,‘
the only measures available. Whlle we should not underestxmate the1r
usefulness, we must recognlse that they are not suff1c1ent1y sen81t1ve

to monitor changes in the prov1sxon of medlcal care.

The Purpose of th1s paper 13 to ptesent some prelxmlnary tesults in the
Search for new and better health xndxces and partlculatly for those
8ensltive to changes 1n the prov1s1on of medlcal care. Such measures,'
sbould they be found, could be of conslderable value for the plannlng
of health services and the more eff1cient use of techniques, such as

¢°St~benef1t analys1s, PPBS. and systems analys1s 1 2 3, 4 516,7,8,9.

Qutcomes and medical care.

Three features of the interrelationship between illness and services
. PR S . o

have been identified: ~ structure, process and outcome . - All are

intertelated, and in fact mutually reinforcipgt'

This paper reports ﬁork in prcgresé ih thekdevelopment’ot sets‘ctt ’
coubined 'ttaditional"health outceme iq&ices.iv“Byeoﬁtcome or ehd‘c
Tesults we mean the final health stetue cf,ipdividualeyafter discharge
or exit ftom a medicalycare system. f This operational definitioh |
1nvolves the idea of a change occurtlng between entrance 1uto and exit
from the System and the potentlal importance of indxvxdual experiences

vxth health serV1ces.

Traditionally these outcomes are measured by'morhidity.-¢°t§31ity a“d,,ﬂ"/
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disabiliey indices, although awareness of their limitations and the
need for new measurements is a constant subject of most literature
in health indices. . However, since they are still used extensively =

all over the world, our first efforts were concentrated on them.

Our research objectives were (a) to extend the limited afea of current
knowledge concernlug outcomes of medical care and the effect of extraneous
variables in the determination of these outcomes, and (b) to develop a
Wore comprehensive set of simple measurements that could be used asra
first "detector" of aEnotmai situations and be expanded into a continuous
monitoring system with automatic sensors for detection of pafticuler areas

in which existing knowledge is deficient.

To'demonstrate the potentiai utility of combined outcome indices, consider
the example of the current method of allocating funcs to ﬁospitals in tﬁe
“-Kf At the present time, revenue is ellocated to each of‘the 15 hoepital
Tegions in England and Wales on the basis of its population,~age and eex”
8tructure, average daily total of occupied beds by Speclalty, and case- ,c
flow, - This formula xs belng progresslvely introduced. ; No data about
needs, por about outcomes of medlcal care for the reg1on 8 population are
includedlu although 1t mlght p0351b1y be argued~that u31ng adJusted ~
Population figures could provide a proxy indlcator of med1ca1 needs.i We
Propose that the 1ncorporatlon of a set of outcome indxces according to  }‘
this formula could perhaps amellotate some of the defic1enc1es. and aupply
some of the m13&1ng lnformatlon about the effzciency and effectiveness of .
care. . However. other cr1tet1a must also be used to determlne the alloca-"
tion of resources between reglons or to dec1de on additxonal financing :
needed for a particular reglon. and of course. ‘the use of outcome indicaCOrscuT

'should not. exclude uslng indxcatora of structure or process of delivery




of care (e.g. beds available or discharge rates).

What are the advantages and dlsadvantages of outcomes as 1nd1cators of
nedlcal care?
= The most important advantage would be their acceptability.
The'abSence of disease, or reduction of disability'ere culturally :oi
defined, and are assumed to reflect the contrlbutlon of care : -
rendered by all health professxonals. Furthermore, the tesults
are capahle of measurement, though there are d1ff1cu1t1es when a
1ong tlme-lag is involved before results can be assessed.~ B
- ‘One of the main disadvantages of the use of outcomes to show thei
effects of med1ca1 care arises ftom the fact that they too are
)lnfluenced by c1rcumstances external to med1cal care, Houslng.

k occupat1on, educat1on, a1r and water pollutzon are some of the hh’“
varxables whose effects can combine w1th those of medxcal 1nter-
vent1on to confuse causal undetstandxng. Certazn outcomes which
were formerly believed to be related to medlcal care have now heen‘h
vrecognxsed as predom1nant1y 1nf1uenced by soclo-economlc varlables.
‘For example. Ve have already mentioned 1nfant mortalxty as bezng
1nf1uenced much more by socxo-economlc condltlons than by med1cal
care. 12, 13. ‘In add1t1on the 11m1tat1ons of mauy individual out—
come indlces,‘such as mortalxty rates. are widely recogmzed14 ‘hd4
vthe dlfflcultles of measurxng morbldxty and d1sab1lity are well | 15‘;:
‘known. : Understandxng the 1ast two factors is made even more o

vcompllcated because they have dxfferent components. such as severity.;

durat1on. soc1al 1mpact. that have not been thoroughly explored.,; :

We are avare that comblned measures of motta11ty, morbidity and disability

V111 also be 1ncomp1ete in two sensesz‘ flrst. the combiued indices do noc
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inéléde the:positivé aspects of health; and second, the development

of these measures will require several progressively "finer" definifioas
from the initial crude measures.

METHODOLOGY.

A neéessary step in the development and/or evaluation of health indices

is the conmstruction of models in which the relationships between health

(aé a thédretical concept) and the socio-economic and medical environ-
ménf bf the individual are expressed.  Such gfforts have,’in the‘pést.
usuélly been unsuééeséful due to the lack of approériate methods. Probably
modelllng offers a unique way of understandlng the forces underlylng the

interaction of health and ecology, but their relat1onship is so intricate

*‘and complex that such an effort would have been outside the resources

avéilable'for’our étudy. Therefore, no attempt has been made in‘tﬁis

study to develop a comprehensive model of health.,

However, all analysis must be done with a certain model in mind, which

nay or may not be made explicit. Typicallj. the thihking is in terms

of regarding a certain social condition, for example health, as depicted
by a set of background variables (within and/or without the system of

health care) which in turn produce certain behavioural elements, health

outcomes in our case. The design would then study how outcome elements

vary with changes in tﬁe background variables; Here the level of analysis

‘and the Valué of the results will be a function ofuhow ﬁany Vafiable- the

analyst is able to handle 81mu1taneous1y and how well it is possible to

explain "how the processes run" (or how the variables are related).

The theoretical model on which our study was Based is éipla{néd béidﬁ.»4
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In a patticular‘area, a set of characteristics of the individﬁal, the
environment and the me&ical care system (depicted by S; where each
element "s"‘represents one aspect of the social=-demographic or medical
care chafaetetistics of an individval) results in a set of health out~
comes (dEPICted by H, where each element “h" represents one aspect of
the health status of an ;nd1v1dua1). H and S are theoret1c31 constructs
in that they mayvnot be observed directly, but are believed to have a
real e#istehce. We have chosen to represent the observed measures of
H and S by a set of outcome indicators (HI) and a set of socio-economic,
euv1ronmenta1 and medteal care variables (SI) respectively.  The
rrelatxonshlps descrlbed are shown dzagramatxcally in Figure 1.

(Figure 1)
The‘eieﬁeets of ﬁI and SI are not ditect observations of the theotetical
constteets, s§0 we must recognise that we could be failing to eescribe
the "true" or "real" characteristxcs of the elements of H and S, If
the assumptions are made that the different elements of H and S would
be revealed in a factor analys1s and that the vatiables 1nc1uded in the
study actually represent outcome and social factors. we can find the
'extent to wh1ch the observed elements of HI and SI fit the model. We
attempted to determine the interrelationships between the elements of
H and HI by factor analysing the correlations between all elemente in

the HI set.

Values of the health outcomes in the set H were estimated by the use of_i
veighted comb1nations of the outcome indicators. A aimxlar approach
was used to determine the interrelationship between the sets S and SI-
Since the final selection of varlables frcm the HI and SI setl has beqn 5
based on the 1nterre1at10n8 of these two sets, the factore in the H md

S sets should be related.
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The use of composite outcome indices has been advocated in the past
with the argument that, by summarizing closely related measures, the
composite indices will greatly facilitate analy#is of community healtﬁ
status 15. However, there is no agreement in the literature about
the degree to which aggregation.of social indicators is acceptable and
the artificial grouping together of quite unrelated or different
variables has been deplorédls. . Frequently a variable may measure

two different aspects of the same dimension or one variable may be a
component of another. An example of the latter would be “Hours

spent watching TV" as part of "Total Leisure Hours". Consider what

has, in effect, been measured with these two variables.

Let T represent the total leisure time, W represent time watchiﬁg TV,»
and U represent leisure time without TV. = We can obvioqsly‘writé‘
T = W + U (1) | |
‘Suppose that hours spent on leisure activities measures in ééme Qay
. subjective "Leisure", as does hours spent watching TV. Now’further
suppose that the relative 'leisure-worth' of TV watching is 2} and
‘mon~TV is y (where w and u are, at present, unknown) andiifiL’is the
"value of leisure"
L o= w o+ w
so that, as U = T-W (from 1: |
L o= wW + u (T=-W
= Wi+ T - W (2)
- (wk- u) W o+ ’uT .
. The welghted comblnatxon of v and T thus is effectlvely the same ‘as
the weighted combination of Wand U (only the weightings dxffer). and

if, 1n other cases, 1t is dlfflcult to calculace the equ1va1ent of U,,f



Or many different Us that make up the total value, then iﬁ is sensible
to let each variable 'find' its own level, through a weighting
Procedure.

To take another instance, if one attenpﬁs to measure an index of
'healthiness' or 'affluence' of an area using various variables whose
values may measure the same concept, the aim is to combine such values
in a way most 1likely to be correct. The methnd used is effectively

2 weighted least-squares.

Combined health indices are also less susceptible to random or sporadic -
fluctuations than single indicators and would be more valid for use in

Beographical areas other than those included in this study. -

These weighted combinations‘of variables are produced by‘the'nggregation
of socio~economic and medical care indices, on the one hand, and the\:
Outcomes indices on the other. Several combinations need to be preyated'
to test their differing sensitivities; By the use Qf régression on

the factor scores for heaitn outcomes by the‘faétqt scores for charécterf’
istics of the individual, the environment and the medical care éystgm.
€Xpected values of the areas (H) given the values of the pgrticular‘

Variables in the S set, can be predicted.

RESULTS OF PTILOT STUDY.

AB a test of th1s approach a pllot study with very limxted obJectives
Was undertaken.  The results are pre11m1nary and are presented only

to demonsttate ‘the method.
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Two groups of 25 outcome 1nd1cators and 25 socio—-economic and medlcal

care varlables were selected according to their relevance 1n prev1ous

work and therr theoret1cal 1mportance. These variables were assumed -

to represent some dimensions cf medical care outeomes and socio—economic

characteristics of the patients. Environmental data vere not available

fOf’inclusion in the prellminary study. Value judgments, based as

far as possrble on prev1ous research f1nd1ngs, have also been included

in the first selectlon of the var1ab1es, and in the weighting (e.g.

the relat1ve we1ght1ng of 1mmed1ate admissions or case fata11ty rate

f°r the f1rst 48 hours for part1cular d1agnoses). (The llst of

these varlables is presented in Appendlx A). For these variables,

the 15 reg1ons of England and Wales were chosen as the units of analysis

since they were the general groupings used for presentlng published

h°3P1ta1 data; further, the 15 reglons provrded a suffrcxent number d

of un1ts of analysrs and events; however, it was reallsed that other

sOurces of data (espec1ally socxo-economrc 1nformat1on) uould haue to

be manlpulated (aggregated divided, etc.) in order‘to use’the desired

re810ns. Once the data about each of the 15 reglons were obtarned,

the reglons were ranked from highest to lowest and these rankings,fb

c°nverted to Z scores 17 18 and these 2 scores were used 1n the analysis,

thls technlque was preferred because it did not requ1re an analysis of |
" the Var1ance w1th1n a region and also because e recognlzed that the'

tank ordering was more important for our prel1m1nary work than the,“

8ctual numerical values.

— s

_USlng the factor loedlngs from the factor analysis,kthe scores for tha
_h08p1tal reg1ons can be seen in Table l. The factor analysis of the ;
lntercorrelatlons between the elements of HI revealed that ve vere onlf
ab1e to isolate one element (h) from the set of H. Ve belreve that

thls is due to the small number of variables and their heterogeneity.
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h 18 ptobably a global outcome 1nd1cator. At the seme time;’and‘
Probably for 81mllar reasons, only one element (s) was 1solated ffem
the set S. - | | A
- (TaBle 1 ‘

A ﬁigh score 6n Outcome (2) means that this atee sceres‘Better 65
medical eate outcomes and a high score on characteristics of the
P°Pulation and medical care system (S) means that this area scores
better on social status and medical care facilxt1es. The scores,
cOnVerted to ranks, where hxghest H and S rank 1. is shown in |
Table 2-7 (1t should be noted that the numbers presented in Table 1
have no mean1ng in themselves, rather, it is the dlfference between

areas that is important.)

The Pearson correlation between Outcome (H) and Characterietics of the -
Population and the medical care system (S) vas‘0.69; the Seeerﬁau.
rank correlation between H and S was 0.72, suggesting that the‘valueéf
vere almost normally distributed.’’ | o
;i(fable 2)
- Two groups can be discerned..”.This division of Eﬁgland into‘two
different areas, North and South.’has been & frequeﬁt{fihding ine
socio-economic studies and reinforceé~the vaiidity ef the analysis

developed. -

- Given areas Wlth equal rankings on soc1a1 status and medical care "_"L
facilities, one would expect (all th1ngs belng equal) equal tankinga : o
on outcome,, Figure 2 shows the diffetence in ranklngs, a positive

difference means that, in our study, an area has a better medical cate"

outcome than one would expect, or a worse outcome it the difference is L

negative.

(Figure 2)
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These suggest that areas such as Leeds, Oxford, and East Anglia are
doing far Eet;e:yihan oﬁe would expect on the basis of tﬁeir combined
social statuséénd ﬁedical care facilities.v Areas like Liverpool,
South East,:aﬁd_South Wesﬁ Metr0politan,‘on‘the contrary, are much
worse tﬁan oﬁeiwoﬁld expect. - No attempt‘has yet been made to explain

these diffefehces.

DISCUSSION
As noted before, this paper presents only some préliminaty results of
the study of health indicators; further and more difficult steps yet

to be taken are:

= The construction of other combined health indices;’ it
is obvious'that thé same indices of health are not applicable" i
to different groups of the populétion at different times aﬁd'"
places; |
= the determination of the indicators most sensitive to medical
care variation and those ﬁore sensitive to socio~economié ‘
and environmental factors; |
=  the verification that our oBserQed indicators‘(HI and SI)
~adequately represent the "erue® or underlying factors (H and 85.1*7‘

This verification may prove to be especially diffiéultonaﬂdyﬁgiyZ'“

it is not yet clear whether it will be possible to develop a P

set of relationships in health care similar to the work in

input-output analysis economics.

It should also be stated that these results remain prelimiﬁary for

8everal reasons::

- Environmgntal variables were unfortunéteiy not“avéilabié‘for G
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1nc1usxon 1n this f1rst analys1s, although we had hypothesxzed
thexr 1nf1uence on health outcomes 14. In fact. ‘we have only
been able to obtaln three measures of environmental conditions
for(fnrther anetysxs. smoke concentrat1on. sulphur d10x1de
concentration, and 3011d fuel consumpt1on per household. This
important type of information is woefully lacklng by comparable
geographxc or admlnlsttatlve areas, Informatxon on cllmate,
vater supply. sevage treatment, air and noise pollutzon are
needed before a sat1sfactory analy31s of their 1mpact on healtb :
outcomes can be maae;2°' |
There are several severe limitations on the deta‘that wetuaed
in the analysxs. regularly pub11shed data related to health -
and health status Were not generally avallable in the units of
analys1s that ve desired' two examples are espec1a11y relevant:
(1) Data for the London area were only avallable in aggregated ‘
form desplte the fact that this area falls into four hospltal‘,_:
regions; lacklng a better means of approxxmat:on, a quartet ’t
of the aggregated values was attr1buted to the respective |
’hospital teglons.‘
(2) Information about teachlng hospltals vas not as accurate as :
one would de51re. It 18 presented in many d;fferent forms;v
for instance, coverxng London and Provxnc1al Teaching Hospitals.,
'or Regxonal HosPital Boards and thexr associated Teachxng Hospitalsf,
“or somet1mes merely "Teaching Hosp1tals 5 When a method of .
.‘spportxoning values to respective hOSpital\regious was considered
~V23“8tiflab1e. this was done, however, in the case of the London |
‘Teachlng Hospitals thls approach is not entirely satisfactory
although it 13 probably suff;cxently accurate for the ranking

of the hospxtal regions.
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In addition, the data used to reflect hospital care ane
:ntilizetion vere‘episode;nvieit or "body‘coents" (as in

the Hosp1ta1 Act1v1ty Analysxs and Hospital In-Patlent

Enquxry in use in the U. K.) rather than belng llnked to ‘i
actual pat1ents. The health status of an 1nd1v1dual is

a dynahic phenomenon which varies on‘a cont1nuum aud

eannot easxly be evaluated by cross—sectlonal data. '

Further, most ok the data presented are comparxsons

between population groups rather than the characterxstxcs

of partlcular Lndxvxduals.  Of course, the research would

have been much more sound if we eould have obtained th{s
patient-linked data. However, we were limited by the

data availahle and, unfortunetelj, these data were more
representetive of thenpurposes of hospital management
committees than of health care evaluation. There are

also 11m1tat1ous due to the type of analys1s used, wh1ch has not
yet been fully eXplored in community health research. Mult1~1
variate techniques, although very apprOprlate vheu dealxng with
mltifactorial Phenomena, are often feared and with justifica-
tion, because ef the complexity of the procedures inholéed.h

No attempt was made to explain differences between the hoapitel
" regions. Whether they are due to the existehce of iﬁplicit :
social criteria that produced a differential resource alloca-fle'
_tion long ago, and are st111 maiutaxned in the present : k
circumstances, remains to be seen.  More end better,data,'e"e‘
especially about,net only the quantityxbut alse the:quelity h,;‘t
of resources, mst be analyzed befere4an interpretatioe can’:

be provided.
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rFinally. it is most important to realise that health is not fully
descrxbable in terms of morb1d1ty, mortal1ty, and dxsabllity,~ other
factors - though not eas11y quantifiable -~ such as quality of lzfe.
need to bg rgcognlzed as‘comppnents of health.‘ant it is probably

io these new dimensions that the‘way forward lies. ’To‘bg useful,
our indicatots;mmst be simple, preferably bésed on thertatistics

vhich are routinely published, and easily calculated by its users. 1-

prever, if_it’does no Qotekthan identify a number of outcomes whicﬁ'
are spetifically sensitive to medical care and‘eliminau;thoge more
sensitive to sqcio-éconotit‘gpd eﬁtirqnﬁental iﬁfluéntéé,‘tﬁié type .
of information can assist and perhépé improve the existing methods
of allocating medical and allied resoutces;‘éﬁd aid in future

planning.

We are extremely grateful for the constructive and constant criticismsiii

made by Professor E. Maurlce Backett. WhOSe thlﬂklng originated thie 3

work.
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Figure 1:

The observed Relationship of Theoretical s T
and Observable Characteristics of the B Cot
Individual, the Environment, and the

- Medical Care Process.
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Table 1% Comparison Between Region's Scores

Area : Raw score o f ‘ Raw score of
Health Outcom«s (H) ' - Characteristics

S - of the Population
_"and Medical Care

‘System (S) - b
1.  Oxford 5.3 1.8
2. East Anglian 4.0 -0.9
3..  North West Met. 3.2 3.4
4.  North East Met. 2.5 2.6
50 South West Met. 2-2 ‘ . 6.2
6.  Wessex . - 1.6 1.3
7. South East Met. 1.5 2.9
8. . South Western 0.5 2.2
- 9. Birmingham 0.4 -2.3
10.  Sheffield ~1.2 ~2.8
o 11, Leeds . —3.3 —4.8
12, Newcastle -3.4 -3.0
13, Welsh -3.5 -4,1 B
4. Liverpool 4.1 1.8
15. Manchester -5.8 -3.1 {




Table 2:

Comparison Between Region's Ranks

Area
1. Oxford
2, East Anglian
3. North West Met.
4. North East Met.
5. South West Met.
6. Wessex
7.  South East Met.
8. South Western
10, Sheffield
11. Leeds
12, Newcastle
13. "Welsh
14. Liverpool
15. Manchester

Rank of
Health Outcome (H)

WoONO LN

Rank of Characteristics
of the population and :
Medical Care System (S).
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Ranking of 15 Regions in terms of Observed and Fxpected Health Outcomes.-

17

6

, 5

Health Outcomes 4

Better than 3

Expected 2

1

0

-1

i ) -2

- Health Outcomes -3
Worse than ' -4

Expected -5

' -6

East Anglian "
Oxford
Leeds

Sheffield,Wessex,Welsh, Birmiugham.

~ Newcastle, North East Het.,

North West Met.

Manchester

South Western : o .
South East Met. South West Met.
Liverpool ‘ B




- APPENDIX A.

1. The following were included as Socio-economic and Medical Care Variables (SI),

(At thxs stage there was mno attempt to classify them accordxng to these
headlngs)‘ v

- P0pu1at10n, totalynumber
= Lower quartile age, total poéulatlon
= Median age, total Populatlon
= Upper quartxle age, total populatlon
A 4 of students rema1n1ng in school after school ieav1ng age
- Bouseholds per car : |
- Average rateable value of houeeholds in pounds
- Average da11y number of avaxlable beds per 1000 populat1on
- Dlscharges and deaths per 1000 populatlon
- Hed1ca1 - allocated beds per 1000 population B

- Surglcal - allocated beds per 1000 populatlon

Obstetrical and General Pract1ce Maternlty - allocated beds Pef 1000
female populatlon 15-44 |
-»0bstetr1cal and General Practice Maternity - 11ve and stillbitths in Q

hospital as Z of ‘total b1rths

Total outpatxent attendances per_ 1ooo population |

rTeachlng hQSpltalAd1§cPargee end:deaths asva Z of‘;§ta1 digeherke"f -
and deaths i R iy S
- Hosp1ta1 manpowet whole tlme equxvalencg per 100kooo Population 7]}
- Health and Social Serv1ces expenditures per capits e R
- 0urrent revenue expenditures of b03p1ta1 tegions perlcapitg i:e;»;; ‘
-~ Local authotlty expend1tures on healch per capita ; :
- Executive Councxls - expendxturea 1n General Practice
= General Practitioners medlan age . rdfc o

- General Practitioners average list sizge 700

- 2 of geueral prectitionerc in‘group practices
- Mean post-natal stay after delivety g
- Hedlan length of atay in hospxtal for all diagnosaa

= Median, waiting time before hospital admission fo: all diagnoten




The following variables were included as Outcome Indicators (HI)

Iﬁfant mortality rate per 1000 live births

Neonatal mortality rate per 1000 live births

Stillbirth rate per 1000 total births

Perinatal mortality rate per 1000 total births

Infant environmental death rate per 1000 tétal births*
Infaqtkdeath rate per 1000 live births for enteritis, diarrhoea
Infant death rate per 1000 livé births for pneumonia

Infant death rate per 1000 live births for coﬁgenital anomalies

Infant death rate per 1000 live births for accidental mechanical sufi:

Inception rate (certified incapacity for work) per 1000 males'a: risk

Days certified incapacity per 1000 males at risk

Crude death rate per 1000 home population

Death rate per 1000 males - all ages |

Death rate per 1000 males 65-74

Death rate per 1000 females = all ages

Death rate per 1000 females 65-74

Death rateﬁfor acute myocardial infarction, males 5564
Death rate for cerebrovascular diseaée, ﬁales’65-7b |
Death rate for pneumonia, females 75\and ovetk |
Dischargé rate pér 10,000 pop. for all &iagnosés

Case fatality rate per 100 dlscharges for acute myocafdxui iufarctxo*»g
Case fatallty rate per 100 dLSchatges for cerebrovascular disease
Case fatality rate per 100 discharges for pneumonia

Immediate admission rate per, 10,000 population for acute myocardial
infarction AR . S ;

*

"Infant envzronmental death rate per 1000 tctal births was defin@d;f

infant deaths due to unexplained prematurity. malformatxona antepaz:f  i 

haemorrhage and m1sce11aneous causes for 1000 total bitthn.



APPENDIX G

THE PARTIAL DIFFERENTIAL OF TWO VARIATES



6.1

1, Notation

There are two veriates x and yo ¥ &and y Jointly -
follow & bivariabe normal distribution with correlaion
parameter r, x and y are standardized deviates, so
' therefore any two values of x and ¥ have a joint
probability density £(x,y)

£(x,¥) = K exp | % (x° -2pxy + yzi] L (1)

where K is a constant, Instead of woyrking with t(xk.y) |
| I will work with g(x,y) = log (£(x,y))

&x,3) = k- Hx¥arxp e y®) 0 (2)
2 Problenm
It s(x.y) is a constant,what 1s valua of the part1a1
derivative ay 2

A& .

2;‘ Solut'ion

From (2), we can write, if g{x is constant , s



G.2

2-2rxy+y2 = C : | | ‘ (3

where C is a newkconstant. Finding the derivative o: :

(3) wrt x leads to
2x ~2ry =2rx dy + 2y 4y =0
ax ax
which simplifies to
; g% = (x~ry)/(rx-y) ‘ ‘ ‘_(k)

4, Discussion

Equation (4) can be interpreted to reéd that thq -
partial derivative of ¥ by x, givén the Joint |
probability densiyy of these valuea, is given 'by

the RES of (4)s For cases other than the bivariata ,
normal distribution. the seneralization of the ‘
‘solution is simple. Simple, that 15, if we are | ’
in the possesion of a regular Joint distribution: o
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