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The interaction of value and subjective probability in decision
making under risk.

WeR.Crozier.

Abstract.

In a class of decision making situations known as risky situations
subjects are presented with information concerning payoffs which are
dependent on the occurrence of some events and the likelihood of
achieving these payoffs, and are asked to make decisions or judgments
in terms of thesé payoffs and probabilities. The question of whether
subjects! judgments of the likelihood of achieving these payoffs are
independent of the value of tLe payoffs is an important one for the
understanding of decision making behaviour and has attracted some
attention, but these investigations have not resulted in any unequivocal(
answers.

The difficulty of answering this question was seen as bound up
with the difficulty of making inferences about supjective probability
Or about changes in subjective probability from responses which are not
brobability estimétes but are decisions which reflect both the
Probabilities and the payoffs in the situation.

This study was concerned with asking what kind of experiment could
Overcome these inference problems to provide unambiguous evidence
about such change in subjective probability. Two kinds of experimental
design were considered.

In the first, a distinction which had been made in the literature
between outcomes dependent on response (D.0.) and outcomes dependent
only on the occurrence of an event (i.b.) was maintained. Changes in

subjective probability were to be inferred from changes in the value of

D.0. selected by subjects. Three experiments showed no evidence of



change iﬁ these responses while one did show evidence of change in
choice of D.0O. Closer examination of individual protocols suggested
that it was difficult to separate change in subjective probability
from changes in decision strategy following the introduction of I.O.

In the second kind of experiment the dependent variable was the
evaluation of the worth of a gamble composed of payoffs and probabilities
of achieving them. In one experiment a prediction about the independence
of payoffs and probabilities in such evaluations was derived from
expectation modéls ané tested; in another two dependent variables were
‘included and probabilities inferred from evaluations were.compared with
those probabilities directly estimated by subjects. 1In general there
was little evidence of change in subjéctive probability, but different
response measures gave different results and it seemed that what was
1acked was any clear idea of how subjective probability entered into
these evaluations, and that expectation models might not be adequate as
models from which subjective probability could be inferred.

From these experiments it was concluded that the kind of experiment
required to investigate the interaction of value and subjective
Probability would be one’which would include two dependent variables =
inferred probabilities and direct estimates, in an examination of the
role that subjective probability played in any one kind of decision

situation.
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CHAPTER ONE.

Decision making under risk.

Introduction.

A sizeable literature has, in the last ten years or so, been
concerned with the study of how people make decisions under certain
conditions of risk. In a typical experiment, & subject would win
an amount of money if a certain event occurred, or lose an amount
of money if another event occurred. The probability of the
occurrence of each of these events would be explicitly stated.
Subjects would be asked to make some evaluation of the worth of such
a gamble to them, or to order a series of gambles in terms of their
preferences.

The central problems in the study of these decisions have been:
(a) the development of procedures for deriving subjective scales of
the'probabilities and amounts of money involved in these gambles,
usually called subjective probability and utility scales, and
(b) the invesfigation of how these subjective probabilities and
utilities are combined in the making of decisions.

This paper is concerned with an important but neglected and
unresolved problem in this field, that of the interaction of utility
and subjective probability. 1In this context interaction means that
these two variables are not independent, in that, for example, the
utility of some outcome associated with an event would be different
when the subjective pfobability of the occurence of that event was

small and when it was large.

In this study we shall restrict our attention to interaction in
the sense of the dependence of subjective probability upon utility.
If an event has an outcome of value to the decision maker, does his

'preceived likelihood of the occurrence of that event depend on the



utility of that outcome, and does this perceived likelihood change
with changes in utility?

The remainder of this chapter will introduce briefly the concepts,
models and experimental situations that might be said to characterize
the field of decision making under conditions of risk, and suggest
three reasons why interaction should be regarded as a central problem
in this field, namely that
(1) independence of utility and subjective probébility is a fundam-
ental assumption of the expectation models which have dominated the
study of decision making under risk,

(2) recent research has emphasised the "information processing"
aspects of decision making, that is, it has asked how subjects put
together the information about probabilities and payoffs in a gamble
to reach some‘overall assessment of it's worth,

(3) interaction is a prediction of certain models_of human decision
making qther than the expectation models; so it may act as a test

of the relative merits of different models in predicting behaviour

in these risk-taking situations.



Gambles as a framework for the study of decision making.

The study of decision making is concerned with the behaviour

of individuals who are confronted with the problem of choosing

among various alternative courses of action on the basis of the

results they expect to follow from these actions and their preferences

among these results.

We may look for example at two decision problems;- the first is

a problem in medical diagnosis (from Luce and Raiffa,1957,p.309),

and the second a game.

A l. assert
tubercular

A 2. assert
not tubercular

2.

Al

State of nature.
Patient tubercular

classify tubercular
correctly

misclassify a
tubercular

State of nature.
E,1

win 50p

lose 50p

patient not tubercular

misclassify a non-
tubercular

classify correctly
a non-tubercular

E,2
lose 50p
win 50p



The payoff matrix sets out explicitly and without ambiguity
the outcomes that the decision maker can expect on the joint
occurrence of one of his acts and one of the states of nature. The
payoffs can be seen not only as motivators but also as instructions
to the subject, i.e. a payoff matrix helps to avoid ambiguous and
contradictory instructions. For example, in many psychological
experiments "perfect performance is specified as ideal, but no
information is provided which would enable the subject to evaluate
the reiatiVe undesirability of various kinds of deviations from
' perfection" (Edwards,1961b), or in multiple choice tests the
candidate might not know the consequence of omitting an item.

In the above payoff matrices the decision maker has to choose
between acts A1l and A 2. E 11 and E 2 hight be possible acts of an
opponent playing against the decision makér, in which case the
situation would be of the type analysed by game theory. If E 1 and
E 2 were states of nature and the decision maker had no information
about the likelihood of their occurrence or the assignment of
probabilities to'these states was meaningless, the situation would
be characterised as a game against nature, where nature is assumed
not to be hostile to the interests of the decision maker. A
discussion of cholce strategies available to the latter may be found
in Milnor (1954).

The study of decision making under risk is concerned with the
case where the decision maker can associate a probability with'each
state of nature. To look back at payoff matrix 2, the subject may
be seen as choosing between two gambles, A 1 and A 2, of the form:
Al win 50p with probability P(E 1) or lose 50p with prob.P(E 2)

A 2 win 50p with probability P(E 1) or lose 50p with prob.P(E 1)



That is, he has a choice between gambles where a gamble
consists of a set of outcomes, oi,i 1,2,..n contingent upon a set
of events ej,j=l,2,..n. Usually %p(ej): 1 and 15p(ej) L 0.

Most of the empirical work in=yecision making under risk has
been concerned with the study of subjects! behaviour in this kind
. éf gambling situation.

Each gamble can be characterized as a probability distribution
over a set of outcomes and can.be described in terms of it's moments.
A gamble with two outcomes a and b, with associated probabilities p
and q has as it's first momentsi-

Mean or expected value : E.V. = p.a.+ q.b, or more generally,iioi.pj

p.q.(a=b)

Variance Var.

Descriptive and normative models in risky situations have rested
on the fundamental notion of the principle of mathematical expectation,
that is, that one should choose the gamble with the highest expected
winnings, where the expected winnings of a gamble is it's expected
value. Models have differed in whether they considered that the
objective or presented values and probabilities in thevexpectation
equation were sufficient to describe the decision maker's values and
beliefs, or whether subjective counterparts, or utilities and sub-
jective probabilities, should be introduced. A utility can be
defined as a number which is assigned to each outcome and which fully
represents the desirability of that outcome to the decision maker.

Similarly subjective probability can be interpreted as a measure
of the decision maker's opinion about the likelihood of an event,
aithough the assignment of numbers to probabilities has traditionally
been made under certain'constraints.

The decision maker is thus seen as making judgements about the



desirability of outcomes and the likelihood of achieving then.

The problem that wé are concerned with in this thesis is whether
these judgements are made independently of each other. Does the
judgement about how valuable or desirable an outcome is depend on the
1ike1ihood of achieving that outcome? And dces the judgement about
how likely it is that an event will occur depend on the value or
desirability of outcomes associated with that event?

This problem has been called in the literature the question of
the independence of value and subjective probability. When fhese two
variables have not been independent of one another they have been said
to interact.

More particularly in this thesis we are concerned with the second
problem, that of fhe effects of the desirabiiity of outcomes upon
judgements of the likelihood of events. While the literature on risky
decision making is large the question of the independence of value and
subjective probability has not been much studied. Nevertheless it is
an important question. The remainder of this chapter will attempt to

place the question in the context of decision making under risk.



Models based on the expectation principle.

Using the expectation principle there are four possible models;
the expected value model (EV), the subjectively expected value model
(SEV), the expected utility model (EU), and the subjectively expected
utility model (SEU). The equatiohs for fhese models in two outcome
gambles with outcome a associated with an event with probability of
occurrence p, and outcome b associated with an event whose probability
of occurrence is q take the forms:

EV = p.a + geb

SEV= s(p).a + s(q).b

EU = u(a).p + u(b).q

.SEU= ua).s(p) + ul(vl.slq).

The expected value model.

The expected value of a gamble provides a convenient and useful
description of the stimulus material presented to the subject. It
has also been used by most authors as either a normative model which
prescribes an optimal criterion for choosing among gambles or as a
model descriptive of actuwal choices.

As a descriptive model it is uninteresting in the sense that the
behaviour it was describing would not be very interesting if it were
an adequate model, since the model uses only the objective parameters
of the situation and makes no allowance for individual differences.
Studies of it's descriptive power in experimental situations show that
it is inadequate in the range of bets which have very small
probabilities of winning or losing large amounts of money (Pruitt,

.1962), although any discussion of adequacy depends on the Predicfions
of other available models. Furthermore it can be seen to make |
erroneous prediqtions about behaviour outside the laboratory, for

~example in the purchase of insurance or behaviour in many lotteries.



It's status as a normative model is not clear; we might want to
talk in terms of subjectively optimal behaviour or of‘optiﬁal choices
given the decision ﬁaker's personai values and opinions about the
likeiihood of the occurrence of certain events, and in that sense the
SEU model might be taken as the normative one. On the other hand, the
decision maker might himself prefer the EV model, in the sense that, for

example, he might find the objective probabilities mére valuable as

information than his subjective judgemenés.

Interaction and expectation models.

The other threé models, the SEV,EU and SEU models require some
measurement of the subjective pafameters in the equations, i.e. some
measures of utility and subjective probability. Tversky (1967a)
writes, "The fundamentai assumption of all psychological expectation
models, which is independent of any particular measurement method, is
that utility and éubjective probability contribute indeﬁendently to
the overall 'worth' of a gamble. That is, judgements of desirability
of oufco@es are independent of judgements of likelihoods of events'.

Showing that utility and subjeﬁtive.probability were not independ-
ent in a given range of gambles would be sufficient to reject these
expectation models in ihat situation. Thus the question of independ-
ence is a crucial one for those attempts to predict decision making
behaviour by models which measure the desirability of outcomes and the

subject's judgement of likelihood of events.

Interaction and information processing aspects of gambles.
Experimental studies of gambling situations have shown certain
features of subjects' behaviour which seem pervasive and which cast
doubt upon the adequacy of the expectation framework.
The most prominent of these features have been

a) probability preferences - the preference for gambles which contain



certain probabilities rather than others, even when the less-~
preferred gamble is of equal or higher expected value, e.g., in the
studies of Edwards (1954 a,b) and Coombs and Pruitt (1960) and

b) variance preferences or the preference for gambles of one variance
rather than another, even if this means choosing a gamble of lpwer
expected value e.g. the study of Royden et al (1959). (Increasing the
variance of a ganmble has generally been seen as equivalent to
increasing the riskiness of that gamble).

This variability in behaviour could be accounted for by assuming
that subjects are following some expectation model but are making
errors in a task which does require a certaih degree of skill with
numbers, or that maximising the expected worth of a gamble is only one
of several rules governing decision making behaviour. Clearly both
these accounts require a shift in attention towards the study of the
information processing aspects of making decisions. 1In his general
discussion of judgements about multi-attribute alternatives, Shepard
(1964) writes; " the general problem of combining separate factors to
arrive at an overall decision really consists of two distinct‘sub-
problems: the subproblem of specifying an appropriate form for the
rules of combination and the subproblem of assigning appropriate weights
to the component factors'.

The SEU model as;erts that subjects' decisions can be accounted
for by an additive (i.e. linear and independent) combination of some
transformations of the objective scales of value and probability.
Particular interpretations of this general model would suggest the
form of these transformations without challenging the additive
combination rule.

The gamble provides four sources of information or "dimensions
of risk" to the decision-maker : the probabilities of winning and

losing (PW and PL), and the amounts to be won or lost (AW and AL).
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To produce a number such as a selling price or a rating which
represents the expected value to the subject of a gamble would require
the operations of addition and multiplication, i.e. EV = (FW.AW)+
(PL.AL).

To study the question of the independence of value and subjective
probability wouldvbe to examine the independence of the risk dimensions
for the subject, and to ask such questions as
(a) Do subjects attach more importance to some of the dimensions of a
gamble rather than to others, and do fhese differences depend on the
range of dimensions presented or the response method chosen?,Shepard's
weighting subproblem, and
(b) Does the processing of the values on some of the dimensions depend
on the levels of the values of the other dimensions, i.e. is there an
interaction between dimensions suggesting a nonadditive combihation
fule?

Interaction and alternative models;

So far attention has been concentrated on the predi&tions of
maximisation and expectation models about behaviour in a particular
kind of uncertain environment. These models have éome to dominate the
literature, both as descriptions of the actual choice situation, the
stimuli, And as explanatory models for the observed choicés and
evaluations, the responses.

It should be noted that other theorists have attempted to account
for behaviour under conditions of risk without refereﬁce to expectat-
ion models. Three such accounts which have considered the independence
of falue and subject;ve probability will be mentioned here:

(a) the analysis of'level of aspiration behaviour by Lewin, Dembo,
Festinger, & Sears (1944),

(b) Rotter's social iearning theory,Rotter (1966).
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(¢) Atkinson's study of motivation and risk-taking behaviour,

Atkinson (1957).

The following table summarises the concepts of these accounts

4

along with those of the SEU model.

value & subjective

theorist concepts resultant probability

Lewin . . subjective probab- force{weighted interaction
ility x valence valence)

Rotter ~ expectancy x rein-  behaviour independent
forcement value potential

Atkinson . expectancy x{(motive resultant interaction

x incentive value) motivation

SEU utility x subjective SEU independent
probability

(Table adapted from Feather, 1959)

It should be noted that, apart from the SEU model, these theorists
are interested in situations where the skill of the subject in bring-
ing about the desirable outcomes or in avoiding undesirable ones is
involved, rather than in those situations where the outcomes are con-
tingent upon chance factors. The experiments that have been carried
out have typically examined squectiVe estimates of success in rather
ambiguous tasks, where the instructions have encouraged subjects to
believe that success depended either on their skill or on events out-
side their control.

While these models have involved different terminologies amd have
examined different decision making situations these-models might be
rewritten in such a form that findings about the independence of value

and subjective probability would provide a test of their predictions.



CHAPTER TWO.

Introduction to Subjective Probability.
Perception of chance in experimental situations.

Qur concern is with decision making uhder conditions of risk,
where we are attempting to predict the choices and judgements of
subjects in situations which might be characterised as gambling
situations. Subjects will win some amount of money, AW if some event
E, 1 occurs or lose some amount, AL, if an event E,2 occurs. They are
assumed to make these.decisions in terms of the value to them of the |
amounts of money and their perception of the likelihood of the

occurrence of these events.

The qualification "under conditions of risk!" is meant to refer
to the nature‘of the events and to distinguish among certain classes
of decisipn which»involve alternative descriptions of these events,
These other classes have usually been called decision making under
uncertainty and decision making where skill is involved. Edwards
(19544) distinguishes between risk and uncertainty by suggesting
that the former refers to, "a proposition about the future to which
a number caﬁ be attached, a number that represents the likelihood
that the proposition is true",.for example the result of tossing a
coin, while the latter refe:s to propositions about the future to which
no accepted numbers can be attached and where "it is impossiﬁle for
you or me to find out what these probabilities may be or even to set
up generally acceptable rules about how to find out....(for example)
+« immediately after finishing this paper you will drink a glass of
beer".(both examples are from Edwards' paper).

Ellsberg: (1961) criticises this distinction by pointing out
that, just as subjects' perception of the likelihood that a coin will

fall heads when tossed can be inferred from wagers made by them on
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that event, so might probability distributions for the "uncertain'
events be inferred from wagers.

Rotter(1966) discusses the distinction between decisions where
chance and skill determine the occurrence of events by developing
the concepts of external and internal control of reinforcement; he
visualises a continuum at one end of which (the internal end) the
choice is determined by the skill the subject can bring to bear on
the event, e.g. some particular knowledge, while at the other end
(external) the event is characterised by "luck, chance, fateyee..
under the control of powerful others,....unpredictable because of
the great complexity of the forces surrounding him". Littig (1962)
makes the distinction : "skill orientation refers to the instruction-
ally induced belief that one's efforts can measurably influence the
outcome of an uncertain event and chance orientation to the belief
that one's efforts cannot influence such an event'.

To describe the kind of decision that we are concefned with in
this thesis, we may classify the types of experimental situations
according to the nature of the events in five ways, as follow:-
Class l.(skill). where the outcome of an evént is perceived by the

subject as being under his control.

Class 2. where the outcome of an event is perceived by the subject
as being under the experimenter's control.
Class 3. where the outcome of an event is perceived by the subject

as bring jointly determined by his and another subject's response.

This class would include those situations usually called two-

person experimental games.

Class 4.kchance). where the outcome of thg event is perceived by

the subject as being under neither his nor the experimenter's
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variation, by linking it up t0~énother variation (cause) or to a
regularity of variation (order, regular pattern). When the subject
arrived at the idea of chance he formed a system of expectations on
the basis of which he examined future events. These events would
then be seen as chance events when agreement was found between them
and the system of expectations. This systenm inéluded,(a) the sample
must respect the numerical proportions of the system of expectations,
both in the entire sample and in parts of it, and (b) there must be
no patterns or cyclical structure in the sample.

Thus in experiments the instructions and descriptions of the
agents may not be sufficient to lead the subject to assume that he
is dealing with chance events. While he may agree with this des-
cription of the situation initially, the sequences of outcomes of
events may lead him to abandon the chance hypothesis and to consider
alternative hypotheses, e.g. that the outcomes are being manipulated.

by the experimenter.



control.

Class 5.(uncertainty). where the subject is not certain about how

the outcome of events are controlled.

We shall be interested in decisions where the events belong to
Class 4, without implying that these are the only types of event to
which numbers which represent the subjective likelihood of occurrence
can be attached.

Three features of the experimental situation should suggest to
the subject that winning and losing depend only on chance - the
instructions, the agents that generate the events, and the sequence
of outcomes that is generated.

The instructions and the stimuli.

The experimenter will explain to the subject that the outcomes
are under neither his nor the subject's control. He will show to the
subject or describe to him the agent that will generate the outcomes.
In many cases, for example the throwing of dice, the tossing of coins,
the shuffling and drawing of cards, he might merely expect that the
subject will share his belief that the outcomes of such activities
depend on "chaﬁce". When the '"chance" experiment demands the mani-
pulation of outcomes by the experimenter the latter will attempt to
disguise this fact as well as he can.

The sequence of outcomes.

Bilodeau (1952) instructed his subjects to guess which of three
shells a pea had been concealed under, and found that after a certain
number of failures to find the pea subjects abandoned the hypothesis
that the pea had been placed at random under the shells.

Alberoni (1962a) studied the development of the 'chance! hiypo-
thesis in an experimental situation which involved the drawing of
colourea beads from boxes. He concluded that the subject formulated

the idea of chance when he could not explain a difference, or a

14
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Definitions of Subjective Probability.

"Probability" is a word which is widely used both in everyday
life and as a technical term. Feller (1968) distinguishes between the
formal logical content and the intuitive background of probability
theory. The mathematical theory of probébility does not refer to
judgements such as "Paul is probably a happy man' but to possible out-
comés of a conceptual experiment. He writes, "Before we speak of
probabilities we must agree on an idealised model of a particular
conceptual experiment such as tossing a coin, sampling kangaroos on
the moon etc. At the outset we must agree on the possible outcomes
of this experiment and the probabilities associated with them". The
sample space is concerned with the possible outcomes of real or con-
ceptual experiments and the point in the sample space represents thg
thinkable outcomes, defines the idealised experiment and may be left
undefined "in the same way as the terms point and line remain undefined
in geometry".

Unfortunately no adequate account can be given here of the attempts
of philosophers to decide how such agreements on the probabilities
associated with the outcomes of the experiment can be reached. In the
psychological literature short summaries of different positions are
given by Fishburn(1967) and by Cohen and Christensen (1970); more
detailed accounts appear in Savage (1954), E11is(1966) and in Kyburg
and Smokler (1964).

Essentially there are three types of connection between the math-
ematical theory and it's applications to experiments. The empirical
view identifies probability with the notion of the limit of a relative
frequency; '"to say that the probability that an A is a B is P is
simply to say that the limit of the relative frequency of B's among
A's (as the number of observed A's is increased without bound) is P".

(Kyburg and Smokler,1964,p.4). This type of probability statement is
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making an assertion about the world, and to find Qut the truth of
the statement we»must‘carry out an empirical investigation.

The logical school denies that probability statements are
empirical statements and ¢laims, '"Given a statemeﬁt, and given a set
of statements constituting evidence or a body of knowledge, there is
one and only one degree of probability which the statement may have,
relative to the given evidence" (Kyburg and Smokler,p.5). The
subjective school disputes the logical nature of this, and claims that
probability merely represents a relation between a statement and a
body of efidence, so that in any case there is no one c§rrect

‘probability that shoﬁld be assigned. While this probability value is
notruniquely determined and will depend onvthevparticular individual
who holds this degree of belief, subjective probability is not a
psychological theory; oﬁly certain combinations of degrees of belief
in reléted propositions are admissable. For example, if a person has
a degfee}of belief P in a statement S, then he should have a degree of
5eliéf i-P in not-S, where S and not-$ are complementarykevehts.

When &e refer in this thesis or in the literature on decision
making in psychology to subjective probability we are not :eferring
to this school of thought, but rather to some psychological theory.
The confusion in terms seems to arise from theyf;ct that both the
subjectivé school and psychologists' interests in thé behaviour of
subjects in chancé situatio#s come together i# workkwhich follows fhe
developments of von Neuﬁann and Morgépsterp in utility theory which
showed how utility measures copldtﬁe derived froﬁ preferencesAamong
gambles, i.e._combinations of prizes énd ﬁrobabilities, and which
examined the kinds of pfobabilities that»éhoﬁld)enter into fhgse
gambles. | | | « |

There are many differeﬁces Qf opinioﬁ in fsychology as fo the

definitions and descriptions of subjective probability which could be
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adopted. (Howard(1963) writes, "Psychological probability may be
defined as perceived mathematical probability", and alternative
definitions and descriptions are given by Edwards (1962a) ' a number
between zero and one, which describes a person's assessment of the
likeliness of an event', Luce and Suppes (1965): subjective probability
applies only when " a relative frequency characterisation of probability
is either not available or meaningful",

Slovic and Lichtenstein (1968a) " a subjective probability....can be
viewed simply as transformations of the scale of stated probabilities
«esothat are predictive of risk taking decisions. However subjective
probability is quite commonly interpreted as a measure of the decision
maker's opinion about the likelihood of an event'.

Cohen and Christensen (1970) criticise the definitions of Edwards
and of Luce and Suppes, drawing attention to the"psychological
impoverishment of such a point of view!, and writing "psychological
probability is rather a domain of study which embraces a wide range of
quantitatively different phenomena and which therefore requires a
variety of different measures. The domain is unified by the fact that
all the phenomena are characterised by some degree of subjective
uncertainty".

Wallsten(1971) writes, "subjective probability is defined only
within the framework of a theory....Without a theory, the construct ié
without operational meaning and measures of it cannot be interpreted".

The definition of subjective probability which will be found most
useful will be bound up with the question of what behaviour we are
trying to predict. In the title and in the previous chapter, our concern
is with decisions of the form, 'Win amount A with probability P or lose
amount B with probability Q'. The probabilities in this gamble are

assunjed to be known to the experimenter, and the subject is given



sufficient information to estimate or calculate them.

This type of gambling situation has been described as a
minituarisation of risky situations" (Coombs, 1971), and we are
interested in describing how the subject:. integrates this information
about améunts of money and the likelihood of winning and losing them
into some overall judgement of the attractiveness to him of the gamble.
More specifically this thesis asks whether or not the judgement of one
dimension of this information is independent of the level of another
dimension.

Historically, description of this judgement process has involved
constructs called utility and subjeqtive érobability where these have
referred to some transformations of the presented outcomes and
probabilities whiqh wouid best predict subjects! judgements. Since the
probabilities in the gambles have been displayed to the subjects
research has been carried out to investigate the relationship between
these’displayed probabilities and subjects' estimates of them.

Research into subjects' evaluations of and choices among gambles
does not of course represent the total knowledge about this kind of
problem in psychology, and any model which would attempt to predict
behaviour in these‘situations would need to consider whatever
psychological knowledge was available and relevant. Examples of such
knowledge would be the work an the integration of infofmation from

several dimensions into one overall judgement, e.g. Shepard, 1964,
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Anderson, 1970, Hoffman, Slovic & Rorer, 1968, or the work on subjective

probability outside this gambling framework and using a less narrow
conception of subjective probability, e.g. Alberoni, 1962b, Cohen,196%4,
Cohen and Hansel, 1956,

If subjects' behaviour in these gambling experiments could be

Predicted by using only the objective displayed probabilities then
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theorists in this field would not need to concern themselves with
subjective probability. This would not imply that subjective
probability was not an interesting research problem; rather it would
be making a statemgnt about this class of decision making situation,
Whatever informati;n about the nature of such subjective probabilities
as would best predict behaviour in this situation would add to our
knowledge of subjective probébility without replacing it, and would
need to be evaluated by those researchers working on other situations
or concerned with predicting other kinds of behaviour.

In these gambling experiments there is assumed to be an agreement
between the experimenter and the subject that the outcomes of an
experiment are due to chance. The experimenter will calculate the
probabilities of the different outcomes by the application of math-
ematical érobability theory. This situation is different from those
where the outcomes are‘brought about by the skill of the subject, by
some combination of chance and skill, or by the experimenter's
manipulations. In these cases the experimenter can only calculate the
probabilities of the different outcomes by examining the subjects'
responses,‘and no acceptable method exists to resolve any difference
between the subjects' and the experimenter's estimates of the
probabilities. Where the experimenter has recourse to mathematical
probability theory to calculate the probabilities he does not need to
assume that the subject is applying or is even familiar with that theory.
Rather he infers subjective probability from their decisions, Jjudgements
of frequency, or assignments of numbers to reflect the stfength of their
belief that some outcome will occur, and compares these inferred
probabilities with hisgbwn calculated ones.

Experiments reported below will show that the fit between these

inferred and calculated probabilities is often very good indeed, even

in problems such as Bayesian probability revision where the calculation
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formulae to apply.
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CHAPTER THREE.

Subjects' Estimates in Static Situations.

Probability Calculus.

"The mathematical theory of probability should first provide a method

of defining and identifying the probability of any specified outcome

or 'event! happening as the result of performing an operation or
ttrial' of the system. Secondly, probability cglculus must define how
probabilities of basic events are combined to give probabilities of

more complex events". (Gray, 1967, p.l).

While a later section of.this chapter considers the assignment by

subjects of numbers to eveants, numbers which reflect their perceived

likelihood of the occurrence of events or the perceived frequency of
some event, we shall examine first the gxtent to which combinations

of these assigned numbers correspond to the calculus of mathematical

probability thebry.

The laws of probability theory are well known and need only be
summarised here. All possible outcomes of a trial or a system may be
regarded as a set, and the event E is that subset of the sét of all
possible outcomeé in which the event E happens.

1. The scale. Thé probability, P(E), of the occurrence of event E
takes on any Vélues between O and I, where impossible events will
have zero probability and certain events will have unit probability.

2. Mutually exclusive events.

Addition theorem. If E, 1 and E, 2 are two mutually exclusive -
events the probability that either E, 1 or E, 2 happens is the
sum of their independent probabilities.

P(E,I U E,2) = P(E,1) + P(E,2), and in gemeral,

P(E,1 ¥ E,2...0 Eyie..V E,,. ) =£’P(E,i).

Multiplication theorem. If E,1 and E,Z‘are two independent events
the probability that both E,l1 and E,2 happen is the product of

their individual probabilities, P(E,1ME,2)=P(E,1).P(E,2), and in

general, P(E,10E,2...0 E,y) = JT P(E;)
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Complementary events. If E,1 and E,Z are complementary, i.e.they
are the only possible outcomes on a trial, then one of them must
ocecur and P(E,1) + P(E,2) = 1. Knowing the probability of one
event we can calculéte the probability of the bther, ie.e.
P(E,1)=1-P(E,2)

P(E,2)=1-P(E,1)

3, General events. When E,1 and E,2 are not mutually exclusive, then

Addition theorem. If E,l and E,2 are two general events the
probability that at least one of E,l1 and E,2 happens is the sum
of their individual probabilities diminished by the joint
probability that they both happen. .

P(E,1UE,2) = P(E,1) + P(E,2) - P(E1 E2)

Multiplication theorem. If E, 1 and E,2 are general events the joint
probability that they both happen is the product of the probability
of E,1 and the conditional prébability of E,2 when E,l1 happens, or
the product of the probability of E,2 and the conditional
probability of E,1 when E,2 happens. |
P(E,1 E,2) = P(E,1).P(E2[E1l) = P(E.2). P(E1}E2)

4, Independence. When we refer to independent events over a series
of trials, we ﬁean that the érobability of event E,1 on trial_l will be
the same as the probability of the same event on trial n. For example,
if the. probability that a coin should show heads when tossed is 1/2,
P(H) = 1/2, then no matter how often the coin is tossed the probability
that it will show heads on any one toss remains 1/2. These results
refer to the toss of an "idealised" coin in a conceptual experiment,
e.g.the coin is not biased and it will not fall on it's side; in an
actual experiment the outcome of for example 100 heads in 100 tosses
might'lead one to rejedt the hypothesis that P(H) = 1/2; the coin

might be biased or the tosser might have some control over the outcomes.
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Subjective Probability and the Laws of Mathematical Pfobability.

Complementary events.

Edwards (1954d) writes, "Intuitively it seems necessary that if we
know the subjective probability of E we ought to be able to figure out
the subjective probability of ﬁot-E, and the only reasonable rule for
figuring it out is sugtraction of the subjective probability of E from
that of éomplete certainty". He goes on to show that, for more than
two complementary events, the acceptancg of this subtraction theorem,
with the idea of a subjective probability scale bounded at O and I,
means that the subjective probability scale must be identical with the
objective probability scale. In the case of two events, the only |

subjective probability scale not identical with objective probability

nust take the form:

Unfortunately little data is available on this question, since
most experiments have used response devices which ensure that the
probabilities sum tovunity, and the evidencevwhich does exist in the -
literature shows no coﬁsistency in the results and no systematic
examination.of the problenm.

In ﬁrobability revision tasks, where Bayes theorem is appropriate,
Phillips et;al.(1966) had subjects revise their estimates of the
probabilities of four hypotheses. The estimates of one subject summed
to unity, but those of the other subjects summed to more than unity

as they tended to revise their estimates for the most likely
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hypothesis upwards without making corresponding decreases in the
probabilities of the less likely hypotheses. In an experiment with
two hypotheses, Marks (1968) found that the sum of the two complement-
ary probabilities was greater than one. In addition, subjective
probabilitieé corresponding to low objective probabilities were over=-
estimated and to high ones underestimated.

Alberoni (1962b) asked his subjecte to estimate various binomial
sampling distributions for a sample size of four. The sum of the
estimated probabilities for the different outcomes consistently
totalied about 0.85. On the other hand, Cohen and Hansel (1956) found
that subjective probabilities for complementary events summed to unity
Mwithin the limits of random variation" in an experiment involving
lottery tickets.

When subjective probabilities have been inferred from choices among
bets they have been shown to sum to approximately unity (L?ndmann,
1965, Tversky,1967b), and to less than unity (Liebermann, 1958),
while Tversky (1967a) found that they only sumnmed to one when certain
assumptions were made about the utility for gambling.

The question of the sum of complementary probabilities has not
been systematically investigated as a problem in it's own right, and

no conclusions can be reached on the available evidence.
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Combinatorial rules.

Beach and Peterson (1966) found that estimates for unions of
mutually exclusive events equalled with high reliability the sum of
estimates for the component events, when probabilities of three
different classes of events were estimated - a binomial sampling dis-
tribution,1seven different eveﬁts in a probability learning task, and
the probability of each of seven Republicans obtaining Presidential
nomination.

Barclay and Beach (1972) examined four combinatorial rules when
subjects estimated probabilities like 3 "Imagine someoné that you know
will get a car for graduation. What is the probability that it will

be a Chevrolet? That it will be a Ford? That it will be either a

Chevrolet or a Ford?"

The four correct rules were:

P(A) + P(B). Union of mutually exclusive events.

(1) P(AU B) =

(2) P(A U B) = P(A) + P(B) - P(Af?B) Union of nonexclusive events.

(3) P(AM B) = P(A)P(B). Intersection of independent events.

(4) P(AN B) = P‘(A,'B)P(B) = P(BJA)P(A). Intersection of nonindependent

events.

Subjects' estimates of the simple events were combined using
both the cérrect rules and incorrect rules (including incorrect addition
rules in cases 3 and 4 above), and these combinations compared with
subjects' estimates of the compound events. The correct rule fitted
the responses much better than the incorrect rules, and responses were
close to the predictions of the correct rule. The discrepancies took
the directions: in condition 1, "the S's estimates fur the probability
of the union tended to be proportionally lower than the sum of the

estimates for the elementary events'", and "in conditions 2-4, the 8's



27

estimates for complex events are slightly overestimated.'"(p.183).
Barclay and Beach compared the multiplication rule with the'
incorrect addition rule in condition 4, and found the latter rule to
be inferior. These results are in contradiction with those repofted
by Cohen (1972), that the compound estimate greatly overestimates
the multiplication of the simple probabilities in a target search task,
who asks does the subject "fail to appreciate the multiplicative
reasoning required and assess the chance of gaining a prize.by some
pseudo-additive operation" (p.43.).
Unfortunately this is another problem where different fesults

have been reported by experiments which differ greatly in design.
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Conditional probabilities.

In a meter reading experiment (Howell and Funaro,1965) subjects
had to guess which of two meters on a display had the higher reading
given the reading fof only one of them. After several hundred trials,
subjects were able to judge the conditional probabilities with con-
sideraﬁle accuracy. Their median judgements were most accurate for
probabilities lower than 0.5; higher probabilities were consistently
underestimated.

The next chapter considefs further subjects'! estimates of con-
ditional probabilities in thg Bayesian probability revision task.

When subjects are asked to judge the degree of contingency between
two binary variables they tend to make their judgments,‘not on the
basis of the conditional probabilities, but on the frequency of some
events which are consistent with the hypothesis of a contingent relation
even though these events may be insufficient to confirm this hypothesis.
Smedslund (1963) had nursing students judge the degree of contingency
between a symptom and a disease. These judgments were based mainly on
the frequency of the joini occurrence of the symptom and the disease,
ignoring the other three event combinations-the frequency of the symptom
without the disease, the absence of the symptom both with and without
the disease. Their judgements were unrelated to the actual degree of
‘contingency.

Ward and Jenkins (1965) presented a task where subjects estimated
the extent to which they coula make a light go on. Their subjects made
their estimates only on the basis of the frequency of agreements
between their intention and the occurrence of the light, i.e. they took
only confirming evidence into account. The authors rejected the hypo~

thesis that demands on the subjects' memory had forced them to attend
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to favourable events only - the subjects made good estimates of all
the event frequencies, and concluded that "statistically naive subjects

lack an abstract concept of contingency that is isomorphic with the

statistical concept'(p.241).
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The idea of independence.

Alberoni (1962b) reports some experiments where subjects are shown
a box containing red and blue beads in certain proportions. Beads are
sampled with replacement from this box and each subject is asked to
predict, after seeing a sample of a certain size, which colour the next
bead drawn will be. When the number of red and blue beads in the sample
was the same, there was a tendency (93 replies out of 120) to predict
the colour which had not shown up for longest, e.g. r was predicted
after the samples bbbrrrb and rrrbbrbb. He quotes one of his subjects
as saying "it is like tossing a coin - if the coin does not fall tails
for a time, it is more likely to be tails'.

Further evidence of a failure to see the outcomes of independent
binary events as independent is presented by Cohen and Hansel(1956).
When a sequence of three outcomes was shown to the subject and he was
asked to predict the fourth outcome, there was a marked tendency to
predict the non-preponderant colour, and the longer it was since the
non-preponderant colour had appeared the greater this tendency.

Cohen (1972) summarises research on the development of the idea of
independence. In children of 6 years old there is both a tendency to
alternate the response from the previous prediction, particularly when
that prediction has been successful, and a tendency to predict the
outcome which had up to then occurred with less frequency. The idea of
independence emerges only at the age ;f 12; "But the idea of dependence
continues to be held, even by the?same person, in two forms. In one
form it favours a continuation of‘similar outcomes. In another form it
favours the non-preponderant outcome; that is, there is a negative
recency effect".(Cohen,1972,p.32).

Another example of gseeing an outcome as being related to the
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preceding sequence of outcomes is given by Alberoni (1962b); when the
beads in a sample have a cyclical arrangement, e.g. brbrbr or bbrrbb,
Asubjects tended to respect this arrangement when predicting the next
outcome (81 replies our of 120). TFor this experiment the sample size
needs to be small; when it is larger, subjects ;ee the sample as being

incompatible with the hypothesis that it has been drawn by chance

(Alberoni,1962a).



A note on Psychological Probability.

The preceding sectione have briefly considered relationships
between subjects' estimates of probabilities and the laws of
prébability theory. The search for what might be called "Subjective
laws" is a large and interesting field of research. Reviews of
such researéh appear in Cohen (1964,1972), Cohen and Chfistensen
(1970), and Petersdn and Beach (l967).v Our interest here is in the
behaviour of subjects in particular experimental situations and in
inferences about subjective probability froﬁ such behaviour. Ve
have only sufficient space to suggest some of the work that is being
carried out in the field of Tpsychological probability' and to make
a comparison between some of its findings and those of the

experiments to be discussed in the following section.
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Judgments of frequency and proportion.

The probability component in gambles and risky decision situations
is typically based on the relative frequency of an event or on the |
proportion of a stimulus that has some specified attribute. This
section will examine the literature on subjects! direct estimates of
proportion and of relative frequency.

Two examples of the experimental paradigm may be considered. The
first,e.g.Philip(1947) involves the presentation to the subject of a
card or tramsparency containing red and black dots in an irregular
pattern. While the total number of dots in the pattern was held:
constant the proportion of red to black dots was varied. The task for
the subjects was to estimate the proportion of dots of a specifiéd
colour. The second experimental situation, e.g.the study by Simpson
and Vosg(1961),involves the subject watching two lights flashing for a
total frequency of fifty times. The proportion of times that each
light flashes is the proportion which the subjects are asked to judge.
It can be seen from these examples that the entire sample of events is
presented either serially or simultaneously to the subject. Precautions
are taken to prevent the subjects from simply counting the number of
dots or the frequency of each light, e.g.by restricting the time allowed
for examination of the stimulus.

The results of all the experiments they reviewed led Peterson and
Beach (1968) to conclude,'the most striking aspect.... is that the
relation between mean estimates and sample proportions is déscribed
well by an identify function. The deviations from this function are
small". In the experiment by Philip(1947} described above there was a
linear relationship between presented and estimated relative frequency.

Robinson (1964) presented a more difficult task to his subjects. They
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were asked to estimate the mean of a binary distribution of flashing

lights; this mean was continuously varied during the task, i.e.the
N _

-

relative frequencies of the lights were not stationary. .He varied the
rate at which the flashes were presented, the magnitude and sign of
the change in mean, and the size of the population of flashes from
which the sample was drawn. His subjects performed very accurately and
he concluded, "it seems unlikely that probability estimation.is.or-at
least need be a limiting factor in human binary decision making'.

The deviations from an identity function‘which do arise seenm to
occur in two consistent and different ways. Either low frequencies
are overestimated and high ffequencies underestiméted (Case 1), or low

frequenciés are underestimated and high frequencies overestimated
(Case 11).

Case 1 results. Stevens and Galanter (1957) used the same kind of
stimulus display as Philip, but extended the range of jroportioﬁs of
dots displayéd; Their reéults were a further example of Cése li and a
plot of judgment against froportion had an inverted S shape. Eflick
(1964)obtained similar resulté ﬁhen the stimﬁli were présented serially,
as did Attneave (1953) whose subjects judged fhe relative fréquency

of letters of the élphabet iﬁ a sample. Two experiments on probability
estimation show a Case 1 relationship; Komorita (1959) asked subjects
to estimate the oddé‘against the oécurfencé of a certéinvnumber of
heads showing whénvseveral coins were tossed. Sﬁbjects weée‘most
accurate when 1éss coins wefe tossed and when the proﬁéﬁility to be
estimated waé about 0.5; they overéstimated low prQbébilities and
underestimated high probabilities. waérd (1963) reports similar
findings when subjects were asked to solve 33 probiems in probability

theory. Unfortunafely he neither states what these problems were nax.
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presents quantitative results.

Case 1l. Case 11 results have been shown by Nash (1964) and Pitz
(1965,1966) who both used a design similar to that of Erlick(1964).
Similar results are reported by Shuford (1961), who presented subjects
with a matrix contailning different proportions of red and blue squares
on a white ground, and by Simpson and Voss (1961) whose design was
described earlier.

It is not clear from comparisons among the experimental designs
why subjects' deviations from an identity function should fall into these
two groups. -Further research needs to be carried out into this question,
since the results are relevant to the interpretation of behaviour in
decision situations which include probabilistic information.

Further information concerning the judgement of relative frequency
and proportion is available in these studies. The accuracy of subjects!
estimates increases with longer presentation times (Erlick, 1961,
Robinson, 1964), with the length of the sequence of elements (Erlick,.
1964), and with practice at the task (Simpson and Voss, 1961). If we
assume that subjects are able to gather larger samples during longer
presenfation times or longer sequences then estimates based on these
larger samples would be expected to be more accurate and have a smaller
standard error of estimation.

Judgments at the extremes, i.e.of very large or very small
propértions have certain features. Subjects make smaller errors
(Robinson, 1964), make fewer errors (Stevens and Galanter, 1957) have
smaller response variance (Shuford, 1961), énd have shorter reaction
time (Johnson, 1955). . It seems that discrimination is poorer at the
middle of the frequency range when the number of dots of the two colours
or of the relative frequency of lights is similar.

Erlick (1961,1963a,1963b) investigated the effects of various methods
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of grouping and clustering of the stimuli on the perception of
relative frequency. Selected letters of the alphabet were flashed

at short, regular rates on a small screen, and subjects were asked to
decide which of the letters had been presented with the higher or
highest frequency. Erlick found that when two events are of equal
frequency the event having the higher degree of clustering is estimated
as having the higher relative frequency of occurrence. When subjects
make estimates about the frequency of groups of letters rather than
of individual letters they are less accurate when the size of the
groups of letters increases. A further experiment (1963b) considered
differences in the method of display. In a symbolic display, one of
four letters would be presented on one screen; in a spatial display
one symbol appeared on one of four screens, and in a combined display
one of four symbols appeared on one of four screens. Accuracy of
decision was higher in the spatial display condition, and adding the
symbolic cue to the spatial cue did not lead to superior performance.
It seems to be the distinct physical representation that is the

important feature of these judgments of relative frequency.
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Discussion.

"It seems unlikely that probability estimation is, or at least
need be, a limiting factor in humanrbinary decision making".

There seems to be some support for this conclusion of Robinson(1964).
The relationship between judgment and objective frequency in estimation
tasks is close to the identity function. There is evidence of deviations
from this relationship in the estimation of high and low frequencies and -
proportions, but experimenters have not considered them large.

Such results are encouraging to those working in thevfield of»
decision making under risk, since the risky information in gambles
typically involves the judgment of relative frequency or proportion by
the subjects. For example, Tversky in his application of conjoint
measurement techniqués to the staling of utility and subjective
probability (Tversky, 1967a,b), and Slovic who has studied infprmation
processing considerations in the evaluation of gambles (e.g.Slovic and
Lichtenstein,1968a,b) both employvthé area of a spinning wheel to
represent the probabilities of winning and losing in the gamble.

While performance is good in these tasks, which demand the estimation of
proportions and frequenqies, and this knowledge is useful for the study
of the evaluation of gambles, it can be argued that the subjects' task
in these experiments is simple, or rather that the use.of simple rules,
such as matching rules, approximates well tpe required‘résponse. In
such experiments the subject has only to move a pointer alonga ten -~ or
one hundred - point scale to show "how much" of the event is "there'.
When accuracy, in the sense of being close to the presented frequencies
or objective probabilities, is the criterion of good performance, then
performance is good even when the estimation task is a difficult‘ong,

as for example in the revision of probabilities in a Bayesian situation,
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where'the changes in the sample composition could result in changes in
the probabilitiés of as many as six hypotheses (as in the study of
Schum, Goldstein, Howell & Southard, 1967).

When however the response is not a simple estimation one, but
involves reasoning about pfobabilities or an "intuitive!" understanding
of independence, and the combination of probabilities, then performance
is less good, where the criterion of good performance is the laws of
probability theory. The results of experiments which have used these
laws as criteria have been summarized above. Further evidence of a
discrepancy between subjects' reasoning about probabilities and the laws
of probability theory comes from research reported by Alberoni (1962b)
and Cohen and Hansel (1956). Subjects expect the proportion of Balls
of different colours in a sample to mirror the proportions in the parent
population, and seem to have no clear notion of sampling variability.
When subjects are asked to construct samples they have preferences for
certain kinds of arrangement in the sample, e.g. for homogenous or
‘symmetrical arrangements. When they are preéented with samples which
show order and pattern they do not believe that the sample has been
drawn by chance when it is large.

Tversky and Kahneman (1971) administered a questionnaire
containing sampling problems to a meeting of American Mathematical
Psychologists who might not be thought to be naive subjects, and reported
that these subjects had no clear idea of sampling variability.

A reading of the literature on decision making would suggest that
these two kinds of experiment, the one looking af probability estimates
and the other at subjects'! ideas about chance, sampling etc., were
concerned with different problems, or different aspects of behaviour.

It seems.tc this writer however that it is an implicit assumption of

estimation experiments that ideas and expectations about independence

and sampling underlie subjects' estimates when making decisions.
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Subjects are being asked '"how likely is it?" rather than "How many
are there?".

The reasons for using judgments of frequency and proportion in
the study of decision making have been that the objective frequencies
provide a norm against which subjects' judgments may be compared, and
that the expected values of gambles may be calculated. TIwo points with
regard to these objectives might be considered. There is a distinction
between the estimation of probabilities in terms of judging relative
frequency and estimation in the solving of problems in probability
theory familiar to students in text books such as Feller (1968) or as
populariged by Huff (1979) in his book, 'How to take a chance'. The
kind of reasoning involved in these problems might be a closer
representation of, or a model for, decision making while still yielding
'objective' probabilities. Secondly, an experiment by Galanter (1962)
revealed a marked consistency among subjects in their judgments of
brobability statements such as, "You can break a raw egg with a hammer;
July 4th. will be a hot day; You would survive an aeroplane crash',
under three different methods of probability estimation: a paired
comparison design, a 100 point rating sqale, and a magnitude estimation
procedures. Such consistency might provide an alternative framework for
studying decisions and preferences among gambles. Cohen and his
associates, e.g. Cohen, 1964, have carried out much research using
such a framework.

While studies in probability estimation have raised many questions
it is regrettable that there has been no systematic investigation of
them. Further research needs to be carried out, and some problems may
be identified here.

(1) In judgments of frequency, some experimenters have found that high

frequencies are underestimated and low probabilities overestimated while
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other apparently similar experiments report opposite results;
(2) the question of whether complementary subjective probabilities

sum to one;

(3) Subjects' notions of sampling, and the relationship of these notions
to probability estimates.

We are concerned in this study with the question of the interaction
of value and subjective probability in the decisions made by subjecté in
certain well defined decision situations; some of these decisions will
involve the revision of probabilities in the light of new information,
and these will be discussed in the following chapter. The remainder
will include the estimation of frequency and proportion, and the results
reported above suggest that subjects can make such estimates very
accurately, except, perhaps, when estimates of large and small frequencies
have to be made. The role that the presented information and subjects!'
estimates play in decisions can be identified by inspection of the
distributions of decisions. For example subjects' evaluations of the
worth of gambles, or the distribution of their preferences among
gambles, may be compared with the expected valués of the gambles, which
summarizes the presented information about the payoffs and the
pfobabilities of échieving them.

Our concern is with the ability of simple models to predict
behaviour in this simple task, with the problem of inferring subjective
probability from the decisions that subjects mgke, and with deciding
whether or not these inferred probabilities are independent of the
payoffs included in the decision situations. OCur conclusions will be
about behaviour in'these kinds of situation; the generality of the

results would be a question for further research.
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CHAPTER FOUR.

Subjective Probability: Revision of Estimates in

Sequential Situations.

An enormous amount of research has in the last ten years been
concerned withAhow subjects revise their opinions as to which of two or
more hypotheses are true in the light of new evidence. If two or more
populations are well described to the subject, and hg is asked to estimate
the likelihéod that a particular sample has been drawn and to revise these
estimates when the sample is changed, Bayes theorem prescribes what these
estimates and revisions should be. This theoren mighf be most clearly
expressed by considering a typical éxperimental situationf

Each of‘two urns contains N red and blue balls in proportions known
to the subject. Urn R contains r red balls and (N-r)blue balls, while
Urn B contains (N-b) red balls and b blue balls. The erperimenter. chooses
one of the urns - the subject_does not know which - takes a ball from it,
informé the subject of thg colour of the ball, replaces it in the urn,
shakes the urn and it's contents well, and takes out another ball. He
continues in this way, sampling with replacement, until the subject has
seen a sample of a certain size. The subject is then asked to state how
likely he feels it is that ;he sample has been drawn from urn‘R, and how
likely from urn B.

Bayes theorem.

Let D be the data or the sample seen.

- Let HR be the hypothesis that urn R was chosen for sampling, and HB
the hypothesis that urn B was chosen.
Then, given
(a)‘the sampling was with replacement, so that the data are conditionally
independent in the sense that the probability of a ball of a particular

colour being drawn is independent of the result of the preceding draw
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but dependent on the frequency of balls of that colour iﬁ the two urns,
and (b) that the hypotheses aﬁe mutually exclusive and exhaustive, Bayes
theorem shows that. the probabilities of the two hypotheses under
consideration, given the data, are

(1) P(ER|D) = k.P(D|HR).P(HR).

(2) P(EB]D)

represent the prior probabilities of the hypotheses, or the

k.P(D|HB).P(HB), where P(HR) and P(HB)

probabilities of the hypotheses before any data have been seen.

P(HR|D) and P(HB[D) are the posterior probabilities, or the probabilities
of the hyfotheses after the data have been seen.

P(DJHR) and P(D)HB) represent the likelihood of the data, or the con-
ditional probabilities of the data given the truth of the particular
hypothesis, and the constant k ensures that P(HR[D) + P(HB|D) = 1.

If the subject is asked to respond by stating the odds in favour of
one hypothesis, say HR, then these may be compared with the odds as
given by Bayes theorem, which can be computed by dividing equation (1)
by equation (2) to yield (3)—Q~.= L.dLy wherefo refers to the prior
odds in favour of the hypothesis, and L is the likelihood ratio of the
data.

Mosf experiments have simpiified the situation further by
(a) making the prior probability of each hypothesis equal so that
P(ER) = P(#B),f2= 1, and the posterior odds in favour of a particular
hypothesis equals the likelihood ratio of that hypothesis,

(b) using binomial populations where r= byi.e. the number of red balls in
urn R equals the number of blue balls in urn B, so that (&) P(r‘HR) =
P(b}HB) = p

(5) P(b]HR) = P(r|HB) = q, and p + g = 1.

Under these conditions the likelihood of r red balls in n draws-is



n-r 2r-n _ r-(n-r)
L(r’n) = q: pn_ » = xq = Eg_;
- p) (p

Only'the difference between the number of red and blue balls in

the sample is relevant in computing the posterior odds.

43
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Bayesian revision and conservatism in experiments.

Researchers have typically compared subjects' estimates of their
posterior odds with fhe odds as calculated from Bayes thecrem. The
number of experiments reported on this topic is enormous, and this
chapter can only aim to bq an introduction to the more iﬁportaﬁt problems
raised by this research. Those studies that have béen concerned with the
‘siée of the sample taken by subjects when thgy'are permitted tollook at
as much data a&s they wish before making a decision, and those which have
included payoffs for estimates or decisions a;e discussed in Chapter Six

which considers subjective probability as inferred from sequential

decisions.

The subject's task.

The statistician who calculates the posterior odds of each hypo-
thesis given the necessary formula is involved in several operations and
probability estimates. Values must be assigned to the prior probabilities
of the hypotheses and to the likelihood of the data given each hypothesis.
These values must then be entered into an equation and thé necessary
algebraic computations performed. While much research has been carried
out into the study of subjective posterior odds or probabilities, workers
have not explicitly stated that they éxpected their subjects to carry out
these operatiéns. Their subjects are asked to give "intuitive
estimates", and these are then compared with the od&s as worked out by
the research worker using Bayes theorem. To provide independent variables
" for the experiments they have manipulated the components of the Bayesian
equations, for example‘the prior probabilities, the amount of data in the
sample, the number of hypotheses to be considgred, and the diagnosticity
of the data. This review of the literature will discuss these as

determinants of performance in this probability estimation task.
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Dependent variables.

First, attention will be given to the'dependent variables, the formg
in which subjects give their estimates. Bayes theorem permits the
results of computation to be expressed in terms of posterior probability,
P(HID), or in terms of the posterior odds in favour of one hypothesis, |
02, =L Q,.

If, as has Beep shown above, certain constraints are placed upon
the composition of the populations and the prior odds are 1, then.LZ,z

(q,/p)r-b and the likelihood ratio and posterior odds are a function
of the difference between the number of red and blue balls in the sample.
If the equation is transformed into logarithmic form and log.le , is
treated as the dependent variable, the response measure will be a linear
function of the difference between red and blue balls.

Peterson, Schneider and Miller'(l965) developed a measure of the
degree to which performance corresponds to Bayesian or optimal perform-
ance, introducing the Accuracy Ratio; A.R. = TLLR/LLR, which is the
ratio of the log. odds or likelihood ratio inferred from subjects'
estimates to the log.likelihood ratio derived from Bayes theorem. An
accuracy ratio of less than unity indicates that the subject's revision
of opinion in the ligﬁt of the data is less than the revision calculated
from Bayes theorem. The accuracy ratio is not defined in the case when
the difference in the number of red and blue balls in the sample is
zero.

These four measures of performance,

a) posterior probability estimates, or PPE.

b) posteriarodds.

¢) log. posterior odds, or log. likelihood ratio, ILLR,
d) accuracy ratio, A.R.

are mathematically equivalent. Odds of piq convert to probabilities with

the transformation, p/(p + q), for example odds of 2:1,1:1,1:2 are the
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“equivalent of the probabilities 2/3,1/2,2/3. BSubjects give their
estimates in terms of probabilities or odds. It does not of course
follow that psychologically these measures are equivalent, aﬁd con-
sideration of their characteristics suggest that they are not. Slovic
and Lichtenstein (1971) point out, "the amount of change in P(H[D)
induced by a single datum decreases as the probabilities prior to the
receipt of that datum become more extreme. Subjects may have
difficulty coping with this nonlinear relationship between stiﬁuli and
response®. (p.698). This would affect inferences about subjects!'
estimates_if these subjects had a tendency to change their judgmentb
in equal steps as the data increased.

If subjects are also unwilling to use the extremes of the
probability scale bounded by the éxperimenter at O and 1, they may not
be properly informed that émall changes in their estimates may have
major consequences when converted to likelihood rétios or posterior odds,
these not being so constrained. For example the posterior odds of
9:1,19:1,90:1,& 900:1 convert to the probabilities 0.9,0.95,0.99, &
0.998 respectively.

Phillips and Edwards (1966) compared the effects of different
response modes. The‘task involved drawing poker-chips from bookbags,
two hypotheses had equal prior probabilities of O0.5,and fifteen
sequences each containing twenty draws or items of data we;e,shown to
the éubjects. In addition to changing the bookbag compositions three
response devices were used. The first groﬁp of subjects estimated
ptobabilities by dividing 100 white discs between two troughs, the
height of the discs in each trough indicating the probability of each
hypothesis. Th; second group estimated odds by setting a sliding

pointer on a scale of posterior odds spaced logarithmically; the odds
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scale extended from 1:1 to 10,000:1. The third group, the continuous
probability scale group, estimated probabilities by setting a sliding
pointer on a scale of probabilities, where the spacing of the prob-
abilities on the scale was determined by converting the probabilities
to odds and scaling the odds logarithmically. The scale extended from
0.5 to 0.9999. For all three groups the subjects' revisions of opinion
were smaller than those prescribed by Bayes theorem. When the bag
composition was close to 50-50 the method of responding made little
difference. When the proportion was more diffe:ent from 50-50, and
therefore the information was more diagnostic and revisions of opinion
should be larger for each datum, revisions were smallest in the prob-‘
ability estimation, i.e. the first, group. TFor the subject, as for the
statistician, there is more scope for expressing changes in opinion on
odds scales when more extreme estimates are called for.

Conservatism.

When subjects' estimates are compared with the Bayesian posterior
probabilities the result mentioned above, that they extract less than
the optimal amount of certainty from data, has proved to be a pervasive
phenomenon, énd was described by Phillips and Edwards as "conservative
performance'. Much attention hHas been directed t§ the study of
conservatism and the effect upon it of varying prior probability, bag
composition, and sample size.

If the subject is asked to revise his estimate after seeing one
extra datum or a sequence of data, conservatism is defined as eithef,
a) the change in probability estimate is less than the change prescribed
by Bayes theorem,

b) by the slope of the line relating ILLR to LLR is less than unity,

¢) the accuracy ratio is less than one.
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Effects upon conservatism.

1. Prior probabilities.

Instead of sampling from two bookbags with two hypotheses under
cohsideration the subjects may be informed that there are t bookbags,
i of which are characterised by one composition of balls and nzt-m
characterised by another.l The prior»probability of the hypothesis under
consideration, m/t,‘can be varied by changing the value of n.

Phillips and Edwards (1966) chose ten bookbags, and the prior
probability that the predominantly red bookbag would be ch0sen took
on the values 0.3,0.4,0.5,0.6, and 0.7; subjects gave their posterior
probability estimates by changing the height of discs in a’trough.
Subjects' estimates were converted to'inferred log. likelihood ratios,
and their revisions were found to be conservative in allrprior prob-
ability conditioqs.

Peterson and Miller (1965) reported a systematic relationship
between prior probability and accuracy ratic when they used a wider
range of prior probabilities, 0.1,0424003...40.9, and their subjects
expressed their probabilities by moving a sliding pointer along an
equal’interval probability/scale. Subjects became less conservative
and accuracy ratios increased with the more extreme prior probabilities.
It is not clear whether this relationship between prior probabilities
and conservatism is due to the more extreme probabilities or to the
difference in response mode. Subjeets may have ignored the originel
sett%ng of the pointer and moved_the pointer by a fixed amount as they
observed data, a practice which would reveal conservatism‘when the
‘accuracy ratio was’computed. |
2. Bag composition.

When the difference in the number of red and blue balls in‘the

bags is greater the observation of one datum is more diagnostic in the



49

sense of reducing more uncertainty and allowing a larger revision of
posterior probabilities. Edwards (1965) has defined a statistic of
diagnosticity E(z) in terms of the expected value of the logarithm of
the likeiihood ratio for one draw. If the proportion of red balls in
the first urn is p and in the second q where p+ q=1, then the value of
this statistic will be for bag 1, E(z,1) = (2q—l)log2q/b and for bag 2,
E(z,2) = -(2q-l)log2q/§. |

Thus diagnosticity can be expressed in terms of bag composition,
and researchers have varied bag composition to examine it's effect upon
conservatism. Typically they have found that more diagnostic data leads
to greater conservatism (Peterson, duCharme & Edwards, 1968, Peterson &
Miller, 1965, Phillips & Edwards, 1966,Pitz, Dowﬁing & Reinhold, 1967).
One of these studies (Peterson & Miller) also showed that when the
diagnosticity of the data was very low subjects in fact extracted more
certainty from the data than Bayes theorem would permit.

3. Amount of data.

When the populations are binomial and r b,i.e.the number of red
balls in urn R equals the number of blue balls in urn B, so that
P(r]dR)=P(b|4B), and P(B[HR):p,P(rIHB):q and p + q = 1, only the
difference between the number of red and blue balls in the sample is
relevant when computing posterior probabilities. Experiments have held
"this difference constant and varied the size of the sample, for example
by presenting 2 red and 4 blue balls or 12 red and 14 blue balls. Pitz
(1967) and Shanteau (1970) found that larger sample sizes yielded lower
posterior estimates and provided evidence of greater conservatism.

Pitz, Downing, & Reinhold (1967) and Peterson, duCharme, & Edwards (1968)
did not control the differehce between red and blue balls but varied the
sample size so that, as the sample size increased, the diagnosticity

. of the data tended to increase as well. These authors similarly found
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evidence of conservatism increasing with sample size and diagnosticity.
This effect was confirmed by Peterson, Schneider, & Miller (1965) who
presented identical sequences of 48 data items but divided this data
into 48 trials of 1 item, 12 of 4,4 of 12, and one of 48 items.

L, number of hyﬁotheses.

The preceding sections have looked at conservatism in experiments
which included samples from two populations with two hypotheses under
consideration. Bayes theorem can be extended to deal with more complex
tasks, for example, Schum et al.(1967)presented their subjects with a
simulated military threaf diagnosis situation where '"six hypotheses
generated data from as many as twelve multinomial data classes". In such
complex multinomial tasks sﬁbjects alsq_show conservative revisions of
opinion, and conservatism which increases with increases in the
diagnosticity of the information, e.g. Martin and Gettys (1969) Phillips,

Hayes, & Edwards (1966) and Schum, Southard, & Wumbolt (1969J).

Hypotheses about conservatism.

The principal finding of these studies is that subjects process
information in a conservative manner. Their probability revisions are in
the direction specified by Bayes theorem but are smaller. This tendency
is more marked with increases in the diagnosticity of the data and in the
amount of data seen, and with less extreme prior progabilities of the
hypotheses under consideration. Three explanations have been put forward
to deal with the phenomenon :- misperception, misaggregation, and response
bias (Slovic and Lichtenstein,1971).

The misperception hypothesis suggests that subjects do not clearly
understand the nature of the data generator and misperceive the like-
lihood of the data under the alternative hypotheses. This would suggest

that the source of conservatism is the P(DIH) estimates. Peterson,
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duCharme & Edwards (1968) asked their subjects initially for estimates

of P(D]H) and P(H]D), and then gave them information about sampling

distributions and sho#;d; examples of P(D|H) before asking them for

further estimates of P(H|D), the posterior probabilities. They found

that subjects! conservative P(H]D) estimates could be explained by their

misperception of P(DJH) and that there was some reduction in conservatism
" following the instructions. Pitz & Downing (1967) gave subjects similar

instructions and allowed them to refer to histogram displays of the

theoretical sampling distributions, but found no reduction in conservatisnm

following this instruction.

The misaggregation hypothesis as put forward by Edwards (1968)
suggests that subjects have difficulty in aggregating various pieces of
informationvto produce & single response. This and the misperception
hypothesis are not mutually exclusive in the sense that evaluation of
P(DIH) includes the aggregation of several itéms of data. To contradict
the misperception hypbthesis the misaggregation hypothesis should state
that subjects perceive P(D’H) correctly but fail to produce accurate

P(E]D). The experiments of Pitz and Downing (1967) and Peterson et.al.
(1968) suggests that such an hypothesis would not be sufficient to account
for conservatism. However, Edwards et al.(1968) found that a machine'
which combined subjects' estimates of P(DIH) made superior posterior
estimates to the subjects' own estimates. They also report results
which support both the misperception and the misaggregation hypotheses.
Subjects misperceived the impact of each datum and were not consistent
in that misperception in a subsequent aggregation task.

Relevant to both these hypotheses in the case whefe the P(D'H) are
small. Bayes theorem is concerned with the likelihood ratio, or the
relative likelihood of one hypothesis when compared with alternative

hypotheses, so that the likelihood ratio may take on a large value when
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the P(DJd) are all small. Vlek (1965) hypothesised that when the
P(DJH) are small they are seen by subjects as uninformative, and
conservative posterior estimates are given. It is not clear which
hypothesis about conservatism this result would support. Beach (1968)
constructed decks of cards, each card having a letter written on it in
red or green ink. Subjects were asked to estimate the posterior prob=-
ability that the letter cards drawn had been sampled from the .
predominantly green rather than the predominantly red deck, given complete
information about the frequency of each colour of letter in each deck.
Likelihood ratios were held constant but the relative frequencies of the
letters were varied. Subjects were more conservative when dealing with
small P(D[H), suggesting that misperception of small.P(DIH) was the
important factor.

The response bias explanation was formulated by duCHarme (1970).
He hypothesised that subjects made more optimal responses when giving
responses in the odds‘range from 1:10 to 10:1 (a range of probabilities
from l/il to 10/&1) but were conservative when judging outside that
range. In an experiment subjects had to decide whether observed samples
of heights came from a male or female population. Their responses were
only optimal within a central range of posterior odds and were con-
servative outside that range.

It would seem that some combination of these hypotheses is needed
to account for conservatism in posterior probability estimation. It has
not been shown that subjective probabilities are revised in any con-
sistent fashion with incoming information, nor are subjects usually aware
of the form of Bayes theorem or the ¢omputations involved in its
application. While sensitive to the variables in the experiment,subjects

are behaving in an intuitive rather than in a computional manner. The

experimental paradigm is a complex aggregation task involving the ratios
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between hypotheses. It is.not clear what subjects in the experiment
are actually aggregating. The combination of a complex task and simple
fesponse measures taken with the question of whether an odds or a
probability scale is used would seem to favour a response bias
explanation. To test this, further research should be carried out
involving large and small P(D[ H), subjects' estimates of these,
instructions about aggregation, and simple binomial situations. Bayes
theorem as a descriptive model.

In probability revision tasks subjects' performance is compared
with Bayes theorem, which is the model statisticians would use to
revise their opinions. The theorem may also be considered as a des=-
criptive model of subjects' revisions. Their revisions are similar to
those of the model when the estimates called for are within a certain
range, and subjects have shown themselves sensitive to changes in the
parameters of the model. Nevertheless the distinctive feature of
subjects! performance is the conservatism of their revisions ¢ they fail
to extract all the certainty possible from the data.

Phillips and Edwards (1966) revised the Bayesian model by
introducing an "inefficiency!" parameter to account for conservatism.
They replaced the equation for posterior odds,—Q'E-' L—-ao 6Y-Q|=L{-a-c
where L' is a power function of L,L' = L°. The authors fitted the
parameter ¢ to subjects' responses and found that this model described
well other responses in several experiments. The fitted parameter c
is a function of p, and the model "holds only for values of p that are
greater than about 0.6, when p is less than 0.6 ¢ becomes a function
of both p and r-b. However this model with ¢ as a function of p only
describes median performance for each group very well"(Phillips and

Edwards, 1966).



This model assumes that subjects! likelihood ratios are
conservative to some fixed extent, it makes no assertions about the
origins of conservatism, and it has not been tested in a wide variety
of situations, e.g. with changes in the diégnosticity of data or with
data which are not binomial symmetric. It might nevertheless be thought
that a Bayesian model could describe subjects' revisions with some
amendments to allow for conservatism and where subjects' responses are
averaged. Howeﬁer some findings about order effects suggest that Bayes
model is not the appropriate one.-

Effects incompatible with a Bayesian model.
A.Pfimacy and recency effects.

Some studies which have required subjects to make probability
judgments after each separate datum have reported primacy effects, i.e.
data early in the sequence are more influential and lead to larger
revisions, e.g. the studies by Dale (1968), Peterson and Ducharme (1967),
and Roby (1967). Two investigations have shown recency effects, where
data later in the sequence are more infiuential, namely Pitz and
Reinhold (1968), and Shanteau (1970). Such order effects are common in
other tasks which involve the integration of seriallj presented
information, e.g. studies of impression formation, (Asch, 1946), and
opinion change (Anderson, 1959). | |
B. Inertia effects.

The concept of inertia was introduced by Anderson (1959) to
describe that part of an opinion which becomes incfeasingly resistant
to change as information accumulates. Pité, Downing, and Reihhold
- (1967) found that subjects revised their P(H,D) estimates ﬁuch less

following evidence contradictory to their currently favoured hypothesis
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than they did after confirming evidence. Sometimes these estimates
moved towards greater certainty after a single disconfirming datum was
observed. The idea that inertia stems from stfong comnitment to one
hypothesis and a consequent unwillingness to consider other hypotheses
was supported by Pitz(1967) who found no effect if judgment had to be
made only after seeing the entire sample. Géller and Pitz(1968) found
that subjects expected disconfirming data to occur when the informatidn
is probabilistic in nature, and a similar effect was found by this
author, whose subjects often postponed decision if a run of data of one
colour was drawn until some disconfirming evidence was obtained
(Crozier,1969).

These features of subjects' performance - primacy and recency
. effects, and a tendency for the weight given to each datum to depend on
the make-up of the preceding sequence of data - run counter to the
predictions of the Bayesian model, which requires that subjects treat

-

each datum in the sequence as being of equal weight.

Alternative models to Bayes theoremn.

Several models have been proposed to predict subjects' revisions’
without being based on a rigid Bayesian framework. These are briefly
described below with an evaluation of their success in predicting the
pervasive features of subjects' behaviour, conservative revisions and
order effects.

I. Simple division rule (Marks, 1970). ;

In the binomial symmetric situation 2,=_.Rgs where IKp/q)r’b.
Marks (1970) suggested that subjects used a simple division rule to
estimate the probability that a sample came from a given population by
the relative frequency of the coloured chips, i.e. instead of the

likelihood ratio being a function of the difference r-=b,L would be the
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ratio r/b if red chips predominated in the sample. Audley (1970)
concluded, '"Marks showed that this rule accounted for most of the
results in the literature, including cases where over-estimation
replaced conservatism"(p.178). This simple model is only applicable to

certain decision situations, and makes no predictions about order

effects.
2. Linear model (Pitz,1969).

Pitz presented this model in a paper read to the British
Psychological Society Mathematical and Statistical section meeting
in London, December 1969. To the Bayesian model in logarithmic form,
1og.J%= log.L + log. o, or ¢ﬂ =L +\¥e he added a primacy-recency
factor};(and a randonm error termEto produce the modified model

| = . QQ'FL-* €. He made the assumption that E:was normally distributed
and tested the model with an analysis of variance of the normal deviates
derived from the proportion of decisions following each sequence of
events. He found that, "several systematic interactions cast doubts on
the validity of the msdel", and that to account for other discrepancies
in the model it would need to be assumed that the error term Ef had a
large negative correlation with %@ o« While this model is wrong in
detail; it is the first attempt to deal with both conservatism and order
effects within the framework of a formal model.
3+ Additive model (Shanteau, 1970).

This author discussed behaviour in a task similar to the Bayesian
one in terms of Integration theory. Subjects were shown seﬁuences;of
white and red beads which had been sampled with replacement from a box.
They were presented with two tasks. In the first, Estimation, after
seeing a sequence they had to estimate the proportion of white beads in

the box. In the Inference task they had to judge the probability that
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the box contained more white than red beads. Rather less information
about the populations has been supplied in comparison with the ‘typical
Bayesian task.

The Integration theory equation for these tasks was Rn = wi.si,
where Rn is the response at serial position n, and si and.wi are the
scale and weight values of the stimulus event at serial position i.
Thus the response at serial position n in the sequence of data is the
sum of the products of the weight and scale éalues of each data item
in the sequence up to that point. In the estimation task, the scale
value of a sequence is the sample proportion of white beads while the
weight value depends on the serial position of the sample and the size
of the sample. In the inference task, the scale value takes on the
value O or I depending on whether the proportion of white beads in the
sample is éreater than 0.5, and the weight value again depends on the
serial position of the item. In both tasks the scale and weight values
should be independent._ The model is tested by constructing stimulus
sequences of factorial designs of whité and red beads, and using
analysis of variance techniques'fo test the additivity of responses and
to estimate the weight parameter at each serial position.

Shanteau found that this model fitted the data of a number of
experiments to the extent that additivity of responses was supported,
that there were marked differences in weights at different serial
Positions indicating and measuring order effects in the sequences of
data, and that subjects treated the estiéation and inference tasks ag
being similar. This last finding is of particular interest, since the
typical Bayesian task is, in these terms, an inference tasx; it may be
that in fact subjects are treating the Bayesian task as an Estimation

task.
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An important advantage of this model is that its test has brought
out pervasive features of performance in probability revision tasks
rather different from the normal Bayesian one. A model within this
framework could usefully be applied to Bayesian tasks.

L, Belief States model (Roby, 1965).

-

Roby (1965,1967) developed and tested a model to deal with changes
in subjects' belief states in the light of new evidence. A belief
(B-state) is based on the concept of an assignment of probabilities to
a specified set of possible states of the world (E-states), and this is
a personal probability distribution over possible states of the world.

| If an urn contains four chips, either one, two, or three of which
are red and the remainder white, and if the subject believes these fhree
states of the world to be equally likely, his initial B-state may be
represented by the probability vector BO=1/3(I,I,I). The subject draws
a chip with replacement and readjusts his B-state in the light of this
new evidence. Subjects' performance can be compared with Bayesian
‘revision of opinion‘and can also be analysed in terms of certain functional
properties of B-states developed by Rob& (l965),e.g.
Resolution (relafed to consefvatism). Does the B-étate exhibit more or
less certainty about the true state of the world than is warranted by
the evidence,
Convergence. Does the B-state tend uniformly tewards complete resolution
as compared with a normative standard.
Order and inertia effects may be tested, ;s well as the question of
whether the set of B-state dimensions used by a subject is necessary
and sufficient to account for the evidence he has received.
Roby's test of the model showed that while subjects' performance

was close to Bayesian predictions there was evidence of both
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conservatism and the disproportionate weighting of early evidence.
Unfortunately this model has been neglected since its introduction,

perhaps because of its mathematical complexity.

Discussion.

The preceding discussion has emphasised the ability of Bayes theorem
and certain other models to predict details of subjects! performance
in probability revision tasks. While features such as the conservatism
of such revisions and the existence of primacy, recency, and inertia
" effects cast doubt on the ability of these models to predict close
details, it can nevertheless be maintained that subjects' estimates can
be approximated by the statistical theorem. Subjects are sensitive to
changes in the number of hypotheses, the composition of the populations,
the prior probabilities, and.the amount of data presented, and it nmust
be noted that probability revision is a difficult task involving the
estimation of likelihood ratios, i.e. the ratio of the likelihood of
one hypothesis to the likelihood of alternative hypotheses. It may be
of course that subjects do not see their task as difficult as this;
they may only be estimating or indicating the proportion of red and
blue chips or balls in the sample without needing to consider the
likelihood ratios of the hypotheses or even to look very closely at the
composition of the populations. There is only indiredt evidence that
they do so, although it should not be surprising that they simplify the
task especially in those experiments where binomial symmetric popqlations
are used and only the difference between red and blue balls in.the sample
is relevant to posterior opinion. Evidenée that simple strategies are
used may be inferred from the findings of Marks (1976), who showed that
a simple division rule could account for many of the findings in the

literature, and Shanteau(1970) who found that there was little difference



60

in subjects' behaviour in inference and estimation tasks.

In comparison with the research reported in the previous chapter,
this field of subjective probability has resulted in the systematic
investigation of the empirical problems arising out of earlier research.
Where the problem of conservatism is concerned for example, the problem
was first identified, work was then directed to discovering which
variables affected it and which did not and the range of responses which
seemed to be conservative, then hypotheses were formed and tested about

the causes of such behaviour, and finally formal models of behaviour

have been considered.



CHAPTER FIVE.

Subjective Probability Inferred from

Introduction.

The previous chapters on subjective probability considered
experiments which presented subjects with probabilistic material and
asked them directly for subjective probability judgments, i.e. asked
them questions of the form, "how likely is it that...?" $his method
is reminiscent of the magnitude estimation task of psychophysics, and
has the aim of plotting subjects! estimates against the objective
probabilities.

An alternative method is to ask subjects to make decisions,
typically about gambles, and to infer their subjective probabilities
from some measure of their preferences among these gambles.

An early experiment whose results are still widely quoted may serve
as an example of such inference methods. Preston and Baratta (1948)
presented a series of cards to small groups of subjects. Each card
offered an opportunity to win a certain number of points with different
probabilities. Each card was auctioned off to the highest biddef. The
subject's bid was divided by one hundred (the number of points to be
won) to yield an estimate of subjective probability, and the authors
inferred by such a method that small probabilities of winning were over=-
estimated and larger ones underestimated. |

There are two problems in drawing such conclusions. Firstly it
must be assumed that the utility of points is linear with the amount
of points. If subjective probability (s.p.) is inferred from the
equations Bid = s.p. x Points, so s.p.= Bid/Points, then there will be a

different inferred s.p. for each different utility for points. The
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second problem is that this inference model assumes that Bid = s.p. x
points and not some other model or combination rule. For example, the
pleasure of gambling for its own sake or a desire to avoid very risky
situations may determine bids in addition to the utilities and subjective
probabilities.

The first section of this chapter, on inference from utility models,
will discuss the research on subjective probability inferred from
gambles where some attempt has been made to measure subjects' utility
functions. In particular our emphasis will be on tests of the S.E.U.
model, since we wish to discuss the interaction of value and subjective
probability with relation to this model. The measurement problems
involved in the test of the S.E.U. model have proved difficult to solve,
and only a few experiments have been carried out to yield inferred
subjective probabilities. An overview of the literature will be presented
here followed by a brief summary of the details of some of the principal
experiments.

The second section of the chapter will discuss determinants of
subjects' evaluations of gambles with emphasis on the question of
whether the two constructs of utility and subjective probability are

sufficient to understand such behaviour.
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Subjective Probability Inferred from Utility models.
I. An Overview.
We may see the work on the measurement of utility as starting
from the work of Voﬁ Neumann and Morgenstern (1944) who provided a
method for measuring utility on aﬂ interval scale given that subjects!
preference orderings among simple gambles satisfied certain conditions.
Their utility model was essentially normative and concerned with
describing how decisions out to be made rather than how they are made.
They assumed that the decision maker could:
(1) state a preference or indifference between any outcomes, and
(2) completely order probability combinations of outcomes, e.g. could
state indifference between obtaining 7p for certain or a 50-50 chance
of gaining 10p or nothing.
Since the origin of an interval scale is arbitrary, '"nothing" could be
defined as equal to O utiles, and since the unit of measugement is also
arbitrary 10p may be defined as 10 utiles. Then, in this example, the
utility of 7p will be 0.5u(I0) + 0.5u(0) = 5 utiles, where the expected
utility of a gamble is the sum of the outcomes weighted by the
probabilities of obtaining these outcomes. By varying the probabilities
and using already found utilities it would be possible to discover the
utility of any other amount of money.
It is necessary for the application of such a method to behavidur
that
(a) risky propositions can be ordered in desirability,
(b) the concept of expécted utility is behaviourally meaningful,
(c) choices among riskj alternatives are made in such a way that they

maximise expected ﬁtility. ¢
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It has subsequently been thought by psychologists that the
probabilities by which the utilities are to be multiplied should be
subjective counterparts of the objective probabilities, i.e. that
decision makers maximise subjectively expected utility or S.E.U. This
model has come to dominate the work on the measurement of utility and
subjective probability.

This S.E.U.model of course only suggests that when subjects are
presented with gambles which include amounts to be won or lost and
probabilities of winning or losing they behave as if they.are maximising
their subjectively expected utility. in such a form the S.E.U. model
may be of such generality as to defly contradiction. For example,
while utility and subjective probability functions are usually thought
of as transformations of the objective amounts and probabilities, this
is not required by the model which only looks for such measurement
scales as will satisfy the subject's preference orderings.

In practice the model is seen as including at least three
assumptions (Tversky, 1967a).

I. The independence principle. Utility and subjective probability
contribute independently to the overall worth of a gamble.

2. The invariance assumption. Utility is risk-invariant and no utility
for gambling is allowed. |

3+ The complementarity notion. Subjective probabilities of complementary

events add to unity.

‘Experimental work.

In an early experiment Mosteller and Nogee (1951) based a measure-
ment model on the method suggested by Von Neumann and Morgenstern (1944)

and described above, and derived utility and subjective probability
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asserts that where there are no restrictions on the sum of complementary
subjective probabilities, then utility and subjective probability must
both be measurable on at least ratio scales.

More recent advances have permitted the testing of the S.E.U.
model and the derivation of utility and subjective probability scales
without making the assumptions needed by Mosteller and Nogee and
Davidson et al. These advances have been the development of conjoint
measurement theory by Luce and Tukey (1964) and Tversky (1967¢), and
of integration theory by N.H.Anderson (Anderson, 1970 and Anderson and
Shanteau, 1970).

Both these measurement methods make use of the assumption that
utility and subjective probability contribute independently to the overall
worth of a gamble, where the notion of independence is related to the
absence of significant interaction terms in the analysis of variance.

Additive conjoint measurement involves the ordering of a dependent
variable under different combinations of two (or more) independent
variables. "For sufficiently rich empirical systems of this type, a
simple axiomatization in terms of the joint effects of two’(or more)
factors yields an interval scale measurement of the additive type',
(Coombs, Dawes, Tversky, 1970 pp 25-26). The existence of additivity
demands the transformation of the scale values such that the entries
in a data matrix cell, e.g. a matrix of bids or preference orders, will
be an additive combination of the row and column components, e.g. the
probabilities and amounts of money.

Tversky (1967a) applied this model to derive utility and subjective
probability scéles in a simple gambling situation, where subjects

could win an amount of cigarettes or sweets or win nothing. Additive
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scales for their Eubjects. However they did not measure these functions
independently and their subjective probability scales agaih depend on
the assumption that the utility of money is linear with the money
values. ''his assumption was also made by Edwards (1955) who assumed
that the utility of N identical bets was equal to N times the utility
of one such bet. Davidson, Suppes and Siegel (1957) did not make this
assumption, but looked for two events whose subjective probabilities
were equal; their concern was primarily with the measurement of utility
and their method would make the location of several subjective
probability points unwieldly and very difficult.

All these early experiments relied upon making assumptions aboﬁt
one of the scales in order to yield measures of the other; these
assumptions included (a) the linearity of money with the utility of
money, (b) an‘identify function relating probability and subjective
probability, or (c) that utility and subjective probability were
independent (for example, once Davidson et al found their even£ with
éubjective probability equal to 0.5, they had té assume that this
Probability did not change throughout the experiment and that it did not
change when presénted with different amount of money or in different
gambles).

In an important theoretical paper, Edwards (1962a) pointed out the
logical difficulties of such assumptions. His Theorem Three asserts
that if the subjective probabilities of mutually exclusive and exhaustive
events sum to unity, and if the subjective probability scale is bounded
by O and I, then the subjective and the objective probabilities must be

identical. Theorem One, based on the proofs by Luce (1959) concerning

the possible relationships between variables measured on various scales,
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solutions could be found for inequalities derived from the data matrix
of subjects' bids, and Tversky used this finding to derive interval
measurement scales under two different S.E.U. models, one where
subjective probabilities summed to unity but utility need not be risk
invariant, and one where the complementary summation rule did not hold,
but utility must be risk invariant. Neither of these two models is
compétible with the classical S.E.U. model, but both successfully
predicted an independent set of responses of the same subjects.

In a second experiment, Tversky (1967b) used the finding of
additivity of bids for gambles where a certain amount of money or nothing
could be won to measure the utility of money on a power functién. In
both these experiments subjects overbid for gambles of low expected
value and underbid for those of high expected value, but their
probability functions were close to the objective probabilities. Wallsten
(1971) reported siﬁilar results.'when he applied the_additive model to
judgments of indifference between gambles.

Anderson and Shanteau (1970) applied integration theory to
evaluations of the worth &£ gambles. Integration theory involves showing
the absence of interaction between row and column components in a
factorial design of amounts of money and probabilities and using this
additivity to find subjective scales. Additivity was satisfied for
simple one-cutcome gambles, but there were significant interactions when
two-outcome gambles were considered. Their scaled utilities and
subjective probabilities were not close to the objecti;e values.

Clearly dévelopment in the measurement of utility and subjective
probability functions will be closely related to the development of
measurement theory in psychology. Of the present theories conjoint

measurement has the advantage that it is applicable with data on



ordinal scales and a search is made for transformations of the data

that will satisfy additivity, but it is as yet difficult to apply,

and can only be used in the simplest situations. Integration theory

is relatively easy to apply to more complex gambles, but a numerical

or continuous response scale is required, and it is not clear how to
interpret interactions when they occur. In addition, '"random error in

a multiplying model could have a multiplying effect, and that would
inform the assumption of homogeneity of variance'", Anderson and Shanteau
(1970 p.44s).

Since the relationships between the models are not known, apart
from their dependence on analysis of variance techniques, it is not
clear why their derived utility and subjective probability functions
should differ. When no assumptions are made about the form of its
distribution, subjective probability is close to objective probability
(Tversky 1967b, Wallsten 1971) or else high probabilities are under-
estimated‘(Anderson and Shanteau 1970). Subjective probabilities of
complementary events sum to close to one (Tversky,1967a). Both models
support the hypothesis of the independence of utility and subjective
probability, and both predict behaviour better than the alternative
expectation models such as the E.V.model.

While in general some form of the S.E.U. model and in partiéular
the notion of independence are supported, these findings do not rule
out the possibility that there are other determinants of the worth of
a gamble, particularly in two-outcome gambles, such as its preceived
risk or variance preferences. If these could be measured or shown to
be important, different utility and subjective probability scales would

be needed to fit the response data.

68
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Subjective Probability Inferred from Utility Models.

2. Methods in Measurement Experiments.

(1) Mosteller and Nogee (1951).

Subjécts were faced with the choice of (a) refusing a. bet so that
no money changed hands or (b) accepting tle bet:to win A with probability
P or lose 5 cents with probability I-P. When the subject chose to bet
50% of the time he was assumed to be indifferent between the two options
(a) and (b), so that P.u(Ad) + (I-P)u(-5 cents)=u(0). The origin and
unit of measurement of the utility scale are chosen to be u(0)=0 and
u(-5) = -I, so that by selecting events with appropriate probabilities and
varying A until the subject was indifferent between the options it was
possible to find the amounts of money corresponding to various points
on the utility scale.

The authors assumed in their measurement of utility that subjective
probability equalled objective probability. In a second analysis of their
data they assumed that utility is linear in money,i.e.that u(X)=zaX + b,
to infer subjective probabilities by a similar method to the above,
except that the probabilities are the unknowns in the equation. The
inferred probabilities are presented here for two groups of subjects,
students and National Guardsmen. The former group tended to underestimate
all probabilities, while the latter tended to overestimate them. The
Probabilities refer to the likelihood of holding certain hands at poker

dice.



P " Students. Guardsmen.
0.667 0.54 0.56
0.498 0.47 0.50
0.332 ~0.30 0.36
0.167 ~ 0.16 0.28
0.090 0.081 0.18
0.047 0.038 0.083
0.0I0 0.008 o 0.052"

While their method may be queétioned gn many points (e.g. by Davidson
etal 1957), it need only be pointed out here that their measurement of
subjective probability depends on the questionable assumption of the
linearity of the utility of money.
(2) Davidson, Suppes, Siegel(1957).-

These authors attempted to find two complementary events of
equal subjective probability, to use this pair of events.to-determine
utility functions for money, and then to use these utility functions to

determine the subjective probabilities of other events. Subjects were

presented with two options:

l. : 2.
X A if event E
Y B if event not-E

If the subject is indifferent between the two options then
s(E)u(X)+s(not-E)u(Y)=s(E)u(A)+s(not-E)u(B), where u: is a utility
function unique up to .a linear transformation, and s is a subjective
probability function which assigns a unique real number between zero
and one to an event. They hypothesized that there existed a chance
event E' such that s(E')=s(not-E'), and that its subjective probability

was independent of any particular outcome. If this is true then the
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equation can be transformed into u(X)-u(A)=u(B)-u(Y¥), and this equation
used to find amounts of money equally spaced in utility and thus to
obtain interval scale measurement of utility. Then the subjective
probabilities of other events could be found subject to the constraint
that for any event, E,s(E)+s(not-E):I.

After rejecting the toss of a coin, the tossing of two coins, and
the throw of a die (so that either even or odd numbers could turn up),
they found their complementary chance event in the tossing of a die with
two nonsense syllables, each on three sides.

The results of the experiment were
(a) of utility curves obtained for 15 subjects, 12 had curves which were
not linear in money,

(b) for a single chance event with probability of 0.25, 4 out of 5
subjects had s(P) less than 0.25, and the average was 0.206.
Subjective probability was independent of the particular outcomes used.

Certain points should be made about this experiment, the first to
attempt to measure subjective probability on the basis of empirically
determined utilities. The method uses differences in utilities between
alternatives so that a utility scale cannot be determined for a set of
alternatives which are chosen in advance, ife.one must search until one
finds a set of alternatives with the required characteristics. In
addition there is the difficulty when basing the analysis on the assumbtion
of indifference that the subject will change his mind during the
experimental session. No attempt was made to use the scaled values to

predict choices among other gambles, while only one other subjective

probability point was identified and then only for a minority of subjects.
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(3) Tversky (1967a).

Eleven subjects (inmates of a prison) judged the worth to them of
amounts of cigarettes and sweets using the minimum selling price method.
Similarly they judged the worth of gambles where they could win these
commodities with certain probabilities éiven by the proportion of
black spots on a wheel of fortune. The gambles took the form - win A
with probability P or win nothing. The interval scale utility of
winning nothing was défined as zero, an@ the responses were arranged in
a data matrix whose D(a,plentry was the estimate of the worth of the
gambles (a,p).

Tversky proved the theorem that for gambles of the form (a,p) the
S.E.U.model is satisfied if and only if the matrix D is additive, i.e.
theré exist real valued functions u,f,g defined on'D,A,P respectively
such that (I)u(a,p)=f(a)+g(p), and (2) u(a,p))u(b,q) iff D(a,pl>D(b,q)
for all a,b in the set A and all p,q in P.

To test the additivity of the matrices he examined the number of
inversions in each subject's matrix, and found that the S.E.U.modél
was supported. A further‘test, where a logarithmic transformation was
appiied to the matrix entries and interaction tested in an analysis of
variance, confirmed strict additivity of the data, so that subjects'
bids could be expressed as simple additive (or multiplicative)
combinations of prizes an& probabilities of winning.

To derive unique measurement of utility and subjective probability,
further constraints had to be imposed on the S.E.U. model -to yield two
versions: |
Model I. Subjective probabilities of complementary events sum to one.
With this assumption, Tversky consfructediutility scales and then used

these scales to solve for subjective probability functions.
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Model 2 assumed that utility was risk invariant, i.e. that the utility
of a commodity in a gamble was the same as the utility of the same
commodity when it was presented alone. By substituting the latter
utility for the former in the equation, subjective probvability scales
could be constructed without being subject to the constraint of summing
to one.
Under model I most subjects overestimated the low probability (0.2),
and underestimated the high one (0.8). The subjective probabilities
of the other events coincided with the objective ones (0.4,0.6). TUnder
moael 2 subjective probabilities exceed the objgctive ones everywhere
for all but one subject. The average sums of probabilities of
complementary events for the eleven subjects were 1.57,1.06,1.39,1.42,
1.11,1.07,1.07,1.00,1.26,1.17,1.32,1.22.

Tversky concluded that "the basic finding of over-bidding for
risky offers and underbidding for riskless ones may be explained by
either (I) a positive utility for gambling, or (2) a general over-
estimation of the objective probabilities. Thus the data are explicable
by either of two incompatible additive models, each of which contradicts
the classicél S.E.U. model™. Becker and McClintock(l967) point out
that the utilities obtained under the gambling and riskless conditions
may have differed only because of the solutions generated by Tversky's
least squares procedure; since "the least squares solution does not
guarantee that the additive model functions selected will be chosen from
among those that are consistent with the predictive model.
Three additiongl points may be made about Tversky's design;
(a) additivity analysis showed that the prizes and probabilities
contributed independently to the worth of the gamble.

(b) the form of the subjective scales does not depend on independence
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alone, but on further assumptions about the nature of these scales.
(¢) Tversky used both his models to predict responses to gambles

other than the ones used to derive the scales.

L4, wallsten (1971).
Wallsten's test of the S.E.U. model embodied features of the

designs of both Tversky and Davidson et al (1957). A test of
additivity was applied, not to preference orderings of the selling
price of gambles, but to judgments of indifference between gambles,
which were varied throughout the experiment until indifference was
found. Wallsten looked for simultaneous solutions to the set of
equationswhich embodied additivity and reflected the indifference
structure. If solutions existed, the additivity principle would be
supported and the S.E.U.model could not be rejected.

Subjects had to state preference or indifference between gambles
of the form(a,p). ‘if the subject is indifferent between the gambles
(a,p) and (b,q) then:
~s(p).u(a)+s(I-p).u(0) = s(q).ul(b)+s(I-q).u(0).

If u(0) is set equal to zero, logarithms are taken, the equation
rearranged, and if i indices a pair of gambles for which indifferenqe
has been established,

log u(ai)+ log s(pi)—log u(bi)-log s(qi)=0 (W.I).

and by squaring and summing over the m indifferences for a given

subject,

- .
= 2

‘%;[iog u(ai)+log s(pi)—log u(bi)-log s (qii] =0 (w2)
For each subject a search was made for that set of solutions to the m
equations of form (WI) which minimizes the left hand side of (W2)

subject to two constraints,
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1. monotonicity. if Py > P;  then s(pi)>s(pi)

if a; > ay then u(a, ) > u(aj).
2. ula)=a'. The unit of measurement for the interval scale was defined
and unique solutions could then be specified.

These sets of equations did provide solutions, so that the S.E.U.
model was not rejected. All relations between the derived subjective
values and the objective values showed only small deviations from an
identity function. For three subjects the slopes of least-square best
fit lines were 1.09,1.02,1.02 (for utility) and for four subhjects, the
subjective probability lines were 1.11,0.94,0.99,1.02. The product-
rmoment correlation was above 0.99 in all cases.

The secénd part of Wallsten's paper is concerned with the question
of whether subjects' estimated probabilities differed from their
subjective probability functions, as inferred from choices among gambles,
by only a scale factor. .- Two approaches were made. The first assumed
that, since subjective probability functions were linear with the
objective ones, and since a piot shows that probability estimates were
linear with objective probability (for four subjects the equations
E(p)=1.03p-0.0I6, E(p)=p,E(p)=p-0.0I and E(p)=p were obtained), then
the hypothesis that E(p) and s(p) were linearly related to-each other,
differing at most by a scale factor, could not be rejected. Unfortunately
these results were in direct contradiction with those from his second
method based on solving equations derived from the indifference

!

analysis.

5. Anderson and Shanteau (1970).
These authors applied.Anderson's theory of information integration

to subjects' evaluations of duplex gambles. The subjecfive values of
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winning and losing money and their respective probabilities lead to a
model of the form R=wg.sg + wl.sl, where R is the response or evaluation
of the gamble, the éubjective values of the money dimensions AW and AL
are represented by subjective scale values or worths sg and sl and the
probability dimensions PW and PL are represented by subjective weights
or likelihoods wg and wl.

The test of the modél is based on the operations of multiplication
and addition implicit in the equation and assumed to reflect the
subject's method of integrating the information in the gamble into a
response. For example in one-outcome gambles R=wg.sg. or log.R=log
wg + log sg. If a series of AW and PW are presented in a factorial
design the test of the model is that they combine additively in the
subject's response and may be carried out by examination of interaction
terms in an analysis of variance of responses (in log.form). If the
| model is verified it may be used to scale the s and w dimensions. For
two-outcome gambles the win and lose components should combine additively,
and within each component the s and w should combine multiplicatively.
The former can be tested by analysis of variance of responses and the
latter by examination of the bilinear interaction terms in analyses of
variance (Anderson,1970).

Additivity was confirmed for the one-outcome gambles and for the
two-way interactions (i.e, within components) in two-outcome gambles;
some of the three-way interactions were significant, suggesting some
interaction between win and lose components, e.g. PLxALxPd. This finding
casts doubt on the additive model and is difficult to explain. Subjective
scale and weight values derived from the model were not linearly

related to the objective values of money and probability.
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While this model fits the data fairly well, and is the first
approach to the analysis of two-outcome gambles, some problems of
interpretation remain. Rejection of the model depends on significant
interaction terms in the analysis of variance; it is not clear either
what the power of rejecting the model is, or with which other model
the goodness of its fit to the data might be compared. The former
problem increases as the number of interaction terms to be tested
increases, and when only some of these terms are significant.

6. Ratio models of utility.

The previous models and experimental designs have been concerned
with obtaining interval scale measurement of utility and subjective
probability. Mény autiors, e.g. Stevens (1959) have considered that
utility might be a power function of money, while Galanter (1962) asked
subjects directly for their estimates of the utility of money, and
found that evaluations of bets»involving these amounts of money could be
predicted by a power function of utility for money. DBoth these authors
found the power exponent to be much less than one, giving a negatively
accelerated curve. ]

In a study of response bias in psychophysics, Galanter and Holman
(1967) made.systematic variations in their payoff matrix, and suggested
that the utility of money was a power function - the ratios of the
entries in the payoff matrix appeared to be the controlling aspect of
the matrix.

Tversky (1967b) fitted a power function of utility for money to
evaluations of gambles of the form (a,p).

If u(a,pl= ula)s(p)+u(0)s(I-p), and if u(0)=0, then log.ula,p) =

log.u(a)+log.s(p). Analysis of variance applied to the logarithms of
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the subjeéts'bids supported additivity in 41 out of Lk biddiﬁg matrices.
If 1og.(a,pf9=log.a?+log.s(p), then log.(a,p)=log.a+I/@log.s(p).
Additivity was held to support the hypothesis that the data could be
accounted for by a power utility function, since Tversky shows that, if
the utility function is monotonic and if these equations hold for all
a and p, then utility must be a power function. An equation to estimate
E;and then s(p) could be derived with the assumption that the sum of
complementary subjective probabilities equals one. ‘Different exponents
needed to be fitted for positive and negative outcomes, since the
utility functions tended to be linear for gains and convex for losses.
Subjective probability scales were linear functions of objective
probabilities for some subjects, but most overestimated low probabilities,
and underestimated high ones. The problem with such derived scales is
that the assumption of additive complementary probabilities needed to

be made in order to derive then.
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Subjective Probability Inferred fron Evaluation of Gambles.

Examination of the development of interest in human decision making
in psycholozy reveals that the attention given to the evaluation of
gambles followed the ihterest in the measurement of utility, when von
Neumann and Morgenstern (194l4) showed that utility functions could be
derived from subjects' preferences among gambles. Little research has
been concerned with the measurement of subjective probability in
experiments where utility has not been measured, since the shape of the
probability functions will depend on the shape of the utility function.
Neverﬁheless the sfudy of subjedts behaviour in gam?ling situations has
reveeled features which are of interest. |

Utility theorists assume that the evaluation of gambles is determined
only by’the atfempt to maximise subjectively expected utility. Experiment-
al results suggest that there may be ofher determinants, and raise seferal
questions -

(a) Doieubjecfs prefer gambles with certain probabilities of winning

and losing, eVen‘when gamblee are of eQuel expected value?

(v) Are the two constructs ef utility and subjective probebility

sufficieﬁt to describe behaviour? Mightrnot'such features as the

dispersion of the gambles or their perceived riskiness influence preference?
(c) Does preference among gambles depend on gambles alreadj played or

on changes in the gambler's financial position?

(d))Do chenges in the method of presehtation of gambles affect

preferences?

Probability preferences.
Edwards (1953,1954a,1954b) examined whether subjects preferred

gambles containing certain probabilities to gambles containing others.
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In a paired-comparison design, subjects had to choose between two
gambles each of equal expected value (positive, negative and zerq),
Subjects consistently preferred gambles involving a 4/8 probability of
winning to all others, and avoided gambles involving a’6/8 probability
of winning when théigambles had positive expected value, while these
preferences wvere reversed in gambles of negative expected value. When
pairs of gambles which differed from each other in expected value were
used, the choices seemed to be a compromise between maximising expected
value and cHOOSing the gamble with the preferred probability.

Littig (1962) found that subjects preferred high probabilities of
winning over low ones in gambles of equal expected valuej  there were
no differences in the pattern of preferences between groups under skill
and chance instructions; Dale (1959) asked his subjects both to estimate
probabilities directly and to choose among gambles containing these
probabilities.

Cverall there was a tendency to underestimate the low probability
(0.2) and to overestimate the high probabilify (0.8). The sub-group
who overestimated the low probability tended to bet more often on a
gamble containing this probability than the subjects who underesfimated
this probability. However this close correspondence between probability
estimate and probability preference in betting disappears when the
entire group of subjects is considered, since most choices of this bet
were made by those who underestimated the probability.

Coombs and Pruitt (1960) have applied Coombs' Unfolding Theory
in an attempt to understand probability preferences in terms of fhe
decision maker having an 'ideal' probability of winning and preferring
those gambles with probabilities cloée to his ideal.

Some important experiments, which have not received much attention,



81

by Cohen and Cooper (Cohen, 1966, Cohen and Cooper, 196la, 1961b),

showed that, even when objective probabilities are held constant,

subjects have preferences for different presentations of the probabilities.
When the probability of winning is O.I. and is presented as the chance

of drawing one out of ten lottery tickets or of drawing ten out of one
hundred tickets, subjects prefer the former gamble, while this.preference
is reversed when the probability of winning is 0.9. Subjects seem to
focus their attention on the number of nonwinning tickets when the
probability of winning is high and on the number of winning tickets

when this probability is low.

Attempts to explain probability preferences have been within the
frameworks of subjective probability (Edwards, 1955) and of the subject's
'ideal'! probability of winning (Coombs and Pruitt, 1960). The most
recent attempt to account for these preferences has been that of Slovic
and Lichtenstein (1968a); but since they include variance preferences
in their account, and since these have been shown to interact with
probability preferences, they will first be briefly considered here.

Fisher (1906) first suggested that individuals based their decisions
not only on the expectation of a gamble but also on the dispersion of
the outcomes. If a gawmble is seen as a probability distribution over
certain outcomes, then it can be described in terms of it's moments,
such as the mean or expected value, the variance, the degrees of skewness
and of kurtosis. While the first experimental study, that of Edwards
(1954c) found little evidence of variance preferences, other experiments
have found then té be important determinants of gambling behaviour,e.g.
Royden, Suppes and Walsh(1959), Coombé and Pruitt (1960),Littig (1962),
Van der Meer (1963), Lichtenstein,; (1965),and Pollatsek(1965).

Preference is found for high variance, and a gamble of high variance is
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thought of as a risky gamble. Coombs and Pruitt, Littig, and
Pollatsek found a significant interaction between probability and
variance preferences.

It is difficult to interpret evidence for probability and variance
-preferences when, as in most of these studies, simple two-outconme
gambles are presented to the subjects. The expected value, the prob-
abilities, the payoffs and the variance of such gambles are confounded,
so that it is impossible to vary one of them without introducing changes
in another. The expected value is PW.AW+PL.AL. The variance is
PW.PL.(AW-AL)ZL If the E.V.is held constant, then increases in one
probability must also bring about decrease in the other probability
and changes in the payoffs. A preference for a gamble after a change
in the probabilities maynnot be revealing a preference for the new
probabilities but a preference for the new payoffs. When the veriance
of a gamble increases, both payoffs also increase, so that preference
for a high variance might be a preference for a high amount to win,
i.e.the subject finds gains more important than losses. As Edwards
(1961) points out, the assumption of certain non-linear utility of money
functions could predict results better than the assumption of variance
and probability preferences; Such confounding can be avoided by
considering threeeoutcome gambles, or duplex gambles where the outcomes
of the gamble depend on two independent probability distributions such
as the throw of two dice. Wheﬁ these gambles are studie&'the evidence
for variance preferences is 1ess clear; Lichtenstein‘(1965) used the
former to find evidence of the importance of variance preferences,
while Slovic and Lichtenstein (1968b) the latter to find no such
support.

Slovic and Lichtenstein (1968a) attempted to account for

probability preferences in terms of the importance attached to the
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probabilities and payoffs in gambles by their subjects (this idea of
relative importance of the dimensions has also, as suggested above,
been used by them to account for variance preferences). In their
study, the four risk dimensiqns of a gamble, i.e.PW,PL, the
probabilities of winning and.losing,'and AW,AL, the amounts of money
to be won or lost, each took on.three values to produce twentyseven
gambles to be evaluafed by their subjects. The responses of each
subject were correlated with the four risk dimensions, and, since these
dimensions were themselves uncorrelated, the absoluté magnitude of these
correlations was interpreted as reflecting the relative importance of
each dimension in determining the responses. This analysis revealed
very large differences in these correlations both within and among
subjects. fo account for probébility preferences, they hypothesized
that sﬁbjects who showed preferepces for high probabilities of winning
weighted, i.e.,attached impaféénce to, probabilities more than payoffs,
while subjects with preferences for low probabilities of winning weighted
payoffs more fhan probabilities. They found support for these hypotheses
by comparing choices among standard gambles with ratings of the
attractiveness of duplex gambles for a large group of subjects. "Persons
with preferences for high PW, when chogsing among the standard bets,
weighted probabilities more heavily than payoffs when rating the duplex
gambles. Persons who preferred low PW weighted payoffs more highly than
probabilities".(Slavic and Lichtenstein,l968a,p.13).-

While this does not show that probability preferences do not
exist abart from this weighting phenomenon, and would not accounf for
the evidence of Cohen and Cooper, it does provide a simple and
persuasive account of the kinds of response in gambling situations

that have been termed probability and variance preferences.
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This evidence for such preferences had threatened the assumption
that subjects' evaluations of gambles could be accounted for solely
in terms of the two constructs of utility and subjective probability.
While the hypothesis of Slovic and Lichtenstein, that the evidence
might be understood with'the notion that a decision maker might attach
different importance to the probabilities and payoffs, cpntradicts the
$.E.U.model, in that the probabilities of winning and losing would be of
different importance to the subject, it does not imply that additional
constructs are needed.

Nevertheless there remains the feeling that the perceived riskiness
of a gamble needs to be considered by a design to predict dgcision
making behaviour. Pruitt(1962) developed a model which included the
conétructs of pattern and level of risk, where the pattern of risk was
an index determined by the number of possible outcomes, the probability
of achieving each outcome and the ratio of one outcome to another, and
the level of risk was the sum‘of losing outccmes weighted by their
respective probabilities of occurrence. While this model pfovided quite
a good fit to.the data, Luce and Suppes (1965) argue that the model is
only a special case of the S.E.U.model.

More recently, Coombs and his associates at the Universityvof
Michigan (Coombs and Huang,1970; Cooﬁbs and Meyer,1969) have been
examining the perceived risk of gambles in terms of portfolio theory,

a mathematical model charéctérized by two parameters, the expected value
of a gamble and it's perceived risk. Rathgr than make assumptions

avout which aspecté of the gambling situation would be perceived as risky,
they tried to identify perceived risk from subjects' behaviour, and

found that it seemed to vary with certain transformations of the gambles,
indluding increasing both outcomes while leaving their probabilities

unchanged, and introducing several plays of each gamble rather than one.
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The emphasis of their approach has been on accounting for choices
in terms of a model with additional parameters than in the expectation
models.

It should however be noted that, apart from the suspicion that
the riskiness of a gamble should be an important factor in decision
making, most of the evidence seems to suggest that some expectation model
can account vefy well for evaluations and preferences’in’this kind of
situation. It may, of course, be that the kind of experimental design
studied by most of these writers prevents or disguises the appearance
of perceived fisk as a significant determinant‘of behaviour. TFor
example, the typical design includes the presentatioh of both attractive
and unattractive gambles ovér a pericd of timej subjects might feel
that these gambles would compensate for each other, and their behaviour
might be very different if only one gamble was to be played or the same
ganble was to be played several timés. It may also be that the range of
payoffs included in tﬁese experiments is too narrow to cause ;ubjects
much concern over the risks they are running.. In an important‘sense
the level qf risk thaf the experimenter prefers is‘a variable in these
experiments, since he wili not have unlimited funds4and wili have to
'play} with manj subjects. |

Thus the question of whether a model which includeé a simple
combination of the probabilities and payoffs is sufficient fo aécount for
subjects' behaviour in these gambling situations is still an open one.
An expectation model accounts for most, but not éil of the variéﬁce of
responses. Whether some alternative model will do better than this, or
whether these models would do as well>in different situations, arer

questions requiring further research.

Differences in presentation aud response designs.

The evaluation of the worth of a gamble demands the performance
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of different operations upon different dimensions of the information
presented; for example, the calculation of expected value requires
multiplication (of amounts to be won and lost by the probabilities of
winning and losing) and addition (over the outcomes). Some recent
researcn has examined the effects upon responses of the complexity

of the gamble, i.e. variations in the method of presenting the gamble
which might make the performance of these operations more.difficult.
Miller and Meyer (1966) studied the effect on subjects' maximisation

of expected value of (a) the number of gambles to be decided among,

and (b) the w;y in which the gamble is presented, i.e. either as an
expected value display or as a modified pattern and level of risk
display. While neither of these variables had significant effects there
was a significant interaction between the number of gambles presenfed
and the trial of the experiment, suggesting that subjects improved their
ability to integrate all the information with more experience.

Herman and Bahrick(1966) varied the method of presentation of a
gamble in a paired-comparison preference design. One group of subjects
had to4state their preferences between gambles when all four dimensions
(P#,PL,AW,AL) were displayed, while a second group had only to deal
with PW and AL(the other dimensions were held constant). Subjects in
the second group, with less information to cope with, approximated
expected value better. '

Meyer (1967) showed that knowledge of the outcomes of gambles
increased expected value maximisation. He interpreted this és béing
due to a motivational rather than an instructional'factof, sinée the
effect was apparent in early trialé. |

One weakness of all these experiments is that the dependent variable

has been the extent to which subjects maximise the expected value of
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the gamble, and this has been equated by experimenters with responding in .
an optimal fashion. The emphasis in decision making has been on the
'subjectively optimum’ (Shepard, 1964), and failure to maximise expected
value may be a reflection of underlying utilities and subjective
probabilities rather than evidence of nonoptimal performance.

The kind of operations that the subject will perform on the
gambles presented to him depends to some extent on what kind of response
he has been asked to make. When asked to bid, or to name a selling price,
for a gamble, the subject must produce a number which summarizes for
him the attractiveness of that gamble; whereas when he is asked to state
a preference between two gambles he might only have to compare them on
some relevant dimension(s) and report which one is more attractive.

Lindmann (1965) and Lichtenstein and Slovic (1968) found reversals
of preference between bids for gambles and paired-comparison choices.
Slovic and Lichtenstein (1968a) suggested that an important factor was
the dependenc; of bidding responses on the payoff rather than the
probability dimensions. In their study, subjects' ratings of gaumbles
correlated more with PW than with any other dimension, while bidding
responses correlated most highly with AL; their interpretation of these
results was that: 'apparently tﬁe requirement that subjects evaluate
a gamble in monetary units when bidding forces them to attend more to
the payoff dimensions" (1968, p.ll).

Tversky (1969) also suggests that the subjects employ various
approximation methods, which enable them to process more easily the
information in making a decision, and that the approximation method
chosen partly depends on the method of presentation. If the alternatives

to be decided'between are presented one at a time, then subjects might
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process the alternatives (e.g. gambles) by adding the subjective values
of the components (or dimensions) and using this overall sum to determine
their choice. If the dimensions are presented one at a time then the
subjects might make intradimensional. evaluations, e.g.by comparing each
gamble on PW, then on PL etc., and making his decision in terms of

these differences.

Certainly the notion that subjects use approximation rules is
persuasive when one considers how quickly subjects may be asked to carry
out the computations involved in evaluating gambles. Apart from the
methods of presentation, motivation of the subjects might prove to be
an important determinant of the seledtion of such rules. Slovic,

' Lichtenstein and Edwards (1965) examined the effects of boredom, and
found that, when subjects were bored, e.g. in experiments which used long
sessions, group sessions and imaginary choices, they tended to adopt

very simple strategies with the result that the data were‘more orderly,
preferences were single peaked,i.e. emphasis was on one main dimension,
and preferences could be accounted for by simpler theories.

Shepard (1964) conducted one experiment and reported several others,
e.g. Hoffman (1960), Shepard, Hovland and Jenkins(1961), which together
suggest that, "in making an evaluative = judgment a subject can take
account of only a very limited number of factors at any one time.

It is clear too that such biases and limitations on subjects'
ability to combine factors will influence the subjective probability

distributions inferred from their evaluations of gambles.
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Effects of previous gambles played.

All the experimentis reported here have assumed that when subjects
are evaluating the worth of a gamble they are considering only that
gamble and are not influenced by pambles they have already seen or think
they will see during the course of an experimental session. Edwards
(1954d) writes, "Unless the assumption of constancy of tastes over the
period of experimehtation is made, no experiments on choice can ever be
meaningful, and the whole theory of choice becomes empty'". If the goal
of an experiment is to measure utility and if many gambles must be
presented to determine utility and subjective probability functions,
then this assumption is clearly necessary. Not much attention has been
paid to the test of this assumption, or the examination of the effects
of previous choices and outcomes upon choices.

Miller, Meyer, and Lanzetta (1969) examined the effects on subjects!
risk preferences of the outcomes of previous gambles, where risk
Preference was equated with prefe;ence for higher variance. Groups of
subjects played gambles which included different probabilities of
winning so that the group with the higher PW won more often than the
other group (there were no PL or amounts to lose). By choosing suitable
amounts to be won, the experimenters could ensure that after several
trials, although one group had won more often, both groups had won a
similar amount of money. They found that the group with the higher
pProbability of winning had more rapidly increasing preferences for more

risky gambles.

Greenberg and Weiner (1966) studied three measures of preference
for risk :- the variance of the gamble, the Probability of winning, and
the amount to be won that the subject was prepared to accept., They

found that these preferences were independent of the amount of money
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subjects had previously won or lost, but were dependent on the ratio
of winning to losing outcomnes in the previous gambles. "Preferences
for high-risk gambles were exhibited by individuals who had experienced
either very high or very low ratios of reinforcement on previous trials,
while those whose number of wins equalled their number of losses tended
to select more conservative bets as measured by probability and amount
to win"(p.591).

Experimenters on measurement in decision making have attempted
to avoid the difficulties posed by these results by not providing
subjects with information about the outcomes of the gambles that they
see. This may not be entirely satisfactory. Oq the one hand it may
reduce the subject's involvement in the task; on thé'other even the
act of seeing the gambles and the range of payoffs included might
arouse expectations in the subject,e.g. the wins and losses will even

out over the experiment or the amounts to lose are not worth worrying

about.
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Summary and Conclusion.

This chapter has examined attempts to make inferences about
subjective probability from subjects' evaluations of the worth of, or
preferences among, gambles of the form : win AW with probability PW
or lose AL with probability PL.

Such gambles may be described in terms of their moments such as
their expected value and their variance. It has however long been
thought in psychology and economics that the same amount of money will
have different '"value'" or '"exchange value" or "utility" for different
individuals or for the same individual in different circumstances and
that subjects' ideas of the likelihood of winning or losing the.amounts
of money in a gamble may not be identical to the probabilities of
achieving them.

It is assumed that an S.E.U. model describes how subjects evaluate
gambles, but in practice it has proved difficult to measure the utilities
and subjective probabilities. The most successful attempts at the time
of writing have been those of Tversky (1967a) using conjoint measurement
theory and Anderson and Shanteau (1970) who used information integration
theory. Both these approaches are based on tests of the independence of
utility and subjective probability and both look for interval scale
measurement of these functions. These approaches have their limitations;
conjoint measurement theory is at present restricted to the analysis
of very simple one-outcome gambles, and it has proved difficult to
compare utilities estimated from different experimental conditions. With
infdrmation integration models it is difficult to estimate the power of
rejecting the model, e.g. Yntema and Torgerson (1961) have shown that

linear combination rules can yield good approximations to subjects!
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judgments when thé underlying combination rule is in fact nonlinear.
Where the test of the interaction hypotheses is concerned,

certain of the difficulties of measuring utility by the methods dis-

cussed above makes it seem unlikely that an experiment could be deéigned

to test interaction and include measurement of utility. These difficulties

include:

(a) the search for gambles that fulfil some criteria, rather than the

selection of gambles before the experiment, may mean that the data may

not be suitable to test the hypothesis,

(b) the use of some subjects, rather than all, may mean that only those

subjects who do not show interaction effects will be chosen,

(c) if the measurement procedure demands additivity,‘then the data of

those subjects who show interaction effects cannot be analysed further,

and

(d) at present, such measurement models are restricted to very simple
gambling situations.

If, however, utility is not measured, the experimenter will be faced
with the inference problems that arise when the gambling situation is
not completely understood. An example of such a problem is the question
of whether it may be éssumed that it is optimal behaviour for the
subject to maximise expected value; this would not be the case where his
utility function differed from the objective values, so that inferenqe
of the kind s(P) = Bid/money would be unjustified. The need is clearly
to develop predictions about interaction which do not require the
measurement of utility, and which will not be invalidated because utility
has not been measured.

In addition to these practical problems, there are theoretical

difficulties with utility models, and with expectation models in
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general. Krantz and Tversky (1965) argued that a subject's choices

among gambles depends on his present financial position, including

gambles that he has already bought, and "It is argued that the difficulties
in an e#act specification of the financial position, together with the
omnipresent exchange consideration, case serious doubts on the
applicability of utility theory".

A second difficulty is the status of the expectation models as
normative or prescriptive models. This problem has been discussed by
Allais(1953) and Ellsberg (1961). It need only be added here that, if
we follow the distinctions between t&pes of norms of von Wright (1963),
these models may be deséribed;as giving directives, or technical norms,
which are concerned with tae means to be uséd to attain certain ends.
That the "end" of a subject is the maximisation of utility is only an
assumption; he may be concerned with not gambling, with avoiding
certéin losses, or his behaviour may best be described by a complex model,
where he has several diffgrent goals, or goals which change during the
experiment. While a high correlation between response and some
expectation model might dispel doubts, it is not clear how we would
interpret a low correlation.

bespite these problems such research has addressed itself to some
interesting questions, and tentative answers to these questions have
been appearing in recent years. Research workers have examined the
meaning of risk in such gambling situations, have emphasised the
computations which the subject must carry out and the influence on
these of different methods of display and of response, and have looked
at some of the sequential effects of gambling.

Slovic and Lichtenstein (1968a) have shown that subjects weight PW

and PL differently in their evaluations of gambles. Most of the other
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experiments have shown that the subjective probabilities inferred from
decisions are close to the objective probabilities; what deviations
there are seem to be in the direction of rather flatter distributions -
high probabilities are underestimated and low price probabilities
overestimated. Recent research suggests that this may be due to subjects

attending more to the payoff dimensions when responses are to be made
in terms of amounts of money.

‘HeA.Simon,who has contributed much to the study of management
decisions ha; emphasised the computational capacities of the individual
decision méker and suggests that in fact subjects "satisfice" rather
than attempt to maximise, i.e. the subject makes decisions by searching
until he finds an alternative which is satisfactory with respect to
whatever values are important to him rather than searching for the
"best" alternative (Simon 1957).

While subjects in these gambling experiments do seem to be
maximising, e.g. the correlation between théir responses and expected
value is high, his distinction between heuristic processes ang
algorithms should be considered. A well-structured decision problem
is defined as a problem which satisfies the following criteria (Simon

and Newell 1958).

(I) it can be described in terms of numerical variables, scalar and
vector quantities.
(2) the goals to be attained can be specified in terms of a well-

defined objective function, for example the maximisation of profit or

the minimisation of loss.

(3) there exist computational routines (algorithms) that permit the
solution to be found and stated in actual numerical terns.

Gambles are clearly well-structured problems, and the experimental
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literature examined in this chapter suggest that subjects are competent
in finding and following these algorithms.

There has been little research into ill-structured decision
problems. One reason is surely that well-structured problems permit
easier comparison between subjects' behaviour and optimal decision
behaviour. Research with these classes of decision does not however
allow much scope to develop and test deseriptive models since subjects
do perform so competently. A change in emphasis towards ill-structured
problems should prove fruitful, at least for purposes of comparison,
pPerhaps using consistency of response as a criterion for 0ptim;1ity and
applying such models as multiéle regression, which is suitably flexible,

and conjoint measurement, which requires only responses and stimuli

to be measured on an ordinal scale, to describe behaviour.
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CHAPTER SIX.

Subjective Probability Inferred from Sequential Decisions.

Experiments on probability revision (chapter three) required subjects

| to estimate the likelihood of certain hypotheses being true in the light
of further information about these hypotheses. In the experiments
discussed here, usually referred to as experiments on Yoptional
stopping', subjects must make a "final" or "terminal' decision as to
which hypothesis is true rather than make an estimate of likelihoods.
Typically a payeff matrix is presented to the sﬁbjects summarising the
amounts to be won or lost for correct or incorrect decisions. Before
making such a decision they may buy relevant information to help thenm
>reduce the risk or probability or error associated with the terminal
decision. Their performance is compared with optimal performance, usually
defined as maximising the expected value of the sequence of decisions,
including the cost ofllooking at information and the payoffs attached

to terminal decisions.

Optional stopping, so called because the subject may make a decision
at any time including after buying no information, has been investigated
in many situations. Most commonly investigations have involved frequency
comparisons where the subject has to decide from which of two (or more)
distributions he is sampling, for example where the distributions are
coloured lights flashing in selected proportions - Becker (1958),
Pruitt(1961), marked dice - Pitz and Downing (1967), proportions of dots
on cards ~ (Lee,1963), a preponderance of marked or unmarked cards in a
pack - Morlock (1967) or real or imagined balls in urns-Edwards (1965).
Howell (1966) required his subjects to make judgments about the slope

of a line where they could look at extra points on the graph if they

wished, while Edwards and Slovic (1965) had their subjects search a
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matrix of cells for one that had been specified by the experimenters.
A number of studies have considered more "realistic!" decision
situations e.g. Festinger (1957), Mills, Aronson and Robinson (1959)
and Lanzetta and Kanareff (1962). Scheff’(l963)has discussed the
implications of this field of research for the study of medical diagnosis
and legal judgments, where delay in making a decisi&n might be dangerous
or unjust yet there exist many pressures toward making a correct decision.
Comparison between subjects' and optimal performance shows that
subjects carry out this task efficiently. Howell (1966) writes, "these
findings together suggest that subjects are rather adept at approximating
optimal decision points regardless of difficulty even though actual
calculation of such solutions would be extremely unlikely". While
there exist several models prescribing optimal behaviour since there
are different experimental arrangements, emphasis will be given here to
the Bayesian model,where tie decision is between two binomial populations

and there is a fixed cost per observation or per sample with replacement

from these populations.

The Bayesian model for this task, developed by Edwards (1965),

prescribes that subjects should make their decision when a criterion
probability of being correct is reached i.e. the subject should not
specify in advance how much information to look at but should first select
some probability of being correct. The choice of a criterion probability
will depend on the payoff matrix, the cost of the information and the
parameter E(z) which is the expected value of the logarithm of the
likelihood ratio for one observation and therefore a reflection of the
distribution characteristics of the populations. The model specifies
the probabilities of the alternative hypotheses at which one should
decide, the probability of error that one is then accepting and the

average sample size that one should need to take. As with the Bayesian
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model for probability revision, when symmetric binomial populations
are considered, the probability of being correct will be a function

only of the difference between (for example) red and blue balls in the

sample.

Sample size taken.

Tversky and Edwards (1966) found that all subjects deviated from
optimal performance by buying too much information, a result which
would be predicted if one assumed that subjects revisged probabilities
in a conservative fashion. Howell (1966) however found that taking
too little information (undersampling) was more prevalent than over-
sampling. Becker (1958) and Crozier (1969) found that there was an

interaction between oversampling and decision difficulty, subjects

taking significantly larger samples as difficulty increased.

Effects of Payoffs.

We may discuss the ability of subjects to maximise the expected
value of their decisions in terms of a concept of 'efficiency' similar
to the Accuracy Ratio in probability revision experiments or the
Expected Value Maximisation Index of Meyer (1967)in gambling situations.
Efficiency has been defined by Howell (1966) as the ratio of subjects'
earnings to the expected value of the decisions. He and the pPresent
author (Crozier 1969) found that efficiency was high in all difficulty
conditions (at least 82%) but that it was highest in the more difficult
decisions. However such results must be interpreted with caution, since
Wendt (1969) has shown that the expected value functions in these
experimental situatiqns are rather flat around their maxima, which
suggests that the efficiency score may not be a very sensitive measure
of performance, since subjects may deviate from optimal strategy

without this making too much difference to their earnings relative to

expected value.

Pitz(1968) examined three measures of expected value maximisation-
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the expected value of a decision at the time of decision, the average
sample size taken before the decision and the difference between the
number of red and black beads in the sample at time of decision. He
found that.subjects' expected value on all these measures was
approximately 2/3 of the optimal expected value.

Some studies have looked at the effecdts of payoffs on the amount
of information examined prior to decision. Rapoport and Tversky (1966)
‘found an interaction between the cost of observing and sample size.
Subjects observed less than the prescribed amount when the cost of looking
was low. As this cost increased subjects' sample size approached the
optimal size-. Howell (1966) found that the introduction of a penalty
for wrong decisions resulted in greater conservatism and lower decision
efficiency. Irwin and Smith (1957)found that_the mean number of cards
examined in their 'expanded judgement' situation (where sampling is
without replacement) increased with a larger payoff for being correct
and with a smaller cost of observation. Similarly subjects take a smaller
sample when payoffs are lower (Lanzetta and Kaﬁareff,l962).

Subjects then seem to be sensitive to changes in payoff matrices
and costs of observation. Pitz and Downing (1967) asked their subjects
to decide whiéh of two hypotheses was true in the light of a fixed amount
of information under five different payoff matrix conditions - one matrix
was unbiased in that each response was rewarded equally when correct and
benalized equally when incorrect, while the other matrices were biased,
in the sense that subjects would prefer one response rather than the
other. The bias was either mild or marked in each direction. Subjects!
responses to the biased payoff matrices were less than optimal, as were
their changes in strategy from one matrix to another.

Wendt (1969) considered how valuable subjects thought each datum

was at.the time of purchase by asking them to make a Marschak bid for



100

each datum (item of information). Most subjects bid too much for
information, but variéd fheir bids as a function of the diagnosticity
of the data, the prior odds of the hypotheses and the form of the
payoff matrices.

Results have also been reported of changes in behaviour due to
what Brody‘(l965) has called 'commitment' to one hypothesis. Morlock
(1967), in an expanded judgment situation, showed an interaction
between the sample size taken and preference for one of the hypotheses
" to be true (manipulated by adding a constant to one column of the
payoff matrix). He interpreted these findings as evidence of an inter-

" action between payoffs and subjective probabiiity. Pruitt (1961)
reported that commitment to a particular decision in advance tended to
increase the amount of information required to decide that the.
alternative hypothesis was true, but Brody (1965)in a similar experiment
found ;o such effect on the timing of terminal decision, although he
reported that'"the simple act of stating one's expect;tions about which
of two alternative decisions will be correct tends to subsequently
influence confidence in that decision": The assumption that subjects
specify’a criterion probability of success in advance'of purchgéing »
informatign is of course only an assumption or a peacription for optimal
decision making, aﬁd has to be verified as a description of performance.
It seems from these experiments that some irrelévant (from the point of
view of expected value maximisation) considerations lead to changes in
criterion during sampling. Such change may be called a reluctance to
decide in the light of certain information. Alternatively the change
may be due to a change in the subjective prior odds of the hypotheses
brought about by preference for one hypothesis, §incé such a change in
odds could result in these response patterns.

Pitz, Downing and Reinhold (1967) reported that subjects!
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performance "is determined in iarge part by task characteristics which
are irrelevant to the normative model", principally sequential effects
from one decision to the next.While they found a tendency to report the
previous response, Pitz and Downing (1967) found that this tendency

was associatéd only with incorrect responses; if the subject had
correctly predicted the selected urn there was no obvious tendency to
change or repeat the prediction on the next trial. These authors found
such effects a pervasive feature of perfgrmance. This may be because
their subjects did not purchase as much information as they wished prior
to decision but made their decision on the basis of a fixed amount

of information, and this may have made the sequence of decisions more
significant for them. 1In an optional stopping situation, the present

author found that such effects did not play such an important role

(Crozier,1969).



102

Formal predictive models.

(1) normative Bayesian. The generally high efficiency of subjects!
performance-suggests that the normative model could be treated ag
descriptive of their behaviour on this task. The model makes reasonably
good predictions of mean sample size, expected payoff, likelihood ratio
at time of decision and probability of error. These predictions are
about average responses, whereas, if individual protocols are con-
sidered, predictions are poor. This might be expected since there are
many parameters in the model, but none reflecting individual differences.
(2) Bayesian inefficiency model.

Phillips and Edwards (1966) suggest an inefficiency model based on
the findings of conservatisﬁ in probability revision studies. The
likelihood ratio in the posterior odds equation,-2;=L.2,1s replaced
by L', where/L"is a power function of L,L:Lc,.05(c<$5. This meocdel
seems too simple to account for behaviour which is characterised by both
over and undersampling. Pitz (1968) derived a prediction from this model

in terms of expected value at time of decision, and found that the model

dig not fit the data.
(3) Micromatching.

Lee(1963) suggested that subjects' decisions match likelihood ratios,
e;g.dfor events whose odds are 2~1, subjects will make their decisions in
the proportion 2-1 rather than always decide in favour of the more
likely hypothesis. There is no evidence that subjects actually behave
in this way. Pitz and Downing (1967) found that proportions of choice
Wwere closer to optimal than Lee's model would predict.

(4) an examination of decision strategies (1).
The present author examined the protocols of twenty subjects, each

of whom made 120 decisions, for the existence of simple decision rules.
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The choice of such rules was suggested by findings in the literature,
the axioms of certain mathematical choice models and discussions with

subjects. Among the rules were:

(a) make a decision when the difference between the number of red and
black balls reaches some criterion,

(b) when a criterion of a runof k balls of the same colour is reached,
(¢) when the proportion of red to black is similar to the proportion in

one of the urns (populations),

(d) when a criterion number of k balls of a particular colour is

reached,

(e) on a simple majority rule with a fixed sample size,

(£) by micromatching, and
(g) if the first k balls are of the same colour; if not, take another
k balls and dedide on a simple majority rule.

While strategies (a) and (g) seemed to be widely used, subjects
were flexible in ﬁheir use of such rules and could best be described
as "opportﬁnistic",i.e. they seemed to change strategy to take advantage

of certain evidence, or when the composition of urns in a decision pair

changed.

(5) an examination of decision strategies (2).

Pitz, Reinhold and Geller (1969) examined three strategies:

(a) criterion difference strategy, similar to the one in (a) above

and the optimal st;ategy.

(v) sample size is fixed prior to purchasing information,

(c) "a 'World Series' strategy, involves the prior specification of a
fixed sample size with sampling terminated as soon as the number of
events of one kind grows so large that the eventual decision would not
be changed."(Pitz,1969).

Pitz et al.(l969) found that this third strategy came closest to
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describing behaviour, but that any subject!s .sampling would show evidence
of more than one of the strategies, in particular "the direct tests have
always suggested that Ss' stopping strategies are a function of the
(criterion) difference (i.e. of the probability of making a correct

decision) and of the sample size" (Pitz,19690,.557).

Summary.

Optional stopping has not attracted the amount of attention that
probability reviéion has. The studies that have béen carried out sugrest
that, when the data are averaged over subjects, behaviour in this kind of
situation is highly efficient and sensitive to changes in experimental
cbnditions. Closer inspection of individual protocols, however, shows
inconsistencies in sampling and sequential effects from decision to
decision that are incompatible with either the normative Bayesian model
or simple descriptive models. More research could be directed towards
the understanding of subjects' strategies in this task, if only because
50 much is known about behaviour in probability revision experiments.
Questions that suggest themselfes include (a) the "clustering' of
information by subjects,(b) sequential effects both between decisions and
within samples, and (c) the relative importance to the subject of the
cost of information and the riskiness of decision, as described by the
amount to lose or the variance of the decision.

. .: Atteipts have been made to infer changes in subjective Probability
from sample size taken prior to decision. Thé work reported here shows
that there is no simple relationship between sample size and decision
strategy. Subjects do change average sample size with changes in decision
difficulty, in payoffs and in the cost of observation as predicted by

the normative model; on the other hand, subjects glso seem to be more:

confident with larger sample sizes, regardless of whether the information
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confirms or disconfirms their present hypothesis (Pitz,1968).

If the assumption is made that subjects make their decision when
some criterion}probability of being correct is reached, then revisions
of these probabilities do not seem to be rglated in any consistent
fashion to the available information. The same sample may result in
different decisions, information is ignored, and decisions are made
with much smaller probabilities of being correct than could have been
obtained earlier in the sample. If the details of subjects' protocols
are ignored, then it could be concluded that sample size, and

presumably decision criterion, is sensitive to changes in the

experimental situation.
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rayoffs dependent on subjective probability.

In optioﬁal stoppiﬁg experiments subjects are often motivated by
being presented with a payoff matrix which states explicitly the
consequences of a correct or incorrect decision. Subjective probabilities
are inferred from the amountkof information that they purchase prior to
decision. When inferring subjective probability from the évaluation of
gambles, a model underlying subjects' preferences, such as the SEU
model or the linearity of money and utility, together with the notion
that subjects are maximising subjéctively expected utility or value,
needs to be aésumed.

Toda (1963) and van Naerssen (1962) independently devised é
procedure for iﬁferring subjective probability, where the payoffs are
contingent upén the subjects' probabilities rather than on the correct-
ness of their decisions; Shuford, Albert and Massengill (1966)
subsequently gave a method for generating a "virtually inexhaustible"
nﬁmger of such payoff schemes.

Toda (1963) argues that fourkproperties»are necessary for such a
payoff écheme:’ | |
1. the logical natur¢ of the task should be thoroughly undefstood by

the experimenter and hopefully by an intelligent subject.
2. the task should involve well-defined payoffs for the subject.
3. it should be disadvantageous for the subject to be inconsistent.
Lk, the measurement technique should not be inconsistent with
decision theory. ' '

In their scheme, the subject is presented with a list of k bets
of the form, win xk if he makes a correct decision of lose yk if an
incorrect decision. Each bet corresponds to a different probability pk
of being correct, so that the subjectively expected value of each bet
is SEV = pk.xk + (l-pk).yk. The problenm is then to find k values of
the x and y such that,.if the subjective probability of being correct

is pj, then to maximise subjectively expected value the subject must
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choose the gamble with payoffs xj and yjsi.e. pJoxJ+(1-pjleyi> pioxis
(1-pi).yi(i#j). Van Naerssen (1962) showed that the equations for
2 and y:A-Bp2 satisfied these conditions.

generating the x and y, x=A-Bq

A and B are arbitrary constants, and p=q-l. An example will illustrate
the form of the payoff scheme.
P 0.05 415 425 435 <45 .55 W65 .75 .85 .95
x o 9 17 2+ 30 35 39 k2 W bs
Y 45 Ly L2 39 35 30 2k 17 9 | 0
A = 45,125, B = 50.

Such payoff schemes have been aprlied in probability revision
experiments. Phillips and anards (1966) compared three schemes:
Quadratic Payoff: x=10,000-10,000(1~p)>
Logarithmic Payoff: x-10,00045,000 logejgp.

Linear Payoff: x=10,000p.

For the linear payoff scheme, strategy is to estimate a probability
of 1.0 for the more.probable hypothesis. For the two other schemes,the
optimal strategy is for the subject to estimate his subjective probability
rather than any other probabilities. They found that payoffs helped to
decrease the amount of conservatism but did not eliminate it. There
Were more extrene esfimates in the linear payoff group reflecting a
tendency to approach the optimal stratezy. The logarithmic group
showed less conservatism than either the quadratic or a control group,
which suggested to the authors that,"subjedts are not maximising SEV,
but are trying to effect some reasonable trade-off between the amount
they would win if Bag G were correct and the amount they would win if Bag
R were correct". |

Schum, Goldstein, Howell and Southard (1967) found in a complex
multinomial task that a log.payoff group was conservative, whereas a

linear payoff group was not, but gave highly variable responses.
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It can be seen that these payoff schemes have not been widely
applied. The existing evidence does suggest that the nature of the
task is understood by subjects, who do vary their behaviour to take

advantage of particular payoff schemes.
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CHAPTER SEVEN.

The Interaction of Value and Subjective

Probability.

We have been concerned principally with two kinds of decision
situation. In the first, the subject makes judgments about gambles which
present to the subject the payoffs associated with sone outcomes and
the probabilities of achieving these outcomes; in the second the
subject must decide from which of two or more populations he is sampling
and is allowed to choose the size of the sample on which he is to base
He is given information about the payoffs associated

his decision.

with correct and incorrect decisions, the cost of sampling, and the

composition of the popu}ations.

In each case the subject is assumed to evaluate for himself the
desirability of the possible outcomes to him and the likelihood of
échieving them. His evaluations may‘br»mgy'not be equal to the values
presented by the experimenter.}

The question of the interaction of value and subjective probability,
in the limited sense of the term 'interaction',introduced in Chapter One,
refers to changes in the subject's evaluation of the likelihood of
achieving certain outcomes brought about by changes in the value or
desirability of those outcomes, even though the value of the presented
Probability has remained the same.

For example, in two-outcome gambles involving amounts to win and
lose and probabilities éf winning and losing interaction would refer to
changes in the evaluation of a probability, p, when this is a probability
of attaining a winning outcome from when it was a probability of
attaining a losing outcome. Furthermore the evaluation might change
with changes in the value of winning or losing outcomes.

Evidence for the interaction of value and subjective probability
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in dynamic decision making would be when the same sanple led to
different evaluations of the likelihood that alternative populations

had been sampled brought about by changes in the payoffs or in-the

cost of sampling. !

In this study we shall not be exmining changes in the perceived
value of an outcome as the chances of attaining it change. Also, care
must be taken to distinguish changes in probabilities as the values of

outcome change from other changes in the éubjects' approach to the

task as outcomes change.

For example there may be changes in attitude to the gambles as
probabilities and payoffs change as in probability and variance
preferencés, and attitudes to risk such as "Any sound insurance company
prefers a small premium covering a slight risk to a whopping great
charge on something that is almost certain to burst into flames or get
stolen'"?® In any gamble, too, the expected value of the gamble changes
with each change in probabilities or payoffs, so we are not considering
any change in response as payoffs change but only those changes in
response that would indicate some change in the judgement of a
probability.

In sequential decisions subjective probabilities are inferred from
the sample taken by the subject. Changes due to the interaction of
value and subjective ?robability must be distinguifhed from the changes
in decision criterion which are prescribed by Bayes theorem and to
which subjects have shown themselves sensitive.

The experimental literature on the question of the interaction of
value and subjective probability is not extensive. The accompanying

table lists those experiments which have been carried out to investigate

* Advertisement: Sun Alliance & London Insurance Group,Observer,5.9.71.
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the effedts of payoffs upon subjective probability and those which
have examined other aspects of decision making but have something
to report on the question. The experiments have been categorised

according to the kind of dependent variable they have considered.
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Experiments on Interaction reported in the literature.

Dependent Variable. Author. As outcome-value
increases.

l.Subject. states Markss (1951) Expectation increases

estimate or makes Irwin (1953) L

prediction. Crandall et al.(1955) "

Worell (1956) ‘ 1"

1"

Diggory,Riley,
Blumenfeld {1960)

Scheibe (1961"') " in skill events
Phares (1965) 1
Pruitt & Hoge (1965) "

Jessor & Readio (1957) Equivocal relationship

Slovic (1966) Complex relationship with
expectation.
2.5ubject states - Pruitt & Hoge(1965) : Expectation increases but

estimaté; reward reduced effect.
. for accuracy. Slovic (1966) Complex relationship with

expectation unchanged.

3.8ubject probability Irwin & Snodgrass(1966) Frequency of bets on that

inferred from bet. & Irwin & Graae(1968) events increases.
L.Subjective probability Morlock (1967) Amount of information
inferred from amount of required decreases.

information bought prior

to decision.
5.Subjective probability Edwards (1965a,b ) Probability preferences

inferred from preferences Edwards (1955) "

among gambles. Wallsten (1971) No interaction



Dependent Variable.

6. Subjective probability

inferred from bids for

gambles.

Author.

Pruitt & Hoge(1965)
Coombs,Bezembinder,
Goode, (1967)

Tversky (1967a)
Tversky (1967b)
Slovic & Lichtenstein
(1968a)

Anderson & Shanteau(1970)
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As outcome=value
increases.

Interaction

No interaction

lilo. interaction

No interaction
Interaction

No interaction in
one=-outcome gambles;
some in two-

outcome ones.
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Subjects' Estimates and Predictions.

Several experiments have asked subjects directly to make estimates
of how likely they feel it is that some outcome will occur and examined
the effect on these statements of changing the value of that outcome,

or have asked them to predict which of two outcomes will occur and

examined the effects of increasing the value of an outcome on the

frequency of predictions about its occurrence. Such experiments avoid

many of the problems of inferring subjective probability from decisions

so that their results seem easier to interpret.

Nearly all such experiments report that changes in the value of
the outcome did affect the subjects' estimates and predictions. Marks
(1951), Irwin(1953), and Crandall, Solomon, and Kellaway (1955) asked their
subjects to predict whether a valued or unvalued outcome would occur
and found that the frequency of predictions was greafer for desirable
than for undesirable outcomes and, in the experiment of Crandall et al.,
that this frequency increased with increases in the desirability of
outcomes. In one condition of their experiment Pruitt and Hoge(1965)
had their subjects make estimates of the likelihood that the next light
in a sequence would be of a certain colour, and found that these estimates
increased with increases in the value of prizes associated with that
colour.

Diggory and his associates (Diggory and Ostroff,1962; Diggory,
Riley and Blumenfi#ld,.1960) have designed an experimental situation, a
card sorting task where the experimenter controlled the results, where
subjects had to achieve a certain goal within a fixed number of trials.

Among the variables affecting the subjects' estimated probability of

success within the remaining trials was the value of a prize for

achieving the goal (Diggory et al.,1960).
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Some experiments have been concerned with comparing the effects
of the introduction of a reward for success on estimates of the
likelihood of success under both chance and skill instructions. Their
reéults have not been consistent. Worell (1956) found that in the
presence of high goal values there was a decrease in expectancy of

success when that success was thought to depend on the skill of the

subject but an increase in that expectancy in a gambling situation with

outcomes dependent on some chance event. Scheibe (1964) found no effect
of outcome value upon expectancy in the chance condition.  Phares (1965)
found that the introduction of a reward for success increased the
estimated probability of success in both chance and skiil situations.

Some evidence of individual différences has been found by Jessor
and Readio(1957). There was some evidence of increases in expectancy
statements of college students but no evidence in those of children.
Slovic(1966) found a very complex relationship between outcone value
and probability estimate in an experiment which asked subjects for the
revision of probabilities in the light of new evidence. The relationship
was different for both different subjects and different estimation
trials. Slovic reported evidence of both increases and decreases in
estimates with increase in reward, but overall "a slight optimisam
effect... Negative values (of outcomes) were underestimated and positive
values overestimated?

Three points may be made about these experiments and their results.
The first concerns the nature of the relationship between estimates and
rredictions and value. Slovic (1966) has discussed some possible

reiationships. One may distinguish between weak interaction, i.e. an

~interaction between subjective probability and the sign of the payoff,

and strong interaction, a dependence of probability on the magnitude
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of the payoff. Both these relationships between probability and payoff
may be positive, giving partial or complete optimism, or negative,
giving partial or complete pessimism. The relationship may also be
different for very large values of positive and negative vayoff. Slovic
discusses two such hypotheses.

(a)"It can't happen to me". This hypothesis might be based on the

knowledge that events with extremely positive or negative values are

rare in our everyday experience. 'Generalisations from past experience

might therefore lead persons to underestimate the probabilities of

events with more extreme values".

(b)"It can happen to me". Probabilities of such events are overestimated,
poséibly due to a biasing effect of extreme hope or fear.

With the exception of Slovic's experiment, the results reported
above show a simple relationship between probability and payoff, where
SUbjects'vestiﬁates are optimistic, showing an increase with sign, e.g.
Marks (1951) and Irwin(1953), and magnitude of payoff, e.g. Crandall et
al.(1955) and Pruitt and Hoge €1965). Examination of statements outside

the laboratory would reveal a more varied and complex relationship

between degrees of belief and preferences.

The second point concerns what might be called the "transparency"
of the experimental design where the subject is asked to state how
likely it is that some event will occur. The experimenter manipulates
both the probability of occurrence of that event and the value of the
payoff'associated with the event. He may in fact be asking directly

Questions of the form:

"This event is worth X pence if it occurs. How likely do you think it

is that this event will occur?

This event is worth X+Y pence. How likely do you think it is that this

event will occur?".
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A problem with asking questions of this form is that subjécts

might realise both the independence of probability and payoff and what

the experimenter myants" the subject to do, or the demand characteristics

of the experiment.

Finally, as Rotter (1966) and Tversky (1967a) have pointed out,

there are no pressures on the subject to distinguish between his beliefs

and his preferences in this type of situation. To overcome this
limitation Slovic (1966) and Pruitt and Hoge (1965) introduced payofis

to their experiments to serve as pressures toward, or rewards for,

"accuracy". Slovic found that this reward '""did not reduce the biasing

effects of value upon SP estimates'; Pruitt and Hoge concluded that

pressures for accuracy diminished the increase in stated expectancy as
outcome value increased. They asked "Do pressures for accuracy affect
the process through which subjective probability is translated into

behaviour, causing people to filter out other forces such as values and

pay closer attention to their subjective probabilities, or...are people

stricter about the sources of their subjective probability?"(p.%89).
It seems to this writer that such "accuracy' conditions are
unsatisfactory. It is not clear whether it is the objective or subjective
probabilities that are meant to be reported accurately; if the subjects
assumed the former then it would not be surprising if the effect were
reduced, since the goal of subjects would be to make an estimate of the
"true" probability of the event and this might not be expected to change
from payoff condition to condition. If, as Edwards (1961b) has argued,
the costs and payoffs in an experiment act as instructions to the subject,
the subjécts in these experiments faced a rather ambiguous task; if they

saw their task as that of maximising the money earned (as emphasised in

the instructions) then to do so by being both accurate in the experimenter's
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sense and simultaneously to consider how likely they thought it was
that the event would occur and think about the value of its occurrence
might leave them in some confusion as to what their best course of
action should be.

This was recognised by Slovic, who writes:
"The introduction of accuracy rewards created a complex risk-taking
task in which the statement of one's SP was a decision in its own

right, subject to all the different strategic considerations which

typically govern behaviour in such situations".
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ii. Probability inferred from decisions.

We may separate the experiments which have inferred changes in
subjective probability from changes in decisions into two categories.
The first group would consist of those experiments which have been
carried out to test hypothe#es about interaction, have maintained some
distinction between Independent and Dependent Outcome, and found some
evidence of interaction. The second group of experiments were not
designed specifically to test hypotheses about interaction, examined
pPreferences or bids for gambles and, with some exceptions, found no
evidence for interaction.

Irwin and his associates (1966,1968) have distinguished between
Independent Outcome (IQ) and Dependent Qutcome (DQ). Independent
Cutcome is a payoff which is won or lost by a subject irrespective of
whatever response he makes and dependent only on the occurrence or non-
occurrence of some event. It has the function of making some outcome
desirable or undesirable to the subject. The Dependent Outcome is a
payoff which depends upon the response that the subject makes and is
considered to be a 'pressure towards accuracy'; instead of asking the
subject directly for his subjective probability, this is inferred from
the value of the DO. that he is prepared to win or lose.

An example of this distinction would be when a person was willing
to wager an amount of money (the DO) that it would rain on a particular -
day. _ The occurrence of rain on that day is assumed to have some va;ue
(the I0) for the subject, e.g. he may have planned an outing. The io,
would be contingent upon the occurrence of rain but independent of the

result of the wager.

In experiments by Irwin and Snodgrass (1966) and Irwin and Graae
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(1968) the subject was asked to choose from a range of bets one bet for

or égainst drawing a marked card from a deck of marked and unmarked
!
In the first experiment an IQ.was associated with drawing a

i

cards.

marked card, and in the second & different value of 1.0.was associated

with each of the outcomes. Since in most cases subjects chose the bets

at the extremes of the ranges of bets, the experimenters did not analyse
the size of the bet but only the frequency of bets on each outcome.
They found in the first experiment that the frequency of bets on an
outcome increased when an I.0.was associated with that outcome and when
in the second the frequency of bets was higher for

that I.O.increased;

the more desirable outcome. These results were interpreted as evidence

for the interaction of value and subjective probability. Neither study
showed any effect on responses of changes in D.O.or any interaction
between I.0.and D.O.

That these results do in fact provide evidence for the interaction
of value and subjective probability rests on the assumption that subjects!
bets ought to be a function only of the probabilities in the situation,
i.e. Bet=f(p), and not a function of.both the amounts to be won and
There is no evidence for such an

the probabilities, Bet=f(a,p).

assumption; indeed we do not have much evidence about the strategies

which subjects use in placing bets, e.g. subjects might bet "against

the odds' in order to guarantee some income to themselves. Such changes
in strategy would be evidence of a change in attitude towards the
gambling situation rather than of a change in subjective probability.
The results of these experiments also bear an interesting relationship
to the phenomenon of probability matching. Subjects ought always to bet
on the more likely alternative irrespective of payoff in order to

maximise their earnings or minimise their losses. Irwin et al. provide
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results similar to the common finding that maximising increases as

payoffs increase.
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Subjective Probability and Optional Stopping.
Morlock (1967) hypothesised that if the probability that an event

will occur is correlated with the value of that event and if subjects

buy information until they believe that one event rather than another

has occurred then less information would be needed to decide that a

desirable rather than an undesirable event had occurred.’ The results

of his experiments led him to accept this hypothesis. Less information
was needed to decide that a desirable event had occurred, where the

desirability of an event was manipulated by varying an I.0O. associated.

with that event.

Interpretation of these results again centres on the question of

the validity of inferring subjective probability from the dependent

variable, in this case the amount of information purchased before reaching

a decision. Morlock used the texpanded judgment' procedure of Irwin

and Smith (1957) which involves sampling without replacement and yeilds
no evidence about the probability of success that a subject was accepting
at time of decision. Given this it is difficult to decide if the subject
has changed his probability of success criterion or has changed decision
strategy following the introduction of I.0. An experiment by Brody
(1965), which did not include payoffs, showed that when a subject was
committed to a decision in advance he’either took a larger sample to
change his mind or took the same sample size but was less confident at
time of decision if his first guess was incorrect. Further research is
needed to relate these two experiments which both perhaps involve
‘subjects' preferences for certain outcomes and the effects of these
preferences on their sampling behaviour. We need to distinguish between
a change in subjective probability and a desire to be more or less

careful, i.e. accept a different probability of success either because

of payoff considerations or prior commitment to one hypothesis.
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Subjective Probability and Probability Preferences.
Edwards (1953,1954a,b,1955) carried out a series of experiments
where subjects had to state which of two gambles they would prefer to

Play, over a series of pairs of gambles. He found that subjects had

consistent preferences for gambles containing some probabilities rather
than others and that "The complete pattern of choices changed radically
from positive E.V. to negative E.V.bets, even though exactly the same
O.Ps were used....These findings suggest that there is a strong inter-
action between utility and S.P."(Edwards, 1962a).

It should be noted that these are inferences made about subjective
brobability from subjects' preferences for gambles. In the 1955
experiment Edwards attempted to measure subjective probability and utility,
but he later regarded his method as unsatisfactory, e+g.in Edwards(1961a).
It should be noted too that Edwards considered the same data as evidence
0f both probability preferences, in the sense that subjects preferred
gambles with certain probabilities, and also of an interaction between
the sign of the payoff and the shape of the subjective probability
function. |

While the first inference could not be doubted it is not clear that
the fact of probability preferences necessarily implies the second
inference from the data or that the two phenomena are one and the same
thing. Subjective probability seems quite distinct, in the sense of
Subjects' sense of the likelihood of achieving certain rayoffs, from
breferences amonz gambles wiich could be caused by conservatism,utility
for gambling or any of the subjects' attitudes to risk. In our sense of
interaction Edwards' evidence is not convincing.

Slovic and Lichtenstein (1968a) asked their subjects to make

evaluations of the worth of gambles by using Marschak bids. They fitted a
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multiple regression model to subjects' responses to show the relative
importance that subjects paid to the presented probabilities and payoffs
when making these evaluations. With this interpretation, their results
showed that subjects paid different amounts of attention to the
'probabilities of winning and losing, implying, they concluded, a (weak)
interaction between value and subjective probability. While this
experiment avoids some of the difficulties of interpretation éf those

of Edwards,e.g. all the dimensions of the gambie Were presented in a
factorial design and not confounded, and inferences are not made from
series of preferences among whole gambles, precise interpretation of it

and its relation to the experiments discussed below requires further

work.
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Subjective Probability and Bids for Gambles.

The remainder of the experiments to be discussed have taken as
dependent variable subjects' bids for, or ratings of; the worth of
gambles. One which is different in intention and approach from the
others is that of Pruitt and Hoge(1965) who maintained a distinction
between I.O. and D.O.in an investigation of interaction. They
converted subjects' bids for gambles into subjective probabilities
using the technique of Preston and Baratta(1948)which assumes that the
utility for monéy equals‘the objectivarvalue of money, and found that
these inferred probabilities increased with increases in I.0. Apart
from this assﬁmption about utility this experiment shares the
disadvantages of the I.O.experiments‘discussed above, i.e. does the
introduction of I.C.change the attitude of the subject to the gamble.

Since the independence of value and probability is a fundamental
assumption of expectation models tests of these models can provide
information about interaction.

Tversky (1967a & b) tested independence in one-outcome gambles of
the form: Win a with probability p or nothing if p does not occur. He
used factorial designs of values and probabilities to construct thesé
gambles and additivity analysis from conjoint measurement theory and
analysis of variance techniques to test for interaction. From his
results in both experiments’he could conclude that utility and subjective
probability contributed independently to the evaluations of gambles.
Wallsten (1971) applied the same theory to judgments of indifference
between gambles with similar results, while Coombs, Bezembinder and
Goode(1967) derived predictions from the.S.E.U. model similar to those
of Tversky and again found the model not rejected.

Anderson and Shanteau(1970) investigated interaction terms in an
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analysis of variance of ratings of the worth of both one- and two-
outcome gambles. These were not significant in one-outcome gambles.
Any two-outcome gamble can be seen as consisting of two one-outcome
gambles - a win component win a with probability p, and a lose component
lose b with probability q. The payoffs and probabilities within
components were found to have nonsignificant interaction terms; some
of the interaction terms between components were significant, e.g. the
effect of q interacted with the win component (a x p) effect, but these
effects were not systematic and the authors were not sure how to
interpret them. |

In general these experiments on tests of expectation models and

the measurement of utility and subjective probability provide no support

for the interaction hypothesis.
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Discussion.

Several general points may be made about these experiments on
the interaction of value and subjective probability.
(a) Those experiments which have shown a relationship between subjective
probability and outcome value have, with one exception (Slovic,1966),
found a simple relationship. Probabilities increase with payoff value.
Only Slovic has found evidence of a more complex relationship and of
bpessimism, or a decrease in probability with increase in payoffs; his
report is also the only ome to inclﬁde details of individual differences.
(b)-It seems unfortunate that those experiments which have been designed
with the intention of investigating interaction have found evidence to
support that hypothesis, whilst those experiments which have been
concerned with some other problem, such as the measurement of utility
and subjective probability or the analys;s of probability preferencesg
in gambles, have in general not found such evidence.
(¢) It may be relevant to this that the experiments which have maintained
a distinction between Independent and Dependenﬁ ocutcomes have consistent-
ly shown an interaction effect. This seems to be the only consistent
finding in the literature on this question. Unfortunately,‘it does not
Seen poséible, on the basis of the published reports, to compare these
experiments with the ones that have not shown evidence of interaction
in drder to uncover the role that this distinction plays, since we do
not understand the way in which the probvabilities are combined with fhe
- payoffs to reach a decision in this task. Data are presented only aboug
the average responses of groups, and, in general, the role of the
1.0/D.0. distinction in interaction is confounded with the problem of

meking inferences about changes in subjective probability from changes

in the subjects' choice of D.O.
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(d) If these experiments have shown an interaction effect, we are

no clearer about this phenomena apart from recognising it}s existence.
When does interaction occur and when does it not? Do subjects perceive
the probabilities differently or do the payoffs cause them to pay more
or less attention to the information frpm which they derive their
probabilities? Could an interaction effect be shown when the evaluation
of gambles is the dependent variable? Is it possible to design an
experiment to show a pessimism effect? If interaction is a change in
subjective probability brought about by the payoffs in the situation,
how important are the actual values of the payoffs chosen, and is there
a "threshold" value of a payoff, below which interaction does not occur?

We have no answers to these questions, and in many of them it is

difficult to see how we could answer them. More importantly, researchers

in this field seem to carry out only one experiment, or at most two, and
have not attempted to explore the conditions under which interaction
occurs.

(e) We have considered here only those experiments which investigate
interaction under chance conditions. Experimenfs in situations where

the skill of the subject is involved,e.g. Worell (1956),FPhares (1957),
and Scheibe (1964), suggest a more complex relationship between the
expectancy of success and the value of success. While we have maintained
a distinction between chance and skill situations, it may be that, for
some subjects at least, this distinction might not be so simple or clear
cut; that the perception of the situation might be different at different
times in the same experiment, and that this might be related to;inter-
action. In the I.O. experiments of Irwin and his associated (1966,1968)
and Morlock (1967) the tasks involved the subjects betting that they

would pick up a winning card or choosing the deck of cards to be sampled,

and this participation in achieving outcomes might have led the subject
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to believe that the situation was not one of chance.

(£) When we try'to infer subjective probability from responses other
than direct statements or estimates of probabilities, and vary the
bPayoffs in the decision situations in which we are making our inferences,
we are faced with problems about the validity of making such inferences.

Our concern is with showing that subjective probabilities change
with the value of payoffs associated with them and with distinguishing
such change in subjective probability from other changes in decision
making behaviour. The core of the inferenpe problem is surely that we
would not be sure how to define subjective Probability outside the
decigion making situations in which it is supposed to rlay a part. The
subject is faced with a decision involvihg chances of winning and losing
amounts of money or points, and he makes a decision in terms of the
chances and payoffs as he seeé them. The study of Qdecision making is
;oncerned with understanding the part that these probabilities ang
Payoffs play in this decision. Our particular concern here is with the
Question of whether these chances of winning and losing look different
when the payoffs to be won and lost are different.

Independent Cutcomes are won or lost independently of whatever
response actually makes and are intended only to make some outcomes over
which the subjedt has no control more or less desirable to him. %o
suppoft the hypothesis that attaching I.0. to an outcome changes the
'subjective probability of the occurrence of that outcome it would not
be sufficient merely to show that the introduction of I.O. brought about
& change in response; we would have to show that it was a change in
subjective probability and not one in some other aspect of behaviour,
and this demands knowledge of how subjective probabilify enters these

responses.

When the subject responds by betting on some event he is agreeing
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to take part in a gamble of the form, win A with some probability PW
Or:lose the same amount with some other probability PL. He either
names an amount A that he iS'williﬁg to bet or chooses a value A

from a 1list of bets or values of A. The more certain he is of winning,

and the higher PW then he should choose a higher value of A to increase

the expected value of the gamble. But of course it may not be asg simple

@s this since in addition to increasing the E.V. it also increases the

riskiness of the gamble whether in terms of the size of the losing

outcome or the variance of the gamble. It is clear that introducing

an additional payoff B which is independent of the gamble that the
subject chooses is in fact changing the gamble that the subject will
Play, and a change in response may be due to this change in the larger
gamble rather than a change in subjective probability. For example
the subject might see the new gamble as, win (B & A) with probability
P or lose A with PL, i.e.he might pay less attention to the losing
outcome, and raise the value of A. This may or may not be tﬂevcase;
we must ask if we would want to assume that such a change was evidence
of change in subjective probability.

The kinds of strategy that a subject may adopt in an expanded
Judgment or optional stopping task were discussed in Chapter 8ix, and
need not be repeated here. The introduction of an I.0,0f win 100
if A is true or lose 100 if A is true can change the rayoff matrix
of the situation as below. We would want to show that changes in

stopping point were due to change in subjective probability and not to

& change in decision strategy introduced to cope with the new matrix.
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A is true B is true A B A B
decide A 30 -30 130 =30 -70 =30
B~ 30 30 70 30 =130 30

1.0 = 100 1.0= -100

Similar problems of inference are faced when interaction is
examined in the processing of gamﬂles, even though the role that
probabilities play in the evaluations of gambles is rather clearer. If
the gamble is a simple one of the form, win A with probability P, and
if the response is a Marschak bid or a rating of the worth of the
gamble, then the gamble should be without value when P is O, and have
maximun value'ﬁhen P is 1.0; by choosing gambles with different values
of P we can see how the worth of the gambles to the subject changes,
and thus isolate the role that the probabilities play in these decisions.
If we change the value of A and present the subject with another series
of gambles and see a differént pattern of responses then this may not be
evidence of a change in subjective probability but of a change in the
utility of the new outcome. Attempts have been made to derive
measurement scales of the utility of outcomes, but these models are
at present of little use to us.

Edwards (1962a) has used the results of Luce (1959) to show that
where the subjective probabilities of complementary events do not sum
to a constant (which would be the case where subjective probability
was not independent of outcome value) then, for utility and subjective
probability to be measured simultaneously, utility must be measured on
a ratio scale. Thevproblems of attaining such a scale are formidable.
In any case, the derivation of such scales demands the independence
of utility and subjective probability.

Attempts to construct measurement scales have used the payoff

X probability interaction term in an analysis of variance of responses
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as a test of interaction (in our sense). Such a test is more

difficult to apply when two-outcome gambles are considered.

The situation is complicated further by the suggestion of many
writers that more than a knowledge of the utilities and subjectivé
probabilities is necessary to predict subjects' behaviour, at least
when tﬁe gambles are other than one-outcome ones. Other determinants
of responses might be variance preferences (Edwards, 1962),probability
preferences (Edwards,1955), utility for gambling (Royden,Suppes &

Walsh, 1959), and the perceived risk of the gamble (Coombs and Huang,
1969). While these have been investigated, we might only expect them

to be effective when payoffs are large, and that is also when we might
expect interaction to occur. Instead of inferring subjective probability
from the equatioﬁ 8.E.U.= U x SP, we could have an inference equation
like S.E#U.: (v # SP)+VP+PP+D, where VP stands for variance preferences,
PP for probability preferences, D for the subject's integratiﬁn of the
risk dimensions, and there is no implication that the equation is a
Simple additive one. Again, we would need to explore the role that
Prébabilities play in the evaluation of gambles, especially gambles

with large payoffs, rather than make too many assumptions of the form

of the inference model.

Summarz.

While the question of an interaction between value ang subjective
Probability is an important one for the prediction of behaviour in
decision making situations,-not very much attention has been paid to it
&8s a problem in it's own right. The work that has been carried out has
net :resulted.in any=.unambiguous evidence about interaction. Subjects’
direct estimates of probabilities seem to increase when these probab-
ilities are paired with payoffs. Such findings have not been widely

considered by workers in this field since there are no Pressures on the
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subjects to distinguish between their subjective probabilities that
the events will occur, and their preference for their occurrence.
The introduction of pressures for accuracy confuses both the results
and their interpretation.

When subjective probability is inferred from decisions rather than
direct estimates beiﬂg given there seems no consistent picture. 4
Series of experiments which has shown consistent evidence of changes
in behaviour which follow the introduction of payoffs associated with
events, and which are compatible with the interaction hypothesis, is
difficult to interpret and to relate to the experiments which do not
show evidence of interaction. That such changes in response are
évidence of interaction requires certain assumptions about the role
that subjective probability plays in the experimental situation, and
it is not clear that we would wish to make these assumptions.

In general, clearer understanding of the question of interaction

requires solutions to the problem of inferring subjective probability

from decisions.
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CHAPTER EIGHT.

Introduction to Experiments.

Cbjectives.

This study of the interaction of value and subjective probability
should be seen as exploratory in nature. That is to say, the question
being asked is not whether there is any systematic interaction between
these two variables, but rather, what kinds of experiment might show
without ambiguity that value and subjective probability are, or are

not, independent.

Such a strategy of research would seem to be the most fruitful in
the light of the published research on the problem. Experiments have

been carried out in isolation, without further enquiry and without

‘relation to the work of others. Different assumptions have been made

about the nature and measurement of subjective probability and value,
and different experimental designs have been used.

It seems fo this writer that the number of experiments which would
be needed to relate this variety of assumptions, designs and conclusions
would be enormous. It is doubtful on logical and statistical grounds
that such a study would be valuable. How many times in so many
experiments would we expect the null hypothesis to be rejected for
chance reasons?

An alternative strategy would be to take one example of an
experimental design in the literature, and systematically explore the
conditions which might produce an interaction effect; but we would
want to choose an experiment which could show results whiéh could
without ambiguity be taken as evidence for or against interaction, and
which would be flexible enough to allow us to study a large number of

conditions. The problem involved in the choice of such an experiment
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will be examined in this study.

Strategies.

The previous chapter, which examined the published research on
the gﬁestion of interaction, concluded that one could distinguish
between those experiments which included a distinction between
Independent and Dependent Outcomes and consistently found evidence of
interaction, and thése'experiments‘which were interested in ather
aspects of behaviour, considered the evaluation of gambles as response,
and found little evidenée of interaction; It was alsd concluded thét
it was difficult to be sﬁre that the inferences about changes in
subjective prdbability in the I.0/D.0 experiments were vélid, since we
could not be sure that it was not some other aspect.of subjects!
behéviour,which had changed. This problenm of inference wés seen as
the central problem in the study of the interaction of value and sub-
jective probability.

Two approéches were made on this problem. In the first, the
distincfion between Independent and Dependent outcomes is maintained.
Subjectivé probability is typically infgrred from the value of the D.O.
selected in some mannef by the subjects. Our concern Qas to investigate
the fole that probabilities plgyed in this selection with the goal of
diétiﬁéuishing change in the selection due to change in subjective
PrObability and change due tp change in decision strategy. In order to
a;hieve this, it is necessary both to:

(a) havé anlundérstanding of what tﬁe optimal‘strategy for the subject
is in 5oth the original situation and in the new situation formed by
the introduction of the Independent outcome, and

(v) to record not just change in behaviour but the responses of the

subject both before and after the introdthion of I.O.,i.e,:to attempt
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to understand fully the role that subjective probability plays in

the selection of the D.O.

The second approach was to consider evidence of interaction in

the evaluation of gambles; The problem here is again one of making
valid inferences. When the payoffs in the gamble change, so does the
expected value, and so should the subject's evaluation whether it be
a rating of the work of the gamble or a selling price offered for it.
An atteﬁpt was made to arrange the gambles in an experiment so that
changes in response could, with the least assumptions, be interpreted

as evidence of change in subjective probability, and not as evidence

of something else like, for example, the utility of the payoffs.

Experiments;

In the following"chapters which described the expgriments carried
out the experiments are considered as falling into three types,
differing in the kind of response to the gambling situation that the
subject is asked to make, and in the kind of inference made about
subjective probability from these responses. The first two types are
the experiments which include an I.0./D.O. distinction, and indeed the
discussion of results qnly considers two kinds of experiment - the
I.0./D.0O.experiment and!the gambling experiment. Thé further division
is made here only to draw attention to the fact that experiment I-I
is rather closer to those experiments in the‘literature that included
a 'pressures towards accuracy' condition.

In the experiment of Type I a payoff scheme was utilised where the
payoff to the subject was dependent upon his subjective probability.
The subject chose from a list of bets the bet that corresponded to his
subjective probability, that choiée was examined under different

Independent and Dependent outcome conditions, and subjective probability
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was inferred from his choice of bet.
In the experiments of Type 2, the payoff to the subjedt was

dependent upon the correctness of his decision. In experiment 2-1

the subject was asked to name the amount of money that he was prepared
to bet that some event wouid occur. No direct inference of subjegtive
probability was possible, but the bets were examined under different
probability and Independent outcome conditions. In the others, 2-2
and 2-3, the subjéct purchases as much information as he wishes prior
td making a decision, and the payoff depended/bothron the correctness
-of the decisign and on the cost of purchasing thé information. This‘
experiment was a feﬁlication of that of Morlock (1967), except that
the task was aitered from an expanded judgment’one to a Bayesian
optional stopéing one so that the probability of success accepted by the
subject could be identified. All of these studies included an
Independent outcome and considered as possible evidence of interaction
the changes in‘Dépendent outcome that were under the subject's control.
» In Type.B the payoff to the subject is dependent upon his evaluation
of the worth of a gamble. Since the experiments which examined the
question of,interactiqn included gambles which differed in terms of
the computational difficulties involved in evaluating them, an
introductory experiment, 3-I, examined the number of risk dimensions
as a variable. The pattern of subjects' bids was similar in all
conditions. Experiment 3-2 looked ét two measures of behaviour - the
regression analysis of duplex gambles introduced by Slovic and
Lichtenstein (1968) to show the relative weight given to the probabilities

of winning and losing in evaluations; and & prediction about the

distribution of responses which would provide evidence about interaction

with very few assumptions. Difficulties in the interpretation of the

results of this experiment led to the design of 3-3, where both
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probability estimates and evaluations of gambles were examined.

The intention of this study was to look for designs that could
test for the existeﬁce of interaction, and was not.to collect evidence
for or against the hypothesis of interaction. However, the experiments
were carried out with small groups of subjects, and if the results were

orderly or consistent and if they seemed to say something about inter-
action, we could ask:

(1) What differences and similarities exist between these experimental
results and those in the literature, i.e. what hypotheses about inter-

action might be set up?
(2) Given these, at least preliminary, hypotheses, what kind of
. experimental design might test these hypotheses?

" This study is addressed to these questions.

A note on descriptions of experiments.

In the introductions to the experiments sufficient information is given
to place each experiment in the context of the related literature, so

that information which has been given in earlier chapters (particularly

chapter seven) has been repeated.
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CHAPTER NINE.

Experiments of Type I.

Payoff Dependent Upon Subjective Probability.

Experiment I-I.

Introduction.

Irwin and his associates (Irwin and Snodgrass,1966,Irwin and
Graae,1968) distinguished between Independent Outcome (I.O.) and
Dependent Outcome (D,O.).” I.0., is a payoff won or lost by a subject
independent of which response he makes and dependent .only on the
It has the function of

occurrence or nonoccurrence of some event.

making some outcome desirable or undesirable to the subject. The D.O.

is a payoff which depends on the response that the subjeqt makes, and

o

is considered to be a "pressure towards accuracy'.

In their experiments the subject was asked to choose from a range
of bets either for or against the dccurrence.of some event. The value
of the bet they selected was the D.0O. Associated with the event was
an I.0. whi¢h mAdé'one of the events desirable (Irwin & Snodgrass,1966)
or one of the events more desirable than the other (Irwin & Graae,1968)
but which did not depend on the particular bet chosen by the subjects.
Irwin did not, in the analysis of results, consider the.size but only
thé direction of the subjects' bets, i.e. whether the bet was for or .
against the I.o.event and not how much they had been prepared to bet,
because most subjects chose the bets at the extremes of the D.O.ranges.
He found that the frequency of such bets on the I.O.event varied with
I.0. at all D.0. levels and interpreted this result as evidence for the
interaction of value and subjective probability.

This iﬁterpretation may be criticised, since it may be that other
features of the gambling situation may be determining the direction of

the bet. Another difficulty is that optimal strategy in such a situation
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would be to always bet on the more likely event irrespective of the
I.0., so that, in this experiment, changes in I.0. seem to result both
in nonoptimal behaviour, i.e.allowing payoffs which should be irrelevant

to influence your beliefs, and in more optimal behaviour, i.e.approaching

a tendency to maximise winnings.

Ainm of exﬁeriment.

In this experiment, in place of Irwin's range of bets a range was
chosen in which optimal stfategy is to choose that bet which reflects
the subject's "frue" subjective probability. Such a rangebis provided
by the Quadratic Payoff scheme (Van Naerssen, Shuford et al.,1966).

This range of bets would serve as D.C.; I.O. would be varied to see if
sﬁbject's responses were affected by such changes and particularly to

gee 1f subjective probabilities inferred from the payoff scheme increased
with increased in I.0. The pattern of subjects' responses could also
be examined from the point of view of the inference question; Are

changes in subjects' choices of bets due to changes in subjective

Probabilifj or to some other change in theagambling situation.

DePendent Uutcome.

The Quadratic Payoff scheme is designed to have the property that
the subJect can maximise hls expected score if and odly if "he honestly
refiects his true’degree of belief probabilities"‘(Vah Naer:seﬁ, 1962).
If thetprebability of winning is p and of losing is q:I;p, theﬁ one can
select arbitrary constants A and B and solve the two equatlons X A—Bq2
and y = A-Bp to generate two’columns, x and y. For ~each value of
(P and q) there w111 be a gamble with a value of x and a value of y. The
subJect wins the points in the x column if the event with probablllty
P occurs otherw1se the points listed in the Y column. Subjects should
choose bets at the extremes of the list only when they feel that one

event is much more likely to occur than the other, and should choose bets
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from towards the middle of the list when events seem almost equally

likely to occur.

Two such series of bets were drawn up as two values of the D.O.

rénge and are shown in Table I-I.

Probabilistic inforﬁation.

The subjects' tésk was to decide whether éhe presented results of
four throws of a die had been obtained by throwing die A or die B,
each of ﬁhich differed in the number'of sides whiéh were coloured red
or black; The prdportions'oflred and black sides on the dice were:

DIE A DIE B

4 red sides and 2 black sides. 2 red sides and 4 black sides.
A1l possible results of four throws (4 red sides up, 3 red sides up,1
black side up, 2 red and 2 black, 1 red 3 black, and 4 black sides)were
printed on cards and presented to the subject in random order.
Experimental design.

The two values of D.O., high (172....0) and low (45...0), were
Presented to each subject in a factorial design with three values of I.0.,
zero, win 100 points and lose 100 points,all contingent upon it being
die A that had been thrown, and the five throw outcomes. This design
was presented with one replication to twenty undergraduate subjects.

The payoff scheme was explained to them; the outcome of four throws

of a die would be shown to them. They were then to select a bet from

the list of bets. If the outcome had resulted from the throwing of die

A then they would win the number of points in column X for the chosen bet

Otherwisé they would win the number in column Y. For example, if a

subject selected the bet 169 - 35 after examining the outcome of the
throws then he would win 160 points if die A had been thrown or z5 if

die B. Irrespective of whichever bet they selected they would be given,



or lose depending on the value of the Indepehdent Outcome, 100 points

if die A had in fact been thrown.

It was explained to subjects that any particular outcome could
have resulted from either of the two dice, and that the trials of the
experiment were independent.

A point score for each subject would be arrived at by totalling
the number of points won on each trial, and the subjects were advised

to maximise their points score as a.money prize would be given to the

subject with the highest total.

142
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Table I-I. Values of dependent outcome.

Series one. Series two.
Prob (4) x y x y
0.95 172 o 45 0
0.90 171 18 b5 5
0.85 169 35 b 9
0.80 166 51 43 13
0.75 162 66 L2 17
0.70 157 80 L 21
0.65 151 93 39 2k
0.60 144 105 37 27
0.55 135 116 35 30
0.50 126 126 33 33
O.45 116 135 30 35
0.40 105 14k 27 37
0.35 93 151 2k 39
0.30 8o 157 21 4
0.25 - 66 162 17 42
0.20 51 166 - 13 L3
0.15 35 169 9 Ly
0.10 18 171 5 k5

0.05 0 172 0 L5
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Experiméntal results.

To test for any change in responses in the different I.0. and
D.0. conditions, the mean bet of each subject that event A had
occurred was analysed in an I1.0. x D.O. x
Subjecté analysis of variance. Each mean bet was the mean of ten
reséonses for that subject. The results of this analysis are given

in Table I-I-2. From this Table it can be seen that the choice of bet

has not been affected by any of the payoff changes.

Table I-I-2. Analysis of variance table;

Source. d.f, , M.S. F_ . F(0.05)
I.0. (4) ' 2 L.153 <I

D.0. (B) | 1 . 7.254 <1

Subjects (S) 19 39.427 E .

AB 2 | 26.338 - 2.56 - (3.23)
AS 38 55.473

BS ‘ ‘ 19 ' 7.664

ABS - 38 ' 10.27

Total 119

F-ratios for significance tests were:
Main effect A MS A/MS AS
Main effect B MS B/MS BS

AB interaction MS AB/MS ABS.

The results of this experiment have not then replicated those of Irwin

and his associates. Two further questions may be asked of the data

from these subjects; the first is the question of inference - what is

the relationship between subjective probabilities and the choice of bet

from the Quadratic Payoff scheme? The second concerns the kinds of
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changes that might be revealed in the protocols of individual subjects -
would such cﬁanges support the hypothesis of a change in subjective
‘Probability or that of a change in decision strategy? Such discussion
wili be helped by thé introduction here of the results of a second
experiment carried out by the same twenty subjects after they had completed
experiment I-I. The results are not presented as independent evidende
for the interaction of value and subjective probability; it should be
pointed out that there were no effects of Independent Outcome upon choice
of bet. (Table I-I-3).

- This experiment introduced three changes in experimental deéign:
a) there was only one value of D.0.,Series Two with extremes of

45 and 0 points.

b) there were five values of I.O.- zero, if A win 100 points, if B

lose 100 points. The second and third, and the fourth and fifth

should be equivalent for the subject's choice of bet under the null

hypothesis.

¢) The proportions of red and black sides of the dice were different,

yielding new values of P(4) and P(B).

DIE A DIE B
4'red sides 3 red sides
2 black sides 3 black sides

With these propbftions there is no longer symmetry in the imporfance of
throwing a red side and throwing a black side. The appearance of a black
side must be giien more weight than that of a red side, and the result 2

Ted and 2 black sidés showing favours the hypothesis that it was die B

Was thrown.’

Table I-I-3 éhows the results of a I.0. x Subjects analysis of

Varign¢e on the mean bet shown. The main effect of I.0. was not

Significant.
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_Egblé I-I-3, Analysis of variance table; Experiment Part Two.
Source o d.f. _ MS F

I1.0.(a) L 8538.25 <1

AS 76 8945.6

Subjects (S) | 19 5422.58

Totalk v 99 .

F-ratio for significance test:

Main effect A MS A/MS AS.
If we consider these two parts of the experiment we might be able to
e€valuate the design iﬁ terms of the inference problem - can we infef
Without ambiguity subjecti;e probability from choice of bet from a
Quadratric payoff scheme, and can we assume that changes in response
following the introduction of Independent Outcome are due to changes in
subjective probability rather than to some other change,e.g.a change in
decision strategy?

Table I-I-4 illustrates the mean probabil@ties (that die A had been
thrown) inferred from the bets chosen by subjeéts. The second column
°f the table gives the objective probabilities P(A). The results for
Part one of the experiment show that these mean probabilities are
distributed in a similar fashion to the objective ones, and that high
Probabilities are underestimated and low probabilities overestimated,
Which is a common result in probability estimation experiments. With
Only the results from this part of the experiment it might be that such
& distribution is due to subjects choosing bets at the extremes when
Probabilities were extreme and from the middle of the list when-

P(4) = 0.5.  Ppart tﬁé of the experiment (Table I-I-4),however, shows
that with a different distribution of probabilities subjects‘change

their choice of bet to yield a distribution close to the objective
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Probabilities. If subjects were choosing bets related to the table

of bets oﬁly, it might be expected that the outcome-2 red, 2 black
sides, would result in inferred judgements close to P(A) = 0.5; On -
the conérary subjects tended to see this éutcome as evidence favouring
die B,.and had meaﬁ_subjective probabilities more biased towards B

than the objective probability. Inspection of individual protocols did
Teveal however thaf two sﬁbjects did choose bets related to position

in the 1list rather than toyfhe distribution of probabilities. Never-
theless it éeems reasonable to conclude that for most of the subjects

choice of bet is closely related to their subjective probability

distributiohs.

Since each P(A) corresponds to one particular bet in the 1list, the
test for chénge in subjective probabilities for all subjects has already
been‘carried out (analysis of variance on bets, Table I-I-2); 1If,
hOWever, we‘examiné individual pr;tocols, we might, by looking at the
Tesponses Qﬁich might-have changed from condition to condition without
&chieving significance, decide if such change is due to change in
Probability.similar to the changes reported b& Irwin and his associates
in their studies of betting behaviour, or is due to some other change;

Tables I-I-5 and I-I-6 show the mean inferred probabilities by
Condition of each subject. We can see from these tables that the
Tesponses of some subjects showed behaviour which differed in different
bayoff condifions, without any overall trendé being established. Table

I-1-7 shows the protocols of these subjects.



Table I-I-4. Mean Subjective Probabilities Inferred From Bets.

Part one.

NO-reds P(A)

L 0.94
3 0.80
2 0.50
1 ° 0.20
0 0.06

Part two.

No.reds P(4A)

L 0.76
’3 0.61
2 O.blk
1 0.28

0.88
0.77
0.51
0.23

0.12

0.78
0.69
0.34

0.28 .

0.26

172.

D.O.
160
0.86
0.79
0.51
0.2k

O.13

A 100

0.77

0040
0.25

0.19

-100
0.88
0.7k
0.52
0.19

0.1l

B+4100
0.81
0.75
0.k
0.27

0.26

Dloﬁh'é.

0.88
0.78
0.50
0.20

0.13

B100
0.81
0.70
0.b43
0.32

0.24

100

0.86
0.75
0.48
0.20

0.11

A-10
0.76
0.72
0.ko
0.27

0.19

-100
0.88
0.78
0.51
0.21

0.20

0]
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Table I-I-5.
——— Mean Inferred Probabilitie
S
S, -
l -100. 100.
: 0.57 0.42 0 :é —106.
3 Sh 55 .50 .
4 57 k9 50 .
) 49 51 4 54
. ” 40 9 50
? 0 0. ; .
8 50 50 . .
; 50 50 .
. | k9 53 . ‘51
N L2 L8 il .
. 50 50 7 .
" ko 50 . .
. L7 51 . .
. 51 55 51 ;
. 43 58 j .
18 2 ) il L8
N 53 51 9 ,
> 23 L8 :z .
50 v50 50 ;
50

b5
100.

0.35
5k
b1
%9
L8
50
50
53
b9
50
50
50

50.

o7
50
b2
ko
L2
52
50

0.

1 0.50
uo
51
50
50
50
50
49
53
52

- 53
48
50
5
52
50
48
50
L8

50
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Table I-I-6. Mean Inferred Probabilities:

Part Two.
S 0 A,100. - A,-100. B,100. B,-100.
1 0.47 0.50 0.k 0.47 0.46
2 | 47 52 41 L2 - 52
3 51 46 53 52 k2
b 41 26 50 _ Ly k7
5 h2 3 48 6l k2
6 b5 50 50 | b5 50
7 56 56 " 56 Sk 56
8: 4o Lo | | 40 e 4o
9 51 Lg 47q 49 50
10 48 45 48 | 47 48
11 49 | 53 53 bl 50
X2 50 b oo b Ly 54
13 50 45 | L3 k9 4s
14 k9 k7 49 54 48
15 - L8 56 53 L8 54
16 Ll - 51 55 55 50
17 b3 bp 56 s 34
18 b9 12 48 | 78 50
19 48 52 09 k2 89

. 20 bl 52 52 - 48 k9



Jable I-I-7. Mean Inferred Probabilities of Selected Subjécts.

Sl) Large deviations from mean.

PART ONE :

No.reds

4

PART TWO
No.redsg
4

3
2

o

O H N W

Subject 19.
172

-100 100
0.47 0.65
0.40 0.60.
0.17 0.50
0.05 0.37
0.05 0.30

Subject 19.

0. 4,100
0,60  0.65
0460 0.50
0.45 0.50
0.45  0.45
0.32 0.40

Subject 18.
0.62  0.15
0.67  0.20
0.45  0.15
0.32 0.05

0.37 0.05

-100.
0.42
0.42
0.20
0.05

0005

A’ ""100

0.10
0.12
0.10
0.05

0.10

0.67
0.62
0.40
0.40

0.32

k5

100.
0.80
0.72
0.52
0.32

0.22

B,100
0.55
0.50
0.45
0.30

0.32

0.90

0.95
0.72

 0.85

0.47

0.77
0.67
0.50
0.27

0.20

B,-100.
0.95
0.92
0.90
0.82

0.85

0.65
0.70
O.bk2
0.37
0.35

151



Table I-I-7 (contd.)

Subject 5.
No.reds. 0.
4 0.82
3 0.72
2 0.25
1 0.15
0 1 0.15

4,100.

0.47

-0.50

- 04,40

0.27

0.05

A,-100.
0.77.
0.67
0.50
0.40

0.05

B,100.
0.95
0.82
0.67
0.55
0.20

B,-100.

- 0475

0.67
0.32
0.17

0.17
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If interaction were to take the form that has been found in the
‘experiments of Irwin and Snédgrass (1966) and Irwin and Graaé (1968)
then inferred probabilitiés would increase with positive I.0. and
decrease with negative I.O. In the second part of the(experiment
inf;rred P(A) would be expected to increase with I.O0. of 4,100 and
By~100, ‘and decrease with I.0. of 4,-100 and B,100. This result was not
in general confirmed. Indeed the selection of profocols in Table I-I-7
should illustrate the difficulty of assuming that change in response
following the int?oduction of I.0. is due to & change in subjective
Probability. The changes inere5ponse are quite marked; the new
Tesponse is often insensitive to ghanges in probability rather:than
forming a new distribution; the changes are found in only some of the
l.0.conditions. One subject (number 19) shows different kinds of
behaviour in each part of the experiment. While he does seem to ichange
his choice of bet in a manner consistent with the interaétion hypothesis,
in the first part he forms new distributions of inferred probabilities
and in the second the bets chosen in the 4,-100 and B,-~100 cbnditions
'dO not form any distribution. | | |

The‘simpler hypothesis might be that theée subjects are changing
their betting behaviour in an attempt to take advantége of particular
Payoff conditions. If this were true then it would be difficult in any
such experiment to ha&e a rule for deciding which change in response is
due to sﬁéh’stratégy change and which to interaction of wvalue and
Subjective probability.

That a change in strategy is a possible explanation of changes
in response'rebéived some support from discussion with subjécts. Most
stated that the inérodﬁction of the I.0. made no difference to the way

in which they approached the task, and regarded them as "bonuses" over

which they could exercise no control.



154

Summary of experiment I-I.

Previous experiments on the effects of I.0. on betting behaviour
have been criticised because they have used D.O.schemes where the
frequency of bets on an I.0. event has been the only dependent variable
from ﬁhich subjective probability has been inferred, and conclusions
This

have been based on data averaged over groups of subjects.

experiment introduced a D.O. scheme where the relationship between

Probability and bet could be more closely studied for both all and

individual subjects. Two questions were asked of the data:- was there

any eVidence of interaction of response and I.O. and what was the
relationship between response and subjective probability? Analysis of
subjects! bets {or inferred subjéctive probabilities) showed né change
due to I.0. Examination of responses in two parts of‘the experiment
Showed that the optimal strategy of choosing the bet corresponding to
Subjective probability seemed to be followed by nearly all subjects so
that the relationship between probability and choice of bet is a close
Cne. However, this in itself is not sufficient to sglve the inference
Problem. We need also to show that change in response due to I.O. ig
due to a change in subjective probability. This question was approached
by looking at the extreme changes in response of a few subjects; it
Was concluded that, since in their case it seemed to be a matter of
Change in decision strategy, then for any one subject it might be
difficult to decide the reason for response change, and that this would
be a more difficult problem when results were averaged over a large

Number of subjects, since this average could include small and extreme

Tesponse changes.
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CHAPTER TEN.

Experiments of Type 11.

PAYOFF DEPENDENT UPON CORRECTINESS OF DECISION.

Under this type of payoff, the distinction between Independent
Outcome and Department Outcome is maintained. 1In the previous
experiment subjective probability was inferred directly from the bet
or particular value of D.O. chosen from a list by the subject. 1In
this type of experiment whether the subject wins or loses depends
Upon the correctness of his decision and the value of such dependent
6utcomes will to a greater e;tent be determined by the subject; in
€xperiment 2-1 the subject may choose the amount of money he is
Prepared to bet, and in experiments 2-2 and 2-3 the subject ma& buy

8s much information as he wishes prior to decision.

E&Qgriment 2~=1.

Independent Outcome and Choice of Wager.

Introduction and Design.

In the experiments of Irwin and Snodgrass (1966) and Irwin and Graae
(1968) the subjects' task was to select some bet that event A or event
B would occur from a prescribed range of possible bets. Since most
SUbjects chose the bets at the extremes of these ranges, the experimenters
dig nbt“éna;yse thé éize but oﬁly the direction of subjects' bets.

In this experiment the subjects were ndt restricted to a range of
bets but could name the amount of money they were prepafed to bet either
for or against the occurrence of some event. The magnitude of their
bets could then be studied in addition to their dire.ction. |

A small group of subjects (five) was involved, and each bet was

rePllcated six times per subJect, so that in comparlson with Irwin's
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studies a smaller number of subjects gave a larger sample of their

behaviour.

Procedure.

Either two or three cards were placed in front of the subject.
One out of two cards, and either one or two of the three cards were
designated card A4 and the other card(s) B. The subject was asked to bet
any sum he cared to that he would pick up a card A or a card B. The
probabilities of drawing card A were therefore 1/3,1/2, and 2/3. An
Independent Cutcome was associated with the picking up of card A and
took on the values Win 100p, Win EOp{ and Lose 100p.

The probabilities and Independent Outcomes were presented in a
3 x 3 factorial design with 6 replications to each subject.
Results.

As in Irwin's experiments the frequency of bets in favour of the
I1.0. event can be examined for changes in frequency as I.O. changes.
Table 2-I-I shows the frequency of bets that event A (the I.O. event)
increased with the probability of A for each reward level and with I.0.
When P(A)=1/2 the frequency of bets on A

at each probability level.

can be seen to be clearly related to the amount of money to be won or

lost on A;

Table 2-I-I. Frequency of bets on event A.

P(4) 1/3 1/2 2/3 Total
I.0.(A) -100 2 9 19 30
50 9 21 - 28 53
100 11 2k 28 63
Total 22 Sh 75

Frequency of bets in each cell is 30.
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A multiple regression equation, expressing frequency of bets

in terms of probability of event A and Inaependent Outcome fitted this
data very well (R yl.2 0.98); the regression weights were:

For variations in I.C. O.5%

For variations in P(A) 0.83

Since the subjects were asked to state how much they were prepared
to bet, the magnitude of their bets could be studied in addition to the

direction of the bets. A two-way analysis of variance was performed on

the median bet for each probability - I.O. combination, with the five

subjects treated as replications of the design. The dependent variable

was the amount bet on event A, with bets on event B being treated as

negative bets on A.

Table 2-I-2 gives the median bet for each subject, and Table 2-I-3

the results of the analysis of variance.
As can be seen from the variance table (2-I-3) the main effects of
changes in probability and Independent Outcome were both significant.

Their interaction was not. Point estimation of variance components

(Hays, 1963%) estimated the proportion of variance accounted for by

the main effects; these proportions were : Independent Cutcome -‘774 ,

Probability - 49 7s -

A similar analysis of variance compared the two positive I.0.,win
100p and 50p, and found that, while the main effect due to changes in

Probability was again significant, there was no significant difference

between these outcomes. Table 2-I-4 gives the results of this analysis.



Table 2-I-2.
Median Bets of Subjects.

SUBJECT 1. I.0. 1/3 1/2
-100 -5 -5

50 5 5

, ilOO 5 10

SUBJECT 2. -10 -10
-5 -5

-10 0

SUBJECT 3. =40 0
-20 =245

-40 0

SUBJECT 4. -10 -15
20 20

-10 15

SUBJECT 5. -10 15
=20 20

-10 15

2/3

- 20

20

30

Lo
20

20

Lo
20

20

15¢



Table 2-I-3.

Source
Probability

I.0,

Their interaction
Within cells

Total

Table 2-I-4.

Source
Probability

I.0.

Their interaction
Within cells

Total

Variance Table.

def. M.8.

2 hé}7.64
2 738.50
L 101.18
36 2Lo. 42
WA

F-test denominator.

= 226-1"‘9’
F at 0.05

F at 0.01

Variance Table.

d.f. M.S.
2 2613.96-
1 16.87
2 55.63

2k 240.21
29

F-test denominator, Pooled MS.

= 226.0,

F at 0.0

A1l I.0.

F.
18.71
3.26

FLI n.s.

dof. = l*o.

3.23
5.18

Positive 1.0.

S

S

Pooled MS.

F.

11.55
FLI

FL T

dlfl =

553

]

26.

159
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Discussion.

This experiment shows that both the size and direction of subjects!
bets on an event increased with both the probability of the event and
an Independent Outcome associated with the event. Although the two
measures used, regression weights and point estimation of variance, are
not directly comparable, they both suggest that changes in probabilities

are a more important determinant of choice of bet than changes in

Independent Outcome. It seems too that it is the difference between

winning and losing outcome that is important for both the size and
direction of bets; the difterence between positive payoffs is small.

The results of the analysis of the direction of bets replicéte
those of Irwin and Snodgrass (1966) and Irwin and Graae (1968). It is
not clear in any:of these experiments that this provides evidence for
the dependence of subjective probability on Independent Outcomes. The
subjects in this experiment commented that they were prepared to risk
more as both probabilities and I.0. increased.

One of the difficulties of choosing between hypotheses is the lack
of any understood relationship between the dependent variables of this

experiment and subjective probability. Experiment I had such a

relationship at least in theory and although the resﬁlts seemed con=
sistent with that theory they showed no evidence of change due to change
in I.0. There are of course differences between these experimental
designs, both in the structure of the bets and in the amounts of money

Used directly as I.O. in experiment 2-l. It remains difficult to know

if betting experiments such as 2-1 and those we have referred to in the
literature do show consistent evidence of an interaction between prize

and subjective probability or if we have only shown that prizes as well

’

as probabilities are determinants of betting behaviour.

Experiments 2-2 and 2-3 examine a further relationship between

dependent variable and subjective pobability.
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Experiment 2-2.

Independent Outcome and the Acquisition of Information Prior to

Making a Decision.

Introduction.

The common view of a subject's behaviour in a sequential decision
making task is that he purchases information until his confidence in the
Correctness of one of the alternative decisions attains some criterion

Magnitude. This criterion would vary with the cost of information as

Well as the payoffs for correct and incorrect decisions.
Morlock (1967) hypothesised that, "given that the strength of an
€xpectation for an event was positively related to the desirability of

that event, the criterion level should be reached with less information

for desirable than for undesirable alternatives". His results confirmed

that less information was needed to decide that a desirable event would
Occur, where the desirability of an event was manipulated by variations
in the value of an Independent Outcome associated with that event.

Morlock used the 'expanded judgment' situation (sampling without
Teplacement) which yields no evidence about the probability of success
that the subject was accepting at the time of decision. Given this, it
is difficult to decide if the subject has changed his criterion level
because of a change in subjective probability or because of a change in
decision strategy following the introduction of I.O.

This experiment was carried out to examine subjects® strategies
in a revised information purchasing task under different I.O. conditions.
Experimental Design. .

In Morlock's experiment, the subject was not informed of the

Parameters of the distributions with which he was dealing, or even of

the form of the distributions. It was not then possible for the subject

Yo specify an optimal strategy. Irwin and Smith (1957) write of their
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expanded judgment task: "it is taking some liberty with-the word to
speak of a subject gaining 'information' from the cards". By making
the term 'information' more precise through the introduction of a
Bayesian information purchasing situation, an optimal strategy could be
described, and subjects' responses could be examined in an attempt to
distinguish between changes in criterion due to the interaction of I.O.
and subjective probability and those due to dianges in 'acquisition
strategies' or attitudes which did not involve change in subjective
Probability. |

/As is comméﬁ iﬁ Bayesian situations, two urns were described to
the‘subject. ’Each urn coﬁtained 10 red and black balls, one (Urn A)
in the propoftions 6 red to 4 black and the other (Urn B) contained L
red and 6 black. The subject was permitted to purchase infoimation at
a fixed'costvof one ﬁoint per item, i.e. a look at one ball from one
Oof the urns, and could continue sampling wifh replacement until he
Wisheé to decide from which of the two urns he was sampling.

' Sequehces of information wére prepared in advance to ensure that
the same information was seen in each presentation condition ang in
each payoff condition. For example, if 2 red and I black balls from
Population (Ufn)A weée presented then 2 black and I red from Populatioh
B would bé presented; This control, which was absgnt in Morldck's V
experimeﬁf, alléws us thprecisely compare points at which décisions ére
made ﬁﬁder all‘coﬁditions- ‘The prepared sequences also varied in
composition; some decisions were made more difficult than others in

order to Be able to fest for consistency of strategy and for changés

in strategy. .

The Payoffs.

The Dependent Outcome took on the values, win BO’points for a

COrréct decision or lose 30 points for an incorrect decision. The I.O.
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took on the values 0, win 100, and lose 100 points and was associated

Wwith urn A, These payoffs may also be written in the form of a decision

matrix as below.

State of nature. A B A B A B
decision A 30 =30 130 =30 -70 =30
B ~30 30 70 30 =130 A3Q

(I.0.= 100) (I.0.=%100).
fAccording to models for optimal behaviour (Chernoff,1954, or Luce
and Raiffa,l95?), these transformations of the payoff matrix should leagd
to no change in behaviour, as theyinvolve only the addition or subtraction
of a constant to one of the columns. It was hypothesised that Present-
ation in matrix form might emphasise the strategic aspects for the

Subject, so the two methods of presentation were compared in conditions

M(matrix) and B(bonus points).

Knowledge of results.

The second presentation cordition in the experiment was the presence

Or absence of information following decisions about the correctness of
those decisions. This distinction gives rise to two conditions F

(feedback) and NF (no feedback). It was hypothesised that the Presence

°f feedback might serve as a check against an interaction effect of the

king reported by Morlock, who does not mention whether such information

Was provided to his subject.
Subjects.

The subjects were nineteen undergraduate students of the University
°f Keele. They were divided into four groups - MF,MNF,BF, and BNF. Each
Subject made 24 decisions in each Independent Outcome condition, making

& total of 72 decisions. The points which were won or lost on each trial,

Or decision, were added to make up a total for each subject as was the
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Case in Morlock's experiment. Subjects were advised to try to maximise
their points score and that a money prize would be given to the subject

Wwith the highest total.

The Presentation of Information.

To ensuré that the same information was seen by each subject in
each presentation and payoff condition, the results of sampling from

the two urns were printed on cards, and the experimenter would read these

résults from the cards at the subject's request.
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Results.

The amount of information required to reach a decision was
Compared in the four groups -~ MF,MNF,BF,and BNF, and in the three I.0.
Conditions. Table 2-2-I which presents these mean sample sizes suggzests
that subjects in the Matrix conditions tended to take a larger sample

size before reaching a decision than the Points presentation condition,

and that subjects in the No Feedback condition took a larger sample

size than the Feedback groups. Whether the decision to be made included

& zero, positive, or negafive I.0. seemed to make no difference to
Sample size.

This was confirmed by a Three-way analysis of variance with the
two presentation differences and I.O. as independent variables and the
amount of information purchased in a block of 24 decisions as dependent
variable. The subjects acted as replications of the design. The Matrix
and Feedback main effects reached significance level and the I.0. main
effect and interaction terms did not. Thé variance table is presented
in Table 2-2-2.

Since Matrix and Feedback effects were significant the next step
in the analysis of results was carried out separately for each of the
four groups. This analysis was a replication of that of Morlock (1967).
The amoﬁnt of information required beforé a decision is made when the
€vent associated with I.0. was presented was compared with the amount
°f information purchased when the other event was presented. Morlock
found that as I.0. (associated with Urn 4 in this experiment) increased
the sample size before decision deéreased when the I.0. event was
Presented and increased when the non - I.0. event was Presented,i.e.
the criterion level of confidence for making a decision was reached with

less information for desirable than for undesirable alternatives.



160

Table 2-2-3 shows the average sample size prior to decision for

the four groups of subjects and the three I.O. conditions. Row A of

that Table shows the sample size when the I.0. event was bresented to
the subject, and Row B the sample size for the other event (Urn B).
Figure 2-2-1 displays these results in graphical form and compares them

with Morlock's results (adapted from Morlock, 1967,p.298) for equivalent

Values of I.0.

The results of this experiment do not show the form which would be

Predicted by the Interaction hypothesis. As a statistical test of his

Yesults, Morlock examined the main effect of I.0. and the Event x 1.0,

interaction term in an analysis of variance. Similar analyses of

Variance were carried out for the four groups in this experiment, with
the amount of information purchased prior to decision for a block of 12

decisions being the dependent variable. The variance ratio MS AB/MS ABS

Was taken to test the AB (Urn x I.0.) interaction term; the ratio

MS B/MS BS tested the main effect of I.O. None of these terms reached

Significance level. Table 2-2-4 gives the variance tables for the four

groups.



Table 2-.2-1. Mean Sample Size.
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No Feedback.

\ Bonus Points. Matrix.
1.0, Feedback. No Feedback. Feedback.
0 3.80 5,66 " 630
100 3.55 6,146 5.97
=100 | 4,18 5.68 6.10

Table 2.2.-2. Variance Table.

=o€ c-c-2.
Source d.f. M.S. F.
Matrix (4) I 2066I.4 10.54
Feedback (B) I I4528.11 7.41
L.o. (o) 2 147.42 £1
AB 1 3541.359 1.71
AC 2 446,59

EC 2 90.83

ABC 2 628.31

W.Cells 45 2133.62

Total 56

6. 7?
6.16
6.82
F0.08. Fo.0X.
7.08
7.08
L.o8

Fetest For Main Effects

Pooled interaction terms and

W.Cells

1959.345, d.f.= 52.



Mean Sample Size before Decision.

Iable 2-2-3,

I.0.
Group.
BF A

B
BNF A

B
MF A

B
MNF A

o.

3.73
3.87

' 5.60
5.73

6.25

6.35

6.75
6.80

I00.

3.48

3.62

6.85
6.06

5.90

6.02

6.25
6.07

"'IOO.

k.52

k.00

577
5058

6.25
595

6.82

7.02

16¢



Table 2-2-4,

BF
Source d.f. MS
Event(A) 1 0.83
I.0. (B) 2 1k2. 5

Subjects(5) & 290.21

Variance table.

P MS
0.87
3.25 L2, 45
3721.39

AB 2 28.03 2.07 20.0I
AS L 16,44 2k.57
BS 8 43.8 158.43
ABS 8  I3.49 LI.Ok
Total 29
F 0.05

BNF.
Source  4.f. ¥
Event(a) 1 70.05
1.0, (B) 2 237. 6 <1
Subjects(5)3 1780.37
AB a‘— 97.5 2.7
As 3 Lh 48 |
Bs 6 415,18
ABs 6 36.66

Total 23

d.fo 2/8

FO.05 .

5.1k

16¢

MNF
MS F

0.53

234, 1 <1
L4923 46
I3.43 LI

5. 2

352.02

20.59



Pige 2-2-I.
Sample size,X.0., and the Interaction hypothesis.

Under the interaction bypothesis we would expect
the sample size for A to decrease as I.O. increases.

and the sample size for B (dashed line) to increase.

Figures (a) and (b) adapted from Morlock(I967,p.298).

15
: (a) . b
, sample size
o
-—.-.—--; z“\_-.:s
5] \
4L
IO
[ ] y [ A L I
-I00 0 I00 -I00 0 I0O0 I.0.
BeN.F.
B.Fe 5__/
.5 L
5
"3 ¥
3 Y 1 1 t 1.
-I00 0 100 -J00 - 0 100
M.F. -
.5 - 5
M.NoF.
N 3 - 3
1 [ i [ 1 »

-I00 0 I00 -I00 0 I00
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Morlock's analysis considered differences in amount of information
burchased brought about by the presentation of the I.0. event to the
subject., One may also examine the number of A and B decisions that the
Subject made under the different I.O.conditions. Morlock-writes "I.O.
héd no significant effect on the frequency with which the subjects
decided that the packs had the desired constitution". It seems to this
writer that such changes would be expected under the interaction hypo-
thesi;. When I.0. is 100 points the subject would prefer event A to
be Presented, whereas when I1.0. is -130 points the subject would prefer
the presentatidn of event B. Changes in criterion for decision could
lead the subject to make one deciéion rather than another as I.0. changes ,
€.g. he might make!more A decisions when I.0. is\IOO and more B decisions
when I.0. is -1QQ, |

Alternatively differences in the number of A and B decisions
Wight be evidence of changes in decision strategy brought about by
°hanges in I.0., and this might be more evident in the Matrix present-
ation conditions. The three payoff matrices under the three I.C.
Conditions are:

state of nature
A B A B A B
decision 4 30 -30 A 130 -30 A =70 -30

B-30 30 B 70 30 B-130 20

(for I.0. =1.QO) '(fOI‘ I.0.= -‘[O@).



Table 2-2-5,

Group
M.F.
M.N.F.
B.F.

B'N.F'

Mean Number of A decisions per Group.

12.6
12.4

12.2 -

11.75

ICO
11.4
10.8
10.8

10.75

-100
12.2
14.2
11.4

12.0
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Table 226 .

I.0.

Subject MF 1

5

H o\ L AN

MNF

BF

N

By

oW o W

LY B OV O

No. of A decisions out of 24.

13
12
13
13

12

13
13
12

12

12
12

11

13

13

12

12

12

12

11

ICO
13
10
10
11
13

8
17

7
12
10
12
14

11

12

10

12

9

10

12

-ICO
12
16
13

8
12
12
13
18
12
16
12
12

11

14

8
12
14
12

10
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Although, in terms of optimal strategy, these transformations of the
‘Payoff matrix should lead to no change in behaviour, it might be that
subjects would alter their décision strategies in certain ways, for
€xample:
i. When I.0. 1ICO, always decide B to avoid possibility of losing.
ii. When I.0. 1I00, always A for chance of large win.
iii.When I.O. ~I00, always decide B which has a possibility of winning.
iv. When I.0. -I00,always decide A to avoid large loss.
While a change in criterion due to interaction might lead to a tendency
to make decisibns similar to those made when following strategies ii
.and iii, strategies i and iv should be distinguishable from changes in
distribution of de;isions due to change in critefion.

Table 2-2-5 shows the mean number of A decisions out of
2 block of 24 decisions in each group of subjects and each I.O. condition.
The results are not in the form that would be predicted by the change in
Criterion (interaction) hypothesis. Differences in the mean frequency
- Of A decisions of each of the 19 subjects due to different I.0. conditions
(see Table 2-2-6) were tested by Friedman's Two-way Ana;ysis of Variance
(Siegel, 1956); there was no significant difference in frequency
between I.0. conditions ( x:=l.5,N=19,d.f.=2).

Examination of Table 2-2-6 suggests that several subjects in the
Matrii conditions might have changed decision strategy (e.g.MFI,MNF 2 & 3).
Inspection of their protocols shows that except for subject MNF 3,
Subjects seem to be making decisions and errors in the light of the
€Vidence seen by them. Subject MNF seemed to have ignored the evidence
in 4 sample and decided A in the -I00 and B in the ICO I;Olconditions,
'accepting a smallér loss for certain rather than risking the higher loss
in the -I00 condition and taking a smaller gain for certain in the

100 condition.
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Discussion.

This experiment examined the effects of different values of
Independent Outcome upon two related dependent variables - the amount
of information required to decide that a desirable event has occurred
when compared to the amount réquired to decide that an alternative
e€vent or undesirable event has occurred, and the relative frequency of
deciding that one event rather than the other had occurred. Neither of
these measures provided support for the interaction hypothesis, i.e.
that less information would be required to decide about desirable events .
a&nd that, if the information presented was suitably controlled the |
Subject would decide more often that the desirable event had occurred.

It seems thatqthe Dependent Outcome, the points that would be won
Or-lost depending on the correctness of decision, was the important
determinant of subjects' behaviour rather than the I.0. If amount of
information‘purchased is regarded as correlating with confidence at
time of décision then subjects were more cautious in the sense of needing
2 higher coﬁfidence level or criterion yhen no information was given
to thepy about the correctness of their decisions and wh?n the information
about the payoffs was presented in the form of a payoff matrix. Trang-
fOrming the payoff matrix did not affect the amount of information
Purchased nor the frequency of decisions on the alternative events (with
the eiception of one subject), i.e. subjects were concernéd with the
COorrectness of decisions rather than with the desirability of outcomes.

These results do not confirm those of Morlock (1967) on whose
®Xperiment this one was based. While there are undoubtedly many
differences between these experiments, e.g. number and background of
Subjects, length of experiment, motivation of subjects, two might be
‘Onsidered more important than others.

In the first instance, this gxperiment was designed to obtain more
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information about subjects' behaviour and in particular to specify

the point ét which decisions were made. To achieve this goal, the
Parameters of the populations were given to the subjects and the actual
information seen by them was controlled to be the same when both the
I1.0. event and the non-I.0. event were presented énd for all three
Valugs of I.0. These controls were absent in Morlock's experiment;

it may be that this experimenter's emphasis on structuring the situation
may have changed the situatioﬁ as perceived by the subjects so that they
too paid more attention to the structure of the situation - the
Construction of the populations and the payoff scheme - rather than to
the relative desirability of the alternative events.

The second priﬁcipal difference between the fwo experiments is in
thevmethod of‘presentation of the alternative events or populations. 1In
Morlock's gxperiment the subject had the opportunity to select one of
the two decks of’cards on the understanding (although in fact this was
N0t the case) that one deck was composed predominantly of marked cards
and associafed with I.0. and that the other deck was predominantly
Unmarked and without I.O0. It might have'been that the subject felt that
he nag some opportunity to exercise his skill, so that the situation
Was not perceived as one of pure chan;e; alternatively the actéof
chOOsing might have induced commitment to one hypothesis, similar to
the phenomenon investigated by Brody (1965). In experiment 2-3 five
Subjects carried out another information purchasing task with this choice

introdUCEdo
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Experiment 2-3.

The payoff conditions in this experiment replicated condition
B.N.F. of experiment 2-2 with the change that monetary payoffs were
introduced in place of payoffs in points. The Dependent Cutcome took
°n the values of win or lose 30p, and the three values of Independent
Cutcome were O, win ICOp and lose IOOp. The introduction of monetary
Payoffs meant that in practice subjects' winnings would not be
Cunulative ovef trials but would be calculated by selecting one of the
trials after the completion of the experiment and estimating the
Winnings, ’

The second major change from experiment 2-2 is in the method of
Presenting the deciéion alternatives. In that e#periment the information
from one of the urns was presented to the subject who was required to
decide which urn he had been sampling from. In this experiment, the
Subject was presented with two cards, and it was explained to him that
One card contained samples drawn from urn A (these were written on the
Teverse of the card) and the other cardzsamples drawn from urn B. An
Independent Outcome was associated with urn A; the subject, who was
8sked to select the card he wished to sample from and to pass it on to
the experimenter who would read out the information on request, had the
°Pportunity to pick up the card which was associated with the I.0. It
was h&pothesised‘that the introduction of this opportunity might result
in less information being required to decide that the desirable rather>
than the less desirable card had been picked up.

Five undergraduate subjects carried out the experiment. Each made
®lghteen decisions - with each of the three I.0. values associated with

targ 4, either card A or card B was presented, and this design was

Tepeated three times with different prepared samples. That both A and
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B were presented was ensured by having both cards contain the sane

information on the reverse in each trial.

Results.

Table 231 shows the average sample size before decision in the
three different I.0. conditions. Row A of the table shows the mean
Sample size when the I.0. event was presénted to the subject and row |

B the sample size when the other event was presented.
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Tible 2-3"1 .

I.0.
0. | 100. ~I00. )
Population &4 7.00 8.20 7.20
B 8.06 7.40 6.53

The results in this Table do not take the form which would be
Predicted by the Interaction hypothesis. As in Experiment 2-2,Morlock's
ethod of analysis was replicated. The main effect of I.C. and the
Event x I.0. interaction terms in an analysis of variance we;e tested.
The dependent variable for this analysis was the sum of the three

Tepititions of each decision. Neither of these effects were significant.

The variance table is given in Table 2-3-2.

Iable 2-3-2. Variance Table.

Source, - d.f. M.S. F. F0.05.
Event(a) = 1 1.2

I.0. 2 20.8 4,05 - L.46
Subjects (S) 4 300.27

AB 2 2k, b 1.4k .46
As 4 3,45

Bs 8 5.13

ABs 8 16.90

?Otal 29

F-ratio for main effect MS B/MS BS

F-ratio for AB interaction MS AB/MS ABS
similarly, examination of the frequency of A decisions in the different
I-Oo-conditions reveals no support for the interaction hypothesis. When
the frequencies are summed over the five subjects, the A population was
Presenteg 15 times in each I.0. qondition; the frequency of A decisions

When I.0. was 100 was 15, when I.O.was zero was 1k, and when I.0. wag



10V

-I00 was 15.
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Discussion.

The experiments 2-2 and 2-3 reported here have considered two
dependent variables: -
(2) the amount of information taken by a subject before making a decision, -
and | |
(v) the number of times that one decision rather than another had been
made,

Under the oonditions of these experiments no change was detected
in these dependent variables following the introduction of Independent
Outcomes, which were payoffs making one of the events more desirable
than the other. Moriock (1967) conducted a similar experiment and
Teported thaf the anount of information required\before reaching a
decision interacted with I.0., but that the frequency of decisions that
the 1.0, event had occurred was not affected. He interpreted his
Tesults ag being evidence of an interaction of value and subjective
prObability. Such an interpretation makes certain assumptions about
seQuentiai oecision making: He writes ?...collect information until
their expectation or confidence in the correctness of one of the
alternatives attains some criterion‘magnitude. Given that the strength
Of an expectation for an event is positively related to the desirability
°f that event, this criterion level should be reached with less
infonmation for desirable than for undesirable alternatives'". He assumes
then that subjects decide withwsome fixed criterion level, that the less
information they examine, fhe sooner that fixed‘criterion is reached,
and that changes in sample size reflect changes in subjective probability
i? this way.

Subjects in such an information acquisition task are faced with a

deciSion problem including information ébout samples and populations, the
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Payoffs for correct and incorrect decisions, the cost of purchasing
information and the I.O. Changes in sampling behaviour may reflect
Many changes in subjects' perception of their task, and only some of
these may be due to change in subjective probability. To decide if
interaction with value has taken place, we need to examine these kinds
of change, and the more difficult question of what would constitute
eVidencé for each of then.
(1) 1¢ may be that subjects change their criterion level for decision
due to a change in decision strategy, e.g. a subject is willing to acqept
2 lower probab;lity of success and make a riskier decision because of
the introduction of payoffs which do not depend upon the correctness of
deCisi;ﬁ. Alternatively the attractiveness of one of the outcomes
miéht make the subject reluctant to decide that the other outcome seems
to be the likely one, i.e. his sense of the likelihood of that hypothesis
Temains unchanged but his decision criterion changes - he is more
hesitant.
(2) 1t may be that there is a change in subjective probability, so that
Subjects reach criterion level sooner for the decision that the
attractive eﬁent has béen prepared. Such a change might take one of
two forms., It’could be a change in the prior odds of the hypotheses,
€+8. before looking at any information the subject felt more certain
that he hag picked up the desirable deck. Alternativeiy the change is
n9t in prior probability but the subject attached more weight to some
°f the dafa than to others, e.g. where the I.O. deck contained
pI'ed‘bminantly marked cards he would assume that a marked card had a
Bigher P(DJH) than an unmarked one.

It does not seen possible to sepapgte these different hypotheses by

considering sample size alone. If subjects were following at least
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approximately a Bayesién model then such strategy and probability
‘Changes might be indistinguishable. However if we also consider the
relative frequency of decisions then we might be able t; make some
Predictions. If the éamples from the alternative populations are not
Constrained to be unrepresentative, change in criterion should lead to
Change in the relative frequency of decisions as should changes in the
Prior probabilities and the P(OJH). '

The following four cases may be distinguished.

Case A. Change in sample size, change in relative decision frequency.
Case B. No change in sample size, change in frequency.

Case C. No change‘in either measure.

Case D. Change in sample size, no change in frequency;

Where the results take the form of Case C, as in experiments 2-2
and 2-3, then there is clearly no evidence of interaction. Case B is
More difficult to interpret. If the composition of the samples at time
of either decision is roughly the same then it would seem ihat change
in the relative frequency of decision Qés due to some &ttempt to take
advantage of the payoff scheme, for example the case of'subject M.N.F.3
in experiment 2-2.

Case D resembles the results of Morlock. Subjects take less
infcrmation to decide that a desirable event has been presented, but
they do not in fact decide more often that the desirable event‘has‘been
Presented. They reach the criterion level sodner for a desirable event.
In practice this must mean that, where I.0. is associated with the
predominantly marked deck, subjects accept some number of marked and
unmarked cards as fulfilling the criterion when the sample is predominantly

Marked and a differént number. when the sSample 1is predominantly unmarked.
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Such a decision rule accepts a certain probébility of error, and on
AVerage more errors would be made when the sample was predominantly
marked. We should expect more '"marked" decisions. Morlock did not
find this. He does say- that each successive sample of ten cards
reflected the overall proportion of the deck, and we might expect this
to reduce the number of errors or.even to allow very simple decision
rules. His results may then be a function of his experimental design.
If the samples presented had been more representative results of Case

D would seem to be evidence of a reluctance to decide. Subjects postpone
their decisiog when they suspect that the less desirable event has been
Presented in the hope that more favourable informatiqn will appear but
€Ventually decide that the less desirable event has occurred. Such a
Cénclusion does not favour the interaction hypothesis.

If the results are an example of Case A this would be evidence of
& change invdecision criterion due either to a change in decision
Strategy or to a change in subjective probability and these hypotheses
8re difficult to separate. It might be possible by examination of sample
contents at time of decision to separate a tendency towards risky
decisions from the consistent change in criterion thaf we would expect
from a change in subjective probability, especially when sample
Composition is compared from easy and more difficult decisions.

To summarise, it is likely that with a choice of design similar to
that of experiments 2-2 and 2-3 it is possible to decide among some
interpretations of "interaction" behaviour in informa?ion acquisitions,
With an emphasis on including more representative samples from the
alﬂerna’t::i.ve pbpulations. Such designs would avoid some of the difficulties

of interpretation posed by Morlock's results and would permit experiments



185

on intéraction to be compared with studies of probability revision
and optional stopping.

Choosing among different interprétations of subjects' behaviour,
deciding which changes are instances of the interaction of value and
Subjective probability and which of the interaction of value and decision
strategy will depend on a more detailed understanding of the kinds of
decision rule which subjects employ in these situations. For example
Some of the distinctions introduced here will depend on subjects
&pproximating Payesian rules to the extent that their decisions are
consistent in %erms of sample_composition and that their behéviour
Varies with changes in prior probabilities and in the diagnosticity of
data, It should‘be emphasised that a Bayesian situation could provide
tﬁe kind of structure for making decisions about interaction, especially
in comparison with expanded juégment situations, rather than that such
decisions could be made easily in the light of our present knowledge

about subjective probability in decision making.
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CHAPTER ELEVEN.

-

Experiments of Type 111.

Payoff Dependent Upon The Evaluation of Gambles.

The two previous_chapters have examined variations of designs
which héve been repérted in the literature to yield evidence for the
interaction pf value and subjective probability.

Most ofAthe research in Psychology on decision making under risk
has been concerned with the evaluation of gambles of the form win
amount A with the probability P or lose amounf B with probability
iéP. Experiment; have asked subjects to name buying or selling prices
for these gambles, or to choose between them in paired-comparison
designs in an atte&pt to answer some 'traditional! questions~
to measufe utility and subjective probability;
to explore’the"possible role of variance and prpbability preferénces
in evaluation, | |
to set up definifions of the term '"risk",
and to exaﬁine consistency of choice aqd’the trénéifivity’of preferences.

No research has Been‘céncerned expiicitly with the interaction of
Value or utility and subjective probability, although some authors
h?Ve collected evidence, e.g. Anderson and Shanteau (1970) and Tversky
(1967 a,b) found no suppbrt for the interaction hypothesis in factorial
designs of evaluatlons, while Slovic and Lichtenstein (1968a) considered
that g multiple regression analy51s of evaluatlon showed support for
the hypothesis.

The experiments reported hefe have considered related problems.
The first is that Qf‘showing an interaction effect in the evaluation of
Sambles without the measurement of utility and at thé same time without
h?Ving the relationship of the results to the question of interaction

disPUted for that reason. The second problem is our central one of
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designing an experiment which might test thé hypothesis about inter-
‘action from all three sections of this thesis.

Experiment 3-2 approached these problems by considering certain
features of subjects! evaluations of gambles which might show the
independence of utility and subjective_probability, namely

(a) that the probability of winning should be givenlequal weight
in evaluation as the probability of losing, and

(b) that if a two-outcome gamble is consiqéred as consisting of
& win component (PW x AW) coupled witﬁ a lose component (PL x AL) then
°hanges in on; component should be independent of changes in the other.
By suitably holding some of the variables constant, one can test whether
changes in probabilities are independent of changes in payoffs.

Expériment 3-3 considers the attention that subjects pay to the
Probabilities of winning and losing under different payoff and present-
ation conditions. With a suitable choice ofvgambles and presentation
Orders one may test several hypotheses about the independence of péyoffs
angd Probability estimates. Subjects are further asked to evaluate the
Worth of these gambles to test if there are differences between their
Stated probabilities and the probabilities which they éctuélly use when
they are asked to risk money on them.

Experiment 3-1 introduces the dependent variable, Marschak bids,
which is used in these experiments, and examines subjects! evaluations
of 8ambles which differ in the number of risk dimenéions to be processed.
This experiment will then serve as a standard for‘cohparing the

evaluations of two-outcome gambles in experiment 3-2 and the three-

Outcome gambles of experiment 3-3,
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Experiment 3-1.

This experimeﬁt was designed to study the effect on the evaluation
of the worth of gﬁmbles of changes in the number of risk dimensions
to be processed. Some understanding of these effects and of the methods
of processing used by subjects was felt to be necessary before
exémination of how value and subjective probability might ipteract in
the pfocessing of similar gambles.

Some recent experiments have studied gambling behaviour with the
emphasis on the decision maker's ability to integrate several sources
of informatiod in reaching a single choice of judgment. Typically the
independent variable has been some measure of the complexity of the
Stimuli, for exampie, the number of gambles to b.e decided among (Miller
% Meyer,1966), the method of displaying the gamble (Hermann & Bahrick,
1966), or knowledge of the outcomes of previous gambles (Meyer,1967).
The dependen£ variable has been some measure of the extent to which
subjects‘maximise expected value in their choices or evaluations.

Their results show that processing congiderationsﬂcannot’be neglected
in the study of risk-taking behaviour.

This experiment takes as it's independent variable the number of
risk dimensions to be processed in order to reach an evaluation of the
OVerall worth of a gamble.

:There were five conditions with seven gambles in each condition;
Within each condition the gambles differed in their expected value.

The geven expected values were : 0,6,12,18,24,30,and 36 (0ld) pence.

The five conditions were-

I"Gambles with two outcomes; differences in expected value in this
Series were obtaiﬁed‘by changiﬂg the payoffs while holding the

Probabilities constant, e.g.
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(2) win 16 with probability 0.6,lose 24 with probability 0.4

(b) win 22 with probability 0.6,lose 18 with probability O.4

2. Two-outcome gambles. Differences among gambles due to changing
Probabilities, e.g.

(a) win 48 with probability 0.2, lose 12 with probability 0.8

(b) win 48 with probability 0.3, 1';>se 12 with probability 0.7.

3+ Three outcome gambles. Two winning outcomes and one IOSing outconme.
Differences among gambles due to change in probabilities.

k. Three.outcome gambles. Two winning outcomes and one losing.
Differences aeeng gambles due to changes in payoffs.

5+ Three outcome gambles. One winning and two losing outcomes.

Differences due to changing payoffs, with probabilities constant.

In conditions 4 and 5 the total probabilities of winning and losing

8re 0.6 and 0.4 respectively.
Dependent variable.

The subjects evaluatéd the worth to them of the gambles using the
Marschax bidding procedure introduced by Becker et al.(1964). Subjects
8re instructed to state the smallest amount of money for which they
Would pe willing to sell their right to play each of the gambles.
Independently of the subjects' stated selling price(S), the experimenter
°h00ses a buying price (B). If this B is larger than, or the same as §,
the subject has sold his right to play the gamble and receives the
buying price, B. If B is smaller than S, the subject has not sold the
8amble, and plajs it to determine his win or his loss. . It is optimal
for the subject to state only his "true worth" of the gamble ae his
selling price{ If, for example, he suggests a higher price than he
kn°ws it is worth then he reduces his chance of getting a good price for

lt;ifhe offers it for less than it is worth he may sell the gamble for
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less than it's worth. The gezmble would not be worth more than the
amount to win or lesé than the amount to lose, so the subjects were
instructed to keep their selling prices between these ;alues. The
€xperimenter explainéd that-he had selected a gamble to be played in
advance of knowing the prices, and that this gaﬁble would be bought or
sold at the end of the experiment.

" The experimenter preéented the thirty-five gambles to each of

ten subjects who were asked to name their minimum selling price for

each gamble and, at the end of the experiment, to discuss how they

approached thisg task.

Results.

If-we take as our measure of subjects' ability to estimate selling
Prices for the gambles the correlation between their responses and the
€Xpected values of the gambles, then their behaviour was accurate and
there was 1ittle difference in accuracy due to the number of risk
dimensions to be processed. Table 3II shows the correlations for the

five groups of gambles, each correlation involving 70 gambles.

Table 3II. Correlations between bids and expected value.

Group.
1. 2 outcome, fixed probabilities. 0.837
2+ 2 outcome, fixed payoffs. 0.721
3. 3 outcomé; 2 winning, fixed.payoffs. 0.724
b3 outcome, 2 winning, fixed probabilities. 0.770
5+ 3 outcome, 2 losing, fixed probabilities. 0.86k4,

In addition, for each subject's selling prices, Kendall's
Coefficient of Concordance (Siegel,1956) was computed to yield a measure

°f the internal consistency of bids in the five conditions. These
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coefficients were high, respectively 0.75, 0.9I,0.85,0.93,0.85,0.9%,
0.98,0.86,0.99 and 0.77 for the ten subjects, suggesting that subjects
‘orderings of the gambles in attractiveness was very similar in all
conditions.

Subjedts' bids (selling prices) were characterised by overbidding,
i.e. a tendency ior the selling price named to be higher than the
€Xpected value of the gamble; the mean bids for cogditions I tob
TYespectively were 22.43,22.67,23.56.26,73, and 19.3, while the mean
expected value was 18.0

Tversky421967a) has reported similar results over the range of
€Xpected values, Quf Coombs et al.(1967) found a tendency towards under=-
bidding excepf for gambies of low expected value which were overestimated.
EXaminaéion of median bids at each expected value levél (Table 312 and
Figure 31I) suggest that in this experiment subjects tended to overw
estimate low expected value and to be more accurate (in the sense of
being closer to expected value) in gambles of higher value. Categorising
the responses\according to whether they show overbidding, underbidding,
°r are equal to expected value shows further that there was a tendency
towards overbidding in low E.V.gambles but that overbidding and under-
bidding were equally prevalent in gambles of higher E.V.(Table 313).

Althougn this effect was reproduced in all conditions (Table 314),
Tesponses in condition 5, the condition with gambles of 3 outcomes, 2
°f which were losing, seem to be lower than the responses in other
®Onditions (see Table 312 and the overall mean bids). Analysis of
Variance of responses shows a significant effect due to differences in
Conditions and a significant interaction between conditions and level

of €Xpected value. Table 315 gives the variance table of this analysis.
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The finding that bids for:gambles with two losing outcomes were
_lower than those for the other 3-outcome ganbles, together with the
finding that correlations of bids with E.V. were higher when probabilities
Were fixed and changes in value were due to changes in payoffs,suggests
an emphasis by subjects on the payoffs in the gambles, a result
reported by Dale (1959), Lindman (1965), and Slovic and Lichtenstein

(1968a).

Table 3I2. Median Bids of Subjects.

E.v. Groups I and 2. 3 and L. 5(2 losing outcomes)
0 6.5 6.5 5
6 | 10 - \ 10 .8
L 1.5 16 14
18 20 21 18
2k YA 2k 22
30 30 sk 27

36 35 37.5 35



Over-and underbidding by E.V. for all conditions.

Table 213.
E.V. 0 6 12
No.overbid 48 38 31
No.eval EV 2 L 10
No.underbid - 8 9
Table 314,
Over- and underbiddi

1 2 3
OVerbid L B L AR Yt
C.val. 8 5 3

Underbid 21 18 20

Table 2315,

Variance Table.
Source, d.f. MS
E.V.(a) 6 7116.55
Conditions(8) L 503,41
Subjects (8) 9 1232.71
Ap 2l 85.09
as 54 75.38
Bs 36 104.29
ABs 216 28.21
Tota) 349

18 2k
32 29
6 1
12 20

ng by condition.

b 5
54 35
5 10
11 25

Subjects' bids.

.F Fo.ol.
4,85 3.89
3.02 1.88

F-ratio for B

AB

30 - 26
22 25

8 0
20 25

M.S.B/M.S5. BS

I‘{.ScABM.S.ABS

193
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When they had completed the experiment, subjects were asked to
describe how they had reached their selling price figure and what
difference, if any, they had found between dealing wi%h two- and three-
outcome ganmbles.

Eight out of ten subjects described their behaviour in terms of
"averaging", reducing the amounts to be won and lose, AW and AL, by
Some amount depending on the relative sizes of the probabilities. While
this seems similar to tze kind of calculation involved in working out the
expected value (PWxAW-PLxAL), subjects did not claim to work out the
Price in detail, e.g. "I tried to work out the average... Used the
range of payoffs .to reach a figure...the amount to win plus the amount
to lose...some figure obtained by weighting numbers by their probabilities.
Not very much influenced by absolute size of payoffs, only with range
of bet",

The remaining two subjects' responses were characterised by over-
bidding and in several instances they quoted as their minimum selling
Price the winning payoff. They said,"

"they‘looked good bets...I did not want to sell them...the amount to
lose negligible except when chances of winning small.", and
"A loss of 6 not very much... I am a bit reckless - a loss of 12 would
Make me think...perhaps if I was playing the gamﬁles as I went along it
Would look worse...take a chance on worse looking bets...(When 48,
Which vas fhe winning payoff, Qas offered for a series of gambles).
For these bets I would be disappointed to sell for any less'". Both
these subjects' responses could be considered as evidence of utility for
8anbling,

' Most of the subjects (seven out of ten) thought the three-outcome.

gambles no more difficult to evaluate than two-outcome ones, and all
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said that they processed the three-outcome gamble by reducing it to a
two-outcome one by combining two similar outcomes, e.g. combining the two

‘ Winning outcomes and then evaluating the resulting two-outcome gamble.
Conclusions.

Subjects seem able to use Marschak bids in a consistent way.
Increasing the number of dimensions in the gamble to be processed does
Mot lead to any changes in the distribution of responses. This finding
is contrary to that of Slovic and Lichtenstein (1968a) who concluded,
"Another rélated finding is that the degree to which a person maximises
EV when choosing among gambles decreases as the number of risk dimensions
that need to be processed increases (Herman and Bahriclk,1966). Apparently
tbe greater compléxity resulting from the need to integrate a larger
Number of risk dimensions into a decision leads persons to enploy models
°f processing that are incompatible with the EV model"(p.16). Our
finding would suggest too that the interaction of value and subjective
prObability'in the evaluation of two-ocutcome gambles is not necessarily
due to an inability to integrate the a;éilable information correctly.

The distribution of subjects' responses in all con&itions is
Slnilar to a pattern reported in the literature; Gambles of low EV
&re Overestimated, and this tendency decreases with higher EV.

Subjects' responses are consistent with an expectation model which
Would involve the division of each payoff by it's associated probability
and the addition of these over the outcomes. Subjects' comments about
avel‘aging, using the range of the payoffs, and ignoring the losing payoff
togetner with the seeming dependence of their selling prices on the payoff

dlYHensn.ons suggest that another model descriptive of their evaluatlons

w°u1d be the "starting point and adjustment procedure" of Slovic and
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Lichtenstein (1968a), where the subject considers first the winning
payoff and then reduces this by some figure based on an estimate of the
Probabilities and the amount to lose, combined in some "way.

If some expectation model is a better descriptive model, then
interaction of value and subjective probability might take the form that
the fractions in the division operation would vary not only with the
Size of the probability but also with the size of the payoff to be
divided. If a complex model like the "starting point and adjustment
Procedure" is needed then the interaction ofrvalue and subjective

.PPObability‘m;ght involve a quite complex relationship between
Probabilities and payoffs.

Experiment 3-2 will consider a test of the interaction hypothesis

based on the simpler assumption that subjects, in the evaluation of

gambles, follow some model close to an expectation one. This assumption

has not been contradicted by this study.
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Pig. 3-I-I.

Median selling prices and expected value.

selling price

J LI "
20 40
expected value.

302n., uambles with three outcomes, two negative.

302p - . s two positive.

20 Two—outcome‘gambles.
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Experiment 3-2.

We can view two-outcome gambles as consisting of four risk
dimensions - the amount to win (AW), the chances of winning (PW), the
amount to lose (AL), and the chances of losing (PL). The subject's
task is to integrate these sources of information into an overall
Judgment of the worth of the gamble, such as a minimum selling price.
The expected value model would predict integration of the form (AW X PW)
(AL x PL), where the subject would weight the payoffs by the probabilities
&nd sum these judgments over the  outcomes of the gamble.

This experiment examines two forms that the interaction of value

and subjective probability in the gamble might take : ..
i. That the subjeétive probability of winning differs from the subjective
Probability of losing when the objective probability in the gamble is
Constant, i.e. weak interaction between value and subjective probability.
1i. That the subjective probability of winning is dependent on the

amount to be lost in the gamble; or that the subjective probability of

l°sing is dependent on the amount to bg won in the gamble, i.e. a form

°f strong interaction between value and subjective probability.

Hypothesis One.

Several authors have used regression models to describe the
behaviour of subjects whose task is to make some evaluation of stimuli
Whicp vary aioﬁg sevefal dimensions, €8y Hoffman (1960) and Huber et al.
(1969).

Slovic and Lichtenstein (1968a) applied a linear regression model
°f the form | |
Tudgment = u + wiPW + w2AW + w3PL + wlAL

~ to subjects' evaluations of the aﬁtractivgngss of gambles. Two of

their findings are of particular interest here.

(a) "the enormous differences in weights, both within and between
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subjects... these data indicate that the responses of many subjects
Were overwhelmingly determined by one or two of the risk dimensions
and were remarkably unresponsive to large changes in the values of the
less important factors",(pp.8&9),
(b) the responses of two-thirds of the subjects were influenced more
by PW than PL. "This finding even violates the axiomatic (uninterpreted)
S.E.U. model because it indicates an interaction between subjective
Probability and utility" (P.9).

This experiment will attempt to fit a linear regression model to
Subjects! evaluations of the attractiveness of selected gambles to

€xXamine

1. if there is a :iifference in the weights attached to PW and PL,
and

i1, subjects' statements about the relative importance of PW and PL

in making their evaluations, and to compare these stated "weights"

With the regression weights.

Bypothesis Two.

The problem facing the experimenter was one of devising some
Dethod of testing for interaction in the evaluation of gambles without
measuring utility or subjective probability and without having the
Conclusions invalidated for that reason.

For simple one-outcome gambles, the interaction term in a two-way
énaIYsis of variance of bids (in logarithmic form) has been tested,
With the significance of that term taken as evidence of interaction,
by Tversky (1967a,b) and Anderson and Shanteau (1970). There are
Certain probiems in making inferences from the significance of the
intéracfion term in an analysis of variance, e.g. interactions may arise

Merely from the measurement scale of the response or may be due to floor,
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Celling and anchor effects (Andefson,l969).

When the analysis is of two-outcome gambles, e.g. the significance
of the Bilinear interaction term in the Functional Measurement model of
Anderson and Shanteau (1970), there are also problems of interpretation
when several interactions are tested and only some are significant.

For these reasons, existing tests of interaction of value and
Subjective probability in the evaluation of tﬁo-outcome gambles seen

Unsatisfactory, and we might look elsewhere for a solution to the

Problem concerning us.

-

A partial solution.

Let us COnsider firstly the effect upon changes in the worth or
eXpected value of a gamble of changes in the probability of winaing.
The expected value of a gamble is E.V.= (AW x PW) + (AL x PL). If we
h0ld AW constant then changes in the value of the bet with changes in
PW should bve independent of the value of the lose COmponentAof the bet.
Thug we may hold AW and PL constant and, without attempting to measure
Utility, test the dependence of PW on AL. Iﬁ.an‘identical fashion we

may study the dependence of PL on AW.

For example, AW may be held constant at 30 units. The following

distributions of E.V. may be obtained.

1. PL = 1/2, AL = 20 FL = 1/2, AL = 10.
P EV difference Pl EV ; difference
/5 -k | s 1
2/5 2 6 2/5 7 6
.3/5 8. 6 3/5 13 6

k/s 14 6 L/5 19 6



Unfortunately the same method cannot be applied to study the
dependence of PW on transformations in AW without making assumptions
about the form of the subject's utility function. To ‘take another
value of AW would change the factor by which the gambles differ in
E.V.,e.g.to take AW of 20 iﬁ the example would make the difference
€qual four.  We could change AW so that the factors changed in some
Constant proportion to each other, and assume or try to fit a ratio
Scale of utility of the form u=k.AO » but this does not solve our
Problems, e.g.

T. Which value of Qare we to assume? Tversky (1967b) found that the
utility of the wir'ming outcome was practically linear (0.9 ©% '

I.I) for all buk éne subject(@= 0.77). The utility of the losing
Outcomes was practically linear for four subjects and concave (L.250)
for all the rest. Stevens and Galanter (1962) however found that their
Values of © were compatible with theories of decreasing marginal utility
and were around 0.50.

2« It is @ifficult to estimate the value of © without making assumptions
8bout the invariance of the subjective probability function,e.g.

Tversky (1967b) assumed that s(p)+ s(not p) =l.

3¢ We would have to make the unsupported assumptions that S was® censtant
OVer different ranges of the amount of money used and that we could use

the same exponent for the amount to win and lose.

Summary.
The E.V.of a gamble is (AW x PW)-(AL x PL). This gamble may be

Tewritten EV.I-EV.2. In this way it‘ can be seen that the subject's
®Valuation of (AW x PW) should be independent of the ‘'lose component*
°F EV.2 of the gamble. If, in addition, one held the value of AW

Constant, then PW should be independent of EV.2 and be unaffected by
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changes in the value of AL and PL. It should be noted that the subject
1s not asked to give separate estimates of .these components but only
an evaluation of the overall worth of the gamble.

Design.
To examine if PW was independent of EV.2 (and PL of EV.1l) it was

decided to keep AW(or AL) constant, and vary PW(or PL) over a range of
Values. Changes in the evaluation of different gambles should then be
Constant; this may be examined by looking at the slope of the regression
line relating subjects' evaluations to the probability of winning

(or PL). The’slope of such lines depends only on the values of AW and

Pl selected (see Figs. 3-2-I and 2). Such an analysis makes no assumptioné
about the utility ;f AW, only that it remains c;nstant. Analysis of

the dependence of PW on AW or of PL on AL would demand certain assumptions
about the measurement of utility.

Duplex gambles were prepared, where the outcome of the gamble is
decigeq by the simultaneous throwing of two dice, one determining the
Subject's winnings and the other his 1gsses. This form of gamble,
introduceq by Slovic and Lichtenstein (1968a), was chosen so that the
Probability of winning could take on all values in a selected range,
¥hile tne probability of losing could be held constant. Such a choice

&lso means that the four risk dimensions for the regression analysis

Would pe independent.

T Sets of gambles were prepared:

Set 1, AW 48p. ©PL 3/6 (three sides of loss dice).
PW takes the values, 1/6,2/6,3/6,4/6,5/6.
AL 5,15,32,64,84,90p.

Set 2. AL usp. pw 3/6.
PL takes the values; 1/6,2/6,3/6,4/6,5/6.

AW 5,15,32,64,84,90p.
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There were this 60 gambles in all, 30 in each set.

The particular values of AW and AL were chosen so that one would

have groups of gambles where,

i. all had positive expected value,

ii.some had positive and some had negative expected value,
1ii.211 had negative expected value.

R68ponse Measures.

Subjects were asked to make a Marschak bid for the gamble. Rather
than state the amount of money they were prepared to bid, they moved
& pointer al;ng the covered side of a ruler. The experimenter could
then read off the, value chosen by the subject on the reverse of the
Tuler. The only markings on the subject's side of the ruler were
90,45,0,-45, and-90p.

Such a response measure was selected,

(a) to provide a continuous response scale,

(b) to avoid 'residual number preferences', and

(c) because, since the éexperiment was:concerned with changes in the
®valuations of gambles, it was felt that this procedure might be more
Sensitive to such changes.

After the experiment the subject was asked to rate on a ten-point
Scale the importance to him of the four risk dimensions. Eckenrode
(1965) and Hoepfl and Huber (1970) have discussed and applied such
Tating scales.

Seven undergraduates from the University of Keele acted as subjects.
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Results.

Table 3-2-I presents the results relating to the first hypothesis
that the probabilities of winning and losing would be.assigned different
Weights by the subjects.

The table includes the results of twelve subjects; after this
€xperiment had been conducted with seven subjects as reported above,
the results of the analysis of the slope data relejant to Hypothesis 2
Suggested the presentation of a further series of similar gambles to
another five subjects. Since the correlations between expected value
and the four risk dimensions, and the mean and standard deviation of
the expected values were the same in both series of gambles, the results
for all the twelve subjects are presented here‘toggther.

As the four risk dimensions, AW,PW,AL and PL, are themselves
uncorrelated, the simple correlations between these‘risk dimensions
and subjects' bids will equal the weights in a linear regression
equation,‘and may be interpreted as providing information about the
relative‘importanc;e of each dimensionﬂin determining the bids. These
Correlations are presented in the table, together with the correlations
between expected value and the fisk dimensions and with the statistic
lOORa, the coefficient of determination, which is 100 times the square
of the multiple correlation coefficient and indicates the bercentage

Of the variation of the dependent variable (the bids) due to regression

(Smillié,1966).
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Table 3.2-I.  Correlations of risk dimensions and bids.

Subject AW P AL PL I00R®
1 0.324 403 -354 -332 50.39
2 k9 . 336 -k9I  -520  82.66
3 502 394 2436 -453 80.39
4 388 324 -639 -277 74,23
5 355 533 =284 -558 80.34
6 525 348 -539 =32k 79.29
7 643 358 =539 -326 93493
8 Lh2 382 -sk2  -375 77.55
9 hob 453 =373 =523 79.9I
10 499 348 -441 =467 78.31
11 527 236 -532 -384 76.41

1o 342 159 476 452 75.90

Ev. - 583 400 -583  -koo

EXamination of the table suggests two results relevant to the hypothesis:
(a) Except for the first subject‘, the linear regression model provides
 good fit to the subjects' responses, with from 74.23% to 93.93% of

the variation of bids due to regression. Slovic and Lichtenstein

(l968a) reported tne average multiple correlation for their subjects to
be 0.86, which would yield a coefficient of determination of 73.96%.

(b) Inspection of the correlations of PW and PL with response does not
Teveal any large or systematic differences. There are some differences
betWeen subjects in the size of correlations, but none diverge greatly
from 0.4 and -0.4, the correlations oflthe expected value model. It is

]

t Even with this subject, analysis of variance showed the F ratio
bOr Tegression to be 13.97 with d.f. 4 and 55, which is significant
®¥ond the 0.0 level.
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difficult to evaluate the size of differences in isolation, but only
two subjects (2 and 11) had differences larger than C.IO. These results
do not replicate those of Slovic and Lichtenstein (1968a) who report
Very large differences in the subjects they select as extreme cases,
e.g.PW and PL respedtively, 0.76, =0.I9; 0.82; -0.33; 0.k2, -0.69;
0.81, -0.27; 0.38 and -0.II. They write, "These S's were chosen to
emphasize these differences, but even for the entire group, an S's
highest correlation with a dimension was, on the average, twice the sizg
°f his lowest correlation. These inequalities of weighting across
dimensions have been replicated several times using real play conditions
and as many as 8I gambles instead of 27. "The authors have then
Teplicated theirqprincipal findings in differeht experimental situations;
these results have not been replicated heré in an experiment which seems
similar in all respects to at least some of their experiments. This
€Xperiment was carried out with a small number of subjects; tﬁe results
are similar to the group average results of large numbers of subjects
in Slovicvand Lichtenstein's study (@heir averages for AW,PW,AL and PL
are 0.36, 0.48, -0.40 and -0.39 for a rating response group, and 0.38,
0.40, -0.50 and -0.33 for a bidding response group); this suggests
that large discrepanéies in the weights assigned to PW andAPL may be
characteristic of only some subjects, and might only be evident in studies
of large numbers of subjects. Further research could explore this
p°SSibil:Lty and the relationship of such behaviour to other character-
istic's of such subjects e.g. through the use of personality tests.

The second kind of evidence for the interaction of value and subjective
Probability i.e. apart from differences in PW and PL of individual

Subjects is the finding of Slovic and Lichtenstein that "the responses

°f approximately 2/3 of the S's were influenced more by PW than PLM,
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They did not seem to consider how much bigger one was than the other,
but ohly the distfibufion of differences over all subjects. Out of
twelve possible scores in this experiment, six subjects had P4 greater
than PL, and six smaller; lthere are not enough scores to confirm or
Teject the hypothesis.

Table 3-2-2 compares the correlations of PW and PL with responses and
the subjects! own rating of the importance of these dimensions in his
e¢valuations of the gambles. Six subjects said that theseidimensions
Were of equal importance; of the remaining six, five of the suggested
differences Were not in the same direction as differences in correlations.
Either the subjects did not know how to answer the question, understand
how to use the r;ting scale or have much insight into their approach to
the task. It seems from conversations with them that the questions digd
ot seem related to how they carried out the task, which involved
8Veraging and estimating numbers, each of which had equal weight (or
Tather, they did not seem to have considered that they might not have
hagq equal weight). In any case, such, a rating scale or "self-explicated

Processing model" seems of limited use for these subjects in this

Context,



208

Table 3-2-2. Subjects! weighting of PW and PL, stated and inferred.

Correlations Ratings -

Subject. PW . ~PL ' Py PL
1 0.403 -0.332 0.600 0.600
2 336 520 500 500
3 394 k53 - 800 500
4 24 277 530 470
5 533 558 800 650
6 348 324 - 500 500
7 358 326 ' 500 | 500
8 82 375 500 500
9 | - 453 523 706 : 620
10 . 348 467 800 800
11 o6 384 730 280

12 459 453 690 850
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The second hypothesis of this experiment considers the indepéndence

of PW and AL; and the independence of PL and AW. The test of this
hypothesis will best be illustrated by considering the former case.
Interaction is said to occur if the magnitude of changes in the perceived
worth of gambles due to changes in PW is dependent upon the value of AL
in the gambles.

This hypothesis was tested by examining the slope, m, of the
Tegression line, y+mx+k, of ¥ upon X, where Y is the subject's response
and X is the number of winning sides on the dice. The slope of this
line should*be the same no matter what the value of AL, although of
Course the value of k, the Y-intercept, will change as AL éhanges.
Analysis was car;ied out on the grouped data éf all subjects at each AL
level. Af each level the regression 1ine‘of Y upon X was fitted by
least-squares method. A similar analysis was carried out for the gambles
which examined the inéependence of PL and AW.

Table 3-2-3% presents for each payoff group the slope and intercept
of the régression lines with the square of the cofrelation coefficient,

&n estimate of the strength of the linear relationship in the data

(Hays, 1963).



210

Table 3-2-3,

Slopes and Intercepts of Regression Lines.
I. Aw 48, : .
AL, M K v R R

5 5.049 13.877 5168.217 0.507 0.257
15 11.674  ~-21.309 L428.,597 0.826 0.682
32 9.823 -19.526 5598.329  0.739 0.546
64 14,366 -45.326  10635.449  0.759 0.576
84 11.811 -62.657  12479.493  0.663 0.439
90 13.371 -56.486. 16486.354 0.657 0.432

2. AL 48.
Aw M X v R R2

5 - 8.323 3.780 3976.699 =0.741 0.549
15 . 8,091 6.394 6234.151 =-0.651 O.b42k
32 - 9486  21.623 5197.525 -0.740  0.548
64 _11.723 49.591I 6262.125 -0.778 0.605

84 14,674 - 66.206 13747.083 -0.723 0.523
9  -15,411  67.49I I2448.677 -0.756 0.571
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The interaction hypothesis, i.e. the hypothesis that the slopes
0f the regression lines are different, may be tested by an F-test for
differences in slopes. Guest (1966)shows that the ratio of the weighted
sum of the squared deviations of slopes from their mean slope to the
sum of sqﬁared residuals is distributed as F with (r-I,n-2r) degrees
of freedom, where r is the number of different slopes and n is the total
number of paired observations. Table 3-2-4 shows the results of this
@nalysis for the two groups of gambles. The differences in both sets
of slopes were significant at the 0.05 level, thus permitting the null

hypothesis fo be rejected.

Table 3.2, F- test of slopes; Experiment Part I.

1. Dependence of PW on AL.

Mean m = 11.0I6. d.f. MS F
W (m - n)%= 3840.48 5  768.096 2.77
v2 =54796.439 198 276,749

2. Dependence of PL on AW.

Mean m = - 11.283 d.f. MS oy
W(n - p)2= 3563.876 5 712.775 2.94
ve =47886.26 198 241,748

d.f. 5/0.9 P = 0.05, ’ F = 2.214

OQOI’ F - 3002

e}
it
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Interpretation of these results will be facilitated by examining
Figs.3-2-1,2,3 and 4 which compare the regression lines for the expected
value model and the line of best fit to suﬁjects' responses. The slope
of the expected value line is 8 or -8, although we do not expect that
the slopes of subjects' lines will necessarily be close to 8. Never-
theless the slopes should not be different from each other in the
different payoff groups. A small slope would mean that changes in the
Perceived value of the gamble due to changes in probabilities was small,
that is the gamble is not seen to change much in value when PW is 1/6
and when PW is 5/6. Similarly a large slope shows that the gamble
Changes greatly in value with increases in the probability of winning.‘
This reasoning ;150 applies to the gambles teéting the dependence of PIL
°n AW, It seems from these results that, instead of remaining constant,
the slope of the line seems to correlate with the other component of

the gamble, a nonparametric test of correlation, Spearman's Rank
Correlation Coefficient gives correlations of 0.772 and 0.943 for the
two sets of slopes, N=6 and r at siggificance levels of .05 and .OI
Yeing 0.829 and 0.943.

Theyéarticﬁlér values of fayoffs had been chosen so that, of the
six seté of gaﬁbles; two sets would have gamblés with positive expected
Value, two would ali have negative expéctation, and two sets would both
cross: the E.v.;o‘ﬁbiﬁt'(see Fig.3-2-I and 2). It might be thought, that
if there were eviéence of interaction, the slopes would be largest in the
two "erogsover! sets, with a large difference in value as the E.YV.
chaﬁged in sign, and the slopes would be smallest when all gambles in
the set.had E.V. of the same sign and differences between gambles might
ot be so important. Examination of the slopes in the two sets shows no

Support for this hypothesis, and the dependence seems to be on the
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absolute value of the payoffs, which would have implications for the
way in which subjects process gambles - the wider the range of payoffs
in the gambles, the larger the difference betweeq them as probabilities
change.

Since there was a large difference between the slopes when the
Payoff in the other component was 5 and when it was 90, it was decided
to construct another series of gambles with the emphasis on these
Payoffs, and present it to another group of subjects.

Again, there were two groups of gambles, one group to examine the
dependence 6f PW on the lose component, and one to examine the
dependence of PL on the win compogent. The lose component took on the
four values - -AL'.= 5 with PL of 1/6 and 5/6, ;atnd AL 90 with PL of

’1/6 and 5/6; For the win component replacé AL by PW and PL by .
The Gambles; | .
I. AW 48p. DPW takes on the values 1/6,2/6,3/6,4/6,5/6. The lose

Component was a factorial design PL x AL,AL taking the values 5p and 90p,

&nd PL:the values 1/6 and 5/6.

2. AL 48p. PL 1/6,2/6,3/6,4/6,5/6.

Vin component 5p and 90p, paired with 1/6 and 5/6.

There were fofty gémbles in all, and five undergraduates acted as
Subjects. Table 3-2-5 presents the lines of best fit for the different
8roups of gambles, and Table 3-2-6 the results of analysis of the slope

data.
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Table 3-2-5. Slopes and Intercepts of Regression Lines.

I. aw 48,

AL PL Mo K v R 32
5 16  3.828  23.820  3343.0I0  Q.k2h 0.179
5 5/6  5.856 7,46k 4600.858  0.521  0.27I

0 1/6 10.164 -16.140 6043.558 0.679 0.461

% 5/6 7.524  -76.0kk 3867.782.; 0.705 0.497

2. AL 48,

&R M K v R R°
5 1/6 -2.784  -24.912 3467.405  -0.317 0.100
5 5/6  -8.436 5.916 1866.694  -8.810 0.656

90 1/6 -13.080 ° 32.616 7433.626  -0.731 0.534

90 5/6  -8.904  73.896 2751.293 -0.768. - 0.589

Table 3-2-6.

1. Dependence of FW on ALxPL.

mean m = 6,843, d;f. M_S. ) F.
Wm-m)® = 1076.859 3 - 358.953 1.95
vl 16855.208 ‘ 9 183.208

2+ Dependence of FL on AW x PW.

mean m = -8.30I d.f. M S. F.
Wla -M)2 = 2693.74 3 897.913 532
v 15519.018 92 168.684

df. = 37120 P = 0.05, F=2.68

OOOI’ F=3o95

e )
n
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The results of the F-test show that the difference between slopes in

the PW group did not reach significance at the 0.05 level, while the
difference in the PL group was significant beyond the 0.01 level. While
the results are not as clear as the results of the previous set of
gambles, it does seem that the trend of the results is similar,i.e.
there is some dependence of probability on the other component of the
gamble, and the dependence seems to be on the absolute value of the
bayoff. In the PW group, while the difference between slopes is not
significant, the two low payoff groups are below the mean and the two
high payoffs above.

Taken together, the data relevant to the second hypothesis suggest
that there is ev;dence of interaction of valué and subjective-probability
in this experiment. While the analysis has been on the grouped responses
of different subjects, it makes an interesting comparison with the
Tesults of individual subjects' regression weights of the first hypo-
thesis, and the results of Anderson and Shanteau (1970). In their
@nalysis of subjects' ratings of thetworth of gambles, using Integration
theory, they found that i
"Test of fit. ~The adding model may be tested with standard analysis of
Variance. Only the group analyses are reported since the single-S
8nalyses gave ;he same general picture...:With one exception, the two-way
interaction tests..support the model. The three-way interactions, in
Contrast, cast some doubt on the adding model....The adding model predictg
that all three-way interactions should be nonsignificant; that five of
eight are significant raises a serious question about the model.... In
Summary, no regularity was found in the data to account for the observed
three-way interactions"(pp.447-8). The results of experiment 3-2 are

Similar to those of Anderson and Shanteau (1970), although regression
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Procedures were used instead of analysis of variance techniques. In
their model the three-way interéctions would correspond to the "dependence
on the other component" considered here,e.g. such an_interaction would be
PWXALxPL. . Of their two-way interactions, four concern us here -
PWxAL and PLxAW’(each appear in two analyses). On both occasions the
former had F-ratio less than one, but the latter had F-ratios of
3.55(2.96) and 2.50(2.60), the F at 0.05 significance level appearing
in parentheses. These results suggest that the exploration of such
interactions should give much information aboqt the processing of gambles.
The results of the slope analysis of subjects' responses show that
there is evidence of an interaction effect, and consideration of the
Tesults of Ander;on and Shanteau (1970) suggesfs a simila; interaction
in their data., It is necessary then to investigate the results further
in an attempt to discover what this interaction means in terms of the
Processing of gambles. The task facing the subject was not to make a
judgement concerning the difference between gambles, but to look at one
angd eval#ate it's attractiveness to him, before seeking and evaluating
the next one.
In terms of evaluating a series of gambles, we may consider, in
this experiment, that a small slope means that changes in the perceived
Value of the gambles as probabilities changed was small, and that
similarly a large slope is a result of large changes in the perceived
Value as probabilities changed. The gambles had been so arranged that
thege changes should be uniform, i.e. a constant slope, but it seems from
the Tesults of the first part of the experiment, and also though perhaps
to a lesser extent of the second part, that these changes in.perceived

Value were not uniform, but depended on the size of the payoff in the

Other component of the gamble.
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To discover why this should be the case, it was decided to look
more closely at the relationship between the evaluations and the
expected values of the gambles, to see why, relative-to the E.V. model,
whose slope is eight, subjects seem in some cases to neglect information,
e.g. slopes of 5.049 and 3.828, and in other cases to overemphasize
the information with slopes of 13.37I and IO.I64,

It can be seen from Figs. 1,2,3 & 4 that the large number of data
points and lines which overlap make it difficult to examine the relation-
8hip between fitted lines and expectéd value. In order to clarify the
Ssituation the following discussion considers only a sample of the
Subjects' responses. From the first part of the experiment, only the
lines where AL:; and 90 and AW=5 and 90 are cénsidered, since these are
the extreme values of these payoffs and we are interested in a correlation
between change in probabilities and payoff size. From the second part
°f the experiment the lines examined were PL 1/6, AL 5 and 90, PW 1/6,
AW 5 and 90, as these sets of data showed the greatest difference in
8lopes., 1In addition, it was decidedito look at the mean bids of the
Subjects rather than the points derived from the least-square line.

Table 3-2-7 presenfs the mean bids of the subjects for these
8ambles, and Figures 3-2-5 & 6 compare the mean bids with the expected
Values of the gambles.

Our concern is to examine the distribution of these mean bids with

Tegard to the expected values. These distributions are presented here

in tabular form.

PART ONE. PART TWO.
(4) when AL is small, all gambles when AL is small, all gambles
OVerestimated, and little overestimated, little difference
Uifference seen between them between them; a smaller PW than

in part I, and smaller slope.
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PART ONE. PART TWO.

(B) when AL large, overestimate when AL large, all gambles
when chance of winning high, and overestimated, (PL is low), but this
underestimate when chance of overestimation,. tends to increase

Winning low. with the probability of winning.
(C) when AW small, overestimate when AW small, consistent

when chances of losing low, and underestimation of gambles.
similar to E.V.when chances of

losing higher.

-

(D) when aw large, overestimate when AW is large, overestimate
when chances of losing low,under- until the chances of losing are
¢stimate when chances of losing large, then under-estimate,
high.,

This Table suggests then that when the payoff in the other component

of the gamble is small, the subject overestimates or underestimates the
Value of'the gamble consistently and pays little attention to the
Probability in the measured component, e.g. if AL is 5, the gamble is
OVerestimated and is not seen to change much in value with PW. When the
Payoff in the other component is large, however, the subject pays more
attention to this probability dimension, for example the gamble might
Seem poor when this probability is low and good when it is high, e.g.in
bart I, case (B) above.

The implication of this is surely that subjects do not pay some
Uniform amount of attention to each of the rislk dimensions, as is
Suggested by the use of the beta weights in a regression analysis of the
Set of gambles, as in the first hypbthesis of this experiment and in
Slovic and Lichtenstein (1968a). The amount of attention that he will

Pay to any probability dimensiqn will depend in some sense on the overall
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appearance of the gamble. The subject seems to concentrate his attention
°n those aspects of a particular gamble, and in this sense we have
demohstrated an interaction effect in his evaluation§ of the gambles.

While we may not be happy with beta weights as summarisers of
Subjects! response%, tﬁese findings would seem to support the notion of
a two-stage proééss in the evaluation of gambles. Slovic and Lichtenstein
Write: "The bidding and rating tasks can be conceptualized as involving
a two;stage process. In stage I S decides whether the bet is one he
WOula or would not like fo play. In Stage 2 he quantifies his first
bipolar judgment by indicating the degree to which.he likes or dislikes
the bet",(1968,p.11). Again, it would seem that the payoffs play a
significant role in determining whether the gamble will be seen as
attractive.

The form that these results take suggest the author that some
distinctién shéuld be made between’interaction in the evaluation process
and interaction in the perception of the probabilities. With the
aSsumptioln that the utility of the payoffs was not dependent on the
Prohabilities, we could infer from thése arfangements of gambles subjective
PTObability distributions under the different payoff values. In some
Cases, there could not properly be said to bé any subjective probability
diStribution at all, unless it were a totally flat one, while in other
Cases the distributions would be very steep. Such large differences
have not been claimed by other experimenters who have presented evidence
for the interaction of valué and subjective probability. It would be
Petter to claim that we have not shown that the subjects! Perceptions of
the Probabilities have been altered by changes in the payoffs, but that
we_have cast doubt on the model that subjective probabilities are often

1nferred from.



Table 3-2-7. Mean

bids in

Experiment Part One.
AW 48, py. 1/6
AL 5 20.74

9 45,5

AL 48, pPL. 1/6

Av s 3.5
20 49,37

Experiment Part 2.

AW 48, py 1/6
AL 5 pL 1/6  27.24
AL9O pL. " 9.6

AL 48 . pL, 1/6
AW 5 py 1/6
AW90 Py 1/6

-29.88

20.28

2/6
21.6

-30.77

2/6
-14.3
35.3

2/6
32,0k

13.2

2/6
29,6k

A

selected payoff conditions.

3/6
29.73
29.77

3/6

-20.3

33,08

3/6
35452
9.2

3/6

-30.36.

k.56

L/6
22,48
-3.5

Ls/6
-31.03

- =2.9

Ls6
38.64

22.68

k/6
-35.64

-20.76

5/6
Lo.s54

7.85

5/6
-36.77
"7-I

5/6
43.08
36.48

5/6
-40.8

=32.52
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Summary and Conclusion.

Subjects were asked to mark on a scale their Marschak bids for
& series 6f two-outcome duplex gambles. A multiple Eegression model
of the form Y = ngw + bz,Pw + g,ALY+ b4PL was fitted to these responses.
While this model pfoviaed a good fit to the responses, there was no
difference in the beta weights of the probability terms, and this was
interpreted as a failure to show evidence of interaction.

A éecondranalysis of the daté, in terms of the distributions of
differences between bids did show evidence of interaction, in that
changes in the perceived values of gambles as probabilities in one
Component of the gamble changes were dependent of the value of the payoff
in the other component. These results seem similar to the significant
three-way interaction terms in analyses of variance of two-outcome duplex -
gamsles reported by Anderson and Shanteau (1970), and suggest that the
Subjects might not be making their evaluations by the simple addition of
the wiﬁ and lose components that expectation models would predict.

At first sight, the results of the two analyses of responses seem
in Contradiction. ‘A comparison of squects' mean evaluations with the
€xpected value of the gambles showed a consistent pattern of over- and
UWder-estimation of the expected values; when the amount to lose was
Small, subjects consistently overestimated the gambles no matter what
the probability of winning, i.e. they seemed to ignore that probability.
When the amount to lose was larger, subjects underestimated when the
Probability of winning was 1§w and overestimated when that probébility
%8s higher, i.e. they paid a good deal of attention to the probability
of Winning. A similar pattern occurred with changes in the probability
of losing and the amounts to win. It is clear that such differences in
the Weiéht of probgbilities would, or might, disappear when the weights

Ssigned to them were averaged over the whole set of gambles, i.e. the
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first analysis was not sensitive enough to show up this trend in the
data. Such a pattern would also not necessarily appear in comparisons
0f responses with E.V. over the set of gambles, as in experiment 3.1,
Since gambles of low E.V., for example, can have either large or small
amounts to win and loée. |

The results of this experiment suggest that to test hypotheses
like interééfion, several measures of squécts'dbehaviour should be
Tecorded.

The gambles inclﬁded in this experiment were selected and arranged
in order thét’pfobébility distributions could be inferred from the
distribﬁtion of‘responses. The large @ifferences in the forms of these
diStributions, iﬁcluding some flat. distributions, suggest that our
8ssumptions about the inference model are inadequate, and that we need
to carry out further tests to decide just how subjective probabilities

®nter into the evaluations of (two-outcome) gambles.
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Pigse 3-2-I and 3-2-2. Expected value of gambles
and probability changes; meaanids:and‘probability
changes. Expt. 3-2,Part I,Sets I and 2.
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E.V. o . Bids




Figse 3

_2-% and %-2-4. Expected value of gambles and

probability changes;mean bids and probability changes.

Expte 3-2,Part 2,sets I and 2.

"Set I.

BIV.

Bids

i / p'roba%ili'tie Se

Set 2. E.V.

Bidse

nd
o
>
o

224



225

Pige 3-2-5 Mean bids and expected value in
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Experiment 3-3,

The most common experimental design in the study of the effect of
Independent Outcome upon probability estimate has taken the formi- the
Subject is presented with some information about the likelihood of the

He is informed of the value to him of the
'
°ccurrence of one of the events, and is then asked either (a) how likely

OCcurrence of two events.

he feels it is that the event will occur, or (b) to make sone response

from which his subjective probability is inferred by the experimenter,

8s in experiments 1 and 2-1.

Published experiments have shown that subjective probability (stateg
Or inferred) inqreasés with the value of the event. Several points
about such experiments may be noted. Such a relationship between value
8nd subjective probability seems rather simple in comparison with
Similar judgments outside the laboratory. Also, we have little information
about the psychological processes which under;ie interaction. We do not
Know whether it is perception of probabilities that is being distorted,
that subjects are paying less attention to the information, or that their
Fesponses become biased as Independent Outcome changes.

The relationship between stated and inferred subjective brobabilitieg
hag pot been studied. To what extent are the stated probabilities the
Probabilities thét enter into actual decisions. When asked to make
decisions do subjedts' probability distributions show the same dependence
°R payoffs.,

Experimenters have imposed additivity upon probability estimates,
i.e, they have ensured that P(A)+ P(not A)= I. If an outcome is attacheg
to event 4 and est.P(A) thereby increases, we have no information about

the Subjective frobability of not A. Does it decrease to maintain some
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'subjective additivity', or does it remain unchanged?

Aims of experiment 3-3.

This experiment is designed to test certain hyéétheses formed
from these questions. Subjects are asked to look at some probabilistic
information, to give a direct estimate of probabilities, and then to
Use Marschak bids to evaluate the worth of gambles which included those
Probabilities. It was hoped that a choice of two dependent variablesg
would both provide more information about the relationship between stated
and inferred probabilities and.also disguise the fact that the behaviour
under scrutiny included the influence of payoffs upon statements about
Probabilities. -
Probabilities information.

In the practice condition the subjects began by drawing a letter,
&, b, or ¢ from an urn containing thirty letters in all. When he was
familiar with this procedure a switch was made to the presentation of
information on cards,i.e. & card c&ntaining thirty letters, a, b, and C,
in different propoftions was displaYéd to the subject, who was asked to
Write déwn how likely he thought it was that an a, a b, or a ¢ would
be drawn. Aftér making these statements the subject made Marschak bids
for gambles which had aﬁ aﬁount A to win if an a was drayn, an amount
B to lose if b, and zero outcome if ¢ occurred. Such a gamble has
€xpected value A.a + B.5 + O.c, or Aa-Bb. By the choice of such three-
Outcome gambles one does not impose additivity upon the probabilities
8ssociated with the payoffs A and B.
The Gambles.

Five objective probabilities, 0.I1,0.2,0.4,0.5, and 0.6 were used,

and appeared together as in Table 331.
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Table 331.

P(a) P(b) P(c)
1. 0.6 0.2 0.2 -
2. 0.2 0.6 0.2
3. 0.2 0.2 0.6
4, 0.1 0.4 0.5
5. 0.5 0.1 Ouk
6. 0.4 0.5 0.1

.EaCh of the five probabilities appeared as a probability of winning (PW),
& probability of losing (PL), and a probability of neither winning nor
losing (PO). PW was associated with three values of payoff or amount to
win (AW), and each PL with two amounts to lose (AL); AW took on the
values, IOp,20p, and 40p. AL the values, IOp and 20p.

Thirty six gambles involving these probabilities and payoffs could
be constructed in a factorial design of the six probability distributions
ot Table 33I, three values of AW, and two values of AL. Table 332 lists
these thirty six gémbles with their ;xpected values. The number attached
to each gamble in that table is for identification pﬁrposes.only. The
Order of presentation of the gambles was varied for each subject, the
°rders being determined by drawing the numbers I to 36 from a box for
®ach subject.

First hypothesis.

It can be seen that the use of this design permits us to test three
hyPOtheses about the nature of interaction between payoffs and

Probability estimates.



Hypothesis One.

HYPothesis Two.

Hypothesis Three.

Weak Interaction. Subjective probability is
different for'positive, negative, and zero payoffs
in that: PW greater than PO greater than PL. |
To be tested by analysis of variance, Subjects x
Probabilities (6) x Sign of Payoff (3), with 6
replications per.cell.

Strong Interaction(I). Subjective probability

“increases with size of positive payoff. PW,40,

greater than PW, 20 greater than PW,I0.

To be tested by ahalysis of variance, Subjécts x
Probabilities (6) x Value of Payoff(3), with 2
replications per.cell.

Strong Interaction (2). Subjective probability
decreases with increases in the amount to lose,
PL,I0 greater than PL,20.

To be tested by analysis of variance, Subjects x -
Probabilities (6) x Value of Payoff (2), with 3 |

replications per.cell.
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N.B. Only five probabilities were presented to subjects. But because

the probability 0.2 was presented twice as often as the other probabilities
and in order to have analyses of variance with equal numbers of
replications in each cell, two categories of 0.2 were distinguished

in each analysis, so that the six values of probability referred to are

00I,O.2,0.2,O.’+,0.5,0.6-

Crder of Presentation.
The task facing the subject may be described as follows:
He is given a short time té make his estimates of the probabilities,
he gees the payoff associated with each probability, he writes down
the estimates he has made of the probabilities'in the gamble, and finally
he writes down his estimate of the value of the gamble.

By introducing variations in the order in which these four
'activities' should be carried out by the subject, we can arrange
¢0nditions in which we might expect interaction to appear and in which
We should‘not expect it to appear; i? interaction did occur, we might
also be able to separate the kinds of'bias which would be affecting

Subjects' judgments under the different payoff conditions.
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The three following orders may be considered.

1. a) Present the probabilistic information. .
b) Withdraw.
c) Present payoff information.

d) Subject estimates PW, PL, PO and value of gamble.

2. a) Presenf the probabilistic information.
b) Withdraw.
¢) Subject estimates probabilities Pa,Pb,Pc.
d) Presenf payoff information.

e) Subject estimates value of gamble.

3. a) Present payoff information..
b) Present probabilistic information.

¢) Withdraw.

d) Subject estimates probabilities PW, PL, PO and value of gamble.

These three presentation orders were labelled respectively
(1) Interaction condition (I)
(2) No Interaction condition (NI)

(3) Attention - Interaction (AI).
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In N.I.condition, changes in the value of the payoffs should not
affect probability estimates, since at the time of making these
eétimates the subject does not know which payoffs will be attached to
which probabilities.

In A.I. condition, it was hypéthesised that, since he was aware
of the payoffs associated with the probabilities, the subject might
focus his attention on some probabilistic information rather than other
Probabilistic information.

In I.condition, it was hypothesised that the subject's recall of
the informagion might be distorted by his more recently acquired
knowledge of the,valua;of the payoffs associated with the probabilities.

If either or both of the A.I. and I. conditions were to show '
evidence for changes in estimates as payoffs changed, we might be
clearer about the sources of such interaction. Subjects' evaluations
Of the gambles could then be compared across presentation conditions
to examine the relationships between stated and inferred subjective
brobability.’

These three presentation conditions were examined in the experiment,
leading to the hypothesis:

Hypothesis Four : Presentation Crder.

Any interaction between subjective probability and payoff that
would take place would bé evident in conditions A.I. or I., but not
in condition N.I.

Experimental Procedure.

Fifteen undergraduate students of the University of Keele acted

as subjects in this experiment, and five weré assigned at random to

€ach of the three Presentation conditions, I.,A.I.,.and N.I. Each

Subject was presented with the same 36 gambles and was given in addition
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& series of practice judgments prior to the recorded experimental
Judgments. |
The duration of exposure of the probabilistic information was
constant (at 9 seconds) for each subject in all three conditions. To
€nsure this, the cards containing the information about probabilities
Were photographed énd—the slides (transparencies) projected on to a
Screen; Time was controlled by stop watch and press-button slide changer.
Blank slides were presented while subjects were making their estimates.
The subject marked their probability estimate by drawing a line
°n an unmark;d probability scale bounded at C and I for each of the
three probabilitigs in the gamble. By using such scales additivity of
¢stimates was not‘imposed. The probabilities were called P(A),P(B),
&nd P(C), and not P¥,PL,and PO because of the differences in presentation
Orders. |
The gambles were formed by presenting the payoffs in the form:
If A win 10p, if C lose 20p, if B neither win nor lose. Whether 4,B,
°r ¢ héd win, lose, or zero payoffs attached was again varied over the
36 gambles. The 'subjedtive expected value' of the gamble was indicated
by the subject drawing a line on a scale which ranged from -40p to 40p,
Marked off in 10p infervals. Subjects were informed that one of the

fambles presented would be selected and played at the end of the

®Xperiment.
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RESULTS.

l. Probability Estimates.

Each subject, on each trial of the experiment, was pgesented with a
gambie of the form: win amount X with probability P or lose amount Y
with probability @ er neither win nor lose with probability I-P-Q.

In additioﬁ to making an evaluation of the worth of the complete gamble,
he was asked to make estimates of the three probabilities, P,Q, and
I-P-Q(although these estimates were not required to sum to any constant).
& test of the interaction hypothesis may be carried out on these
estimates, and support for that hypothesis would be that the estimates
Changed with the amounts to be won or lost that were paired in the
gamble with theee probabilities. As such, the‘experiment is similar in
design to the 'Independent Outcome' experiments, where the direct effect
O0f I.0. on some response is measured; and is an example of those I.0.
€xXperiments which have probability estimates as dependent variable.

The gambles included five different probabilities - 0.I,0.2,0.4,0.5,0.6.
Each of these was paired with each of the six outcomes - win 10p,20p,
Lop; zero; lose 10p,20p., Fig.3-3-1 ﬁfesents, for each of the three
Pregentation groups (A.I.,I and N.I.), the mean estimetes of the five
Probabilities under the different outcome values.

Hypéthesis One. Veak Interaction.

We may consider the responses of any subject. In the experiment he
Will have estimated each of the six probabilities (as mentioned above,
O.2.is being considered as two probability values, to keep the number of
Teplications eqﬁal) 18 times. On six of these occasions that probability
Will have been paired with a winning outcome, on six occasions with a
1osing‘one, and on six occasions with a zero outcome. The test of weak

interaction is that the estimates are different in these three cases.
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This was tested, for each Presentation group separately, by analysis
of variance - A probability by outcome factorial design with six
repiications in each cell, and five subjects as randdm replications
of the désigﬁ (Lindquisf,l953); Table 3-3-3 gives the results of this

analysis.



Table 3-3-

3,

WEAK INTERACTION HYPOTHESIS

VARIANCE TABLE.
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o A.I. I. N.I.
Source  [|d.f]  Ms. F. MS. F. ¥s. F.
Subjects 4| 5129.70 1660.99 1410.81
Probs.(A) | 5(12089.2 1874L.2 14860.5
Payoffs(BY 2| 791.48 |12.2 155.791 k.37 43,93 | L1
AB. 10| 423.52 | 2.3 69.15 L1 k.17 <:i
AS 20 | 1542.52 911.89 231.95

BS 8 64.38 35.61 69.88

ABS 145 194,88 116.55 62.53

Error 450 177.59 119.13 51.29

The test for significance of the main effect of payoffs was M‘S'B/M‘s'és
Wwith degrees of freedom 2/8. F at the 0.05 level is 4.U46.

The test for significance of AB interaction was M'S'AB/M'S' with

ABS
degrees of freedom 10/40. Significant F at the 0.05 level is 2.08.
Inspection of the F ratios for tﬁé three conditions shows that
the main effect of payoffs was significant only in theﬂA.I.group (beyond
the 0.0I level). The interaction with probabilities was also significant.
In the I.group, the main effect of payoffs did not quite reach the
Significance level.
Inspection of the mean estimates of the three groups under the three
Payoff conditions is of interest, since it shows quite different trends
The mean estimates in each group (nct converted to

in the data.

Probabilities) are shown in Table 3-3.4,



Table 3-3-k,

(a) Mean estimates.
Group A.I.
I'

N.I.

Win.
35.96
L0.55
30.46

Zero.
31.82
40,58
29.68

Lose.

zL L8

38.96
29.5k4

(b) Mean estimates of individual subjects in groups.

Group A.I. 1

2

3

b

5

Group I. 1
2

3

L

5

Group N.I. 1
| 2

wm F W

36.78
47.08
37.22
27.67
31.05
37.97
42.50

36.75

L40.30
45,22
29.67
28.33
25,67
27.94
20.69

32.67
39.53
33475
23.92

29.25

37.11

L2.05 -

36.58

41.30

45,86
28 Lk
26.47
35.69
26.64

31.17

36.75

ks,05
36.28
25.58
28.72
34,67
39.25
35.42
39.00
16 1L

25.22

129.55

36.47
26,80

29.67

Cutcone.
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In the A.I. group, the mean estimates for the Win and Lose payoffs
are both higher than the estimate which was associated with zero
outcome, which is not in the direction predicted by a_weak interaction
hypothesis. In the I.group, the estimates in the Lose condition are
-lower than in the other two conditions. An interaction hypothesis would
Predict estimates in the directipn, Win greater than Zero greater than
Lose. It may be that these differences in trend reflect differences in
the way probabilistic information is perceived in the different
Presentation groups. In the A.I.condition, the outcome values were
Presented fifst to the subject. When the probabilistic information was
Presented, he may have directed his attention to the winning and losing
elements, sinqe tLese would‘determine the Valué of the gamble, and under-
estimate the number of elements associatedeith éero outcome. The I.
Condition is essentially a '"recall" situation; the probabilistic
information is presented and withdrawn, and the outcome values seen
before\the subject has to make his estimates. IHis preferences for some
elements father than others might biag his recall of the relative
hugber of elements that he has seen.

The evidence for such hypotheses, however, is slight; further

Tesearch into these questions should prove valuabhle for an understanding

°f the interaction phenomenon.
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Hypothesis Two. Strong Interaction (I).

A subject estimates each of the probabilities six times when
it is paired with a winning outcome. On two of those occasions it is
paired with 10p, on two with 20p, and on two with 4Op. The test of
- strong inte:action is that estimates change with changes in these
‘Payoff values. This was tested By analysis of variance - A
Probability by outcome value factorial design with two replications
in each cell, and five subjects as random replications of the design.
It should bé noted that the tests for weak and strong interaction,
| a&lthough using t?e same data, are independent ;n the sense that the
significance, or.non-significance, of one hypothesis has no
: implications for the significance of the other hypothesis. The test
0f weak interaction, for example, considers tha_méan of all the winning
Outcomes taken togethér; strong interaction tests consider differences
in means of subgroups of this data.

The results of the test of hypothesis two are presented in table

3-3-50



Table 3-3-5.

STRONG INTERACTION HYPOTHESIS (I) -

' VARIANCE TABLE.
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A, I. I. N.I.
—
Source a.f. | MS. F MS F MS F.
Subjects L [1969.41 420.99 347.8°
Probability |
- (A) 5 |4517.22 6366.90 L661.71
Payoff (B) 2 209.09 |3.55 81.05 L1 66.07 1.63
AB 10 206.18 | £1 205.70 2.37 73.59 1.33
AS 20 768 .49 401.93 93,17
BS 8 | 58.85 183.67 LO. 45
ABS 4o 263.99 86.69 0.725 54,96
Error 90 128.65 119.51 55.88
S

The tests of significance

are similar to those of weak interaction.

The main significant F ratio at the 0.05 level for main effects of

payoffs is L.46(a.f.2/8), and for the interaction term AB is 2.08(d.f.

10/40). Only the AB interaction term in the I. presentation group

Yeached significance.

There seems.to be little evidence of strong interaction between

estimates ana winning payoffs.
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Hypothesis Three. Strong Interaction (2).

A subject estimates each of the probabilities six times when it
is paired with a losing outcome, and on three occasions it is paired
with an amount to lose of 1l0p, and on the remainder with 20p. A4n
hypothesis of strong interaction for losing oufcbme would predict that
the estimates would be different for these two outcome values, and
usually that the estimate would be lower for 20p than for 10p. The
test of this hypothesis is similai to the‘preceding tests} and the

results are presented in Table 3-3-6.

v

Table 3-3-6.

L]

STRONG INTERACTION. HYPOTHESIS (2) - VARIANCE TABLE;

A.I. I. N.I.
Source | d.f| Ms F MS F MS F
Subjects L{ 2112.99 783.81 667.79
Probability(A) | 5| 4117.10 6604.02 5235, 24
Payoffs | 8) | 1| 254.42 |16.08.] 0.355|<1 186.;05 2.8
AB 5| 210.27 | £1 273.94% | 1.79| 91.48 1.7
AS ' 20| 613.77 310.86 84.05
B3 k| 15.82 g2.45 | | 64.92
ABS 20| 318.31 152.36 53.68
Error 120 | 172.19 . 107.12 50.96

The significant F ratio at the 0.05 level for main effect of payoffs is
7+71(d.f.1/4%), and for the interaction term is 2.71(d.£.5/20). Only
the main effect of payoff in'the A.I. group reached significance.
Sevéral points were considered about this result:- (a) the overall
mean estimate for 'lose 20p' (35.77) was higher than the mean for 'lose

10p' (33.4), contrary to what is usually expected under the interaction
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hypothesis, (b) the mean square for the BS interaction term was much
smaller than the mean squares for the other interaction terms including
the triple interactién term. The BS term is the error term in the

test of main effect.

(¢) examination of the means of the AS and ABS data shows that one
subject (subject two) had a pattern of responses very different from

the remaining subjects, with the highest responses being given to the
lowest probabilities. Examination of his protocol revealed that he had
nade many errors of identification,i.e. he had estimated the proportious
accurately but had assigned the wrong letters of identification to these
proportions on his response sheet. When this subject was omitted

from analysis a second analysis of variance showed no significant main
.effect of payoffs (F‘ratio was 9.08, with a 0,05 significant F of 10.13,
d.f. 1/3). It should be noted that the omission of this subject does
not affect the results of the weak interaction test, where a second
analysis of variance with the remaining four subjects shows the same

result (F-ratio was 11.19, with a 0.0I significant F of 6.99, d.f. 3/9).

Hypothesis Four. Presentation order.

This hypothesis suggested that any evidence for interaction would
be apparent in conditions A.I. and I., but not in condition N.I. There
is very little evidence of any interaction effects in this experiment.
In the test of weak intergction, estimateé were lowest when thefe were
no payoffs associated with fhem in the A.I. presentation group. The
mean estimates in two other analyses, the I.weak interaction and the
A;I. lose strong interaction showed a trend for all subjects, but the
di:ferences were not significant at the 0.05 level. If we accept too

the traditional interaction hypothesis (e.g. those of Irwin (1953) and
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Marks (1951) that estimates should be highest for winning outcomeé
and lowest for losing ones, then we have here no evidence for inter-
action. Apart from the suggestion of different trends in the A.I. and
I.tests of weak interaction, there is insufficient evidence for a test
of hypothesis four.

Since it is as much our intention to explore tests of interaction
as to provide evidence of it, a further test may be introduced here.
The sum of subjects' probability estimates was not constrained to sum
to a constant. Figure 3-3-I1 shows that subjective probabilities tended
to be higher than the objective ones, and Table 3-3-7, which shows the
mean sums of probability estimates, that these sums were higher than
the sum of objec;ive probabilities (these estimates have not been converted
‘to probabilities; for comparison purposes; the sum of objective
probabilities would be 80). The expected value of a gamble summarises
the information presented to the subject; the subjects’ rating of the
worth of the gamble reflects the impression made upon him of that gamble.
The correlation between the sum of probability estimates and either the
response or the expected value for each gamble would be a further test
of an iﬁteraction effect. Table 3-3-8 shows these correlation coefficients
for the 15 subjects. A correlation of 0.325 would be significantly
different from zero at the 0.05 level, with a two tailed test and 26

Pairs of observations.



Mean Sums of Probability Estimates.

Table 3-3-7.

Group. Subject No.

A.I. I

2

3

L

5

I 6

7

y 8

9

10

N.I. 1l

2

wm W

Hean.
105.05
131.83
107.80

77.22

88.30
109.75
124.33
109.53
120.64
137.55

8L.75
84,36
107.44

81.11

92.11

Standard Deviation.

204,02
13.61
14,08
6.22
8.05

20.61
15.51
13.23
18.43
19.09
5.22
8.09
9.53
6.43

8.84
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Table 3-3-8.

Correlations between Estimates,

Group.

A.I.

N.I.

Subject No.

12

13

1k,

15
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Expected Value and Evaluation of Gambles.

with E.V.
-0.169
.0.017
-0.056
-0.149
0.179
0.0kk
-0.069
-0.295
-0.156
0.055
-0.132
-0.012
0.063
-0.551

0.112

r with Evaluation.

0.054
-0.045
0.151
-0.202
-0.005
0.196
0.046
-0.154
-0.323
0.038
-0.038
-0.119
-0.109
-0.558

"'O . 268
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There seems to be no consistent relationship between estimates
and expected value and evaluations of g#mbles. The only subject to
show a high correlation, subject 14, was in the N.I. presentation
condition and his protocol shows no other unusual features or evidence

of interaction.
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RESULTS.
2. Evaluations of gambles.

The analysis of subjects'behaviour has so far.bgen concerned with
their estimates of the probabilities involved in the gambles. In addition
to such estimates, each subject made an evaluation of the worth to him
of the gamble, this evaluation being assumed to have been based on a
consideration of the payoffs and probabilities in the gamble.

We may now consider the relationship of the estimated probabilities
to inferences which might be made about subjective probability from the
evaluations.of the gambles, and the light that this relationship would
throw on the question of interaction.

Such inferehces about subjective probability (without the
measurement of it) have included (a) the use of regression procedures
to estimate the "relative importance'" of PW and PL in gambling, €e8e
Slovic and Lichtenstein (1968a), (b)
the use of the interaction term in a probability by payoff analysis
of variance, e.g. Tversky (1967a) and Anderson and Shanteau (1970),
and (c) the analysis of slopes of exﬁeriment 3-2.

To compare such inferences with direct estimate; of the probabilities
requires.certain assumptions about the way in which subjects process
gambles, e.g. "The formal axiomatized SEU model (e.g.,Savage,l1954) does
not require that the subjective probability and utility functions be
interpreted in any particular way. They can be viewed simply aé
transformations of the scalé of stated probabilities and payoffs-trans-
formations that are predictive of risk-taking decisions. However,
subjective probability is quite commonly interpreted as a measure of
thg decision maker's opinion about the likelihood of an event, and

utility is usually thought of as the subjective worth of an outcome',
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Slovic and Lichtenstein (1968).

Such an interpretation is made here, with the assunmption that the
subject's evaluation includes, in some form, his perceptions of Pw,PO,
and PL. It is not necessary to assume that his evaluation follows

some expectation principle, since the fit of an expectation model may

be tested.

Three such models ﬁere considered, and the correlation between
these models and subjects' responses calculated.
The three models are
(I) the expected value model, EV=PW.AW- PL.AL.
(2) the subjectively expected model, where subjects' estimates replace
the objective prébabilities in the above equation.
(3) in this model, model three, instead of using subjects' estimates of
Probabilities, their three estimates in each trial p(A),P(B) andP(C)
were each calculated as proportions of the sum of probability estimates
for that trial, P(A)+P(B)+P(C). If we let T equal to that sum, then
the equation for the model is: SEV(2) = AW.estPW/T-AL.estPL/T.
The correlations of these models and ihe responses of each of the 15

Subjects are presented in Table 3-3-9.
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Table 3-3-9.

Correlations of subjects' responses and:

EV Nodel. SEV Model I. SEV Model 2.

Subject 1 0.569 O.5h4k 0.57k4
2 o.o6i 0.788 0.749
3 0.167 0.320 0.268
L 0.682 0.591 0.644
5 0.647 0.660 0.694
6  0.827 | 0.667 0.671
7 . 0.899 0.933 0.933
8 0.808 0.725 0.760
9 0.653 ‘ 0.681 C o 0.694
10 0.719 0.768 0.776
11 0.78% 0.876 0.881
12 0.782 0.930 0.903
13 0.912 0.936 0.929
14 0.73k4 : 0.820 - 0.772
15 0.641 0.707 0.765

Several points may be made about these correlations between responses
and the three expectation models:

(1) Although no attempt had been made to measure utility, these models
brovide a good fit to the responses,

(2) Subject Two nas a low correlation between his response and the
expected value model, but this correlation increases markedly when’his
»éstimates of the probabilities are substituted for the objective ones
in the expectation equation; as we have noted above, this subject made

many identification errors in the estimation task, so that his responses
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are consistent with an expectation model, is an erroneous one in terns
of the presented probabilities.

(3) Subject Three does not appear to be making evaluations which are
consistent with any of the expectation models.

(4) Model 2, which includes the estimates expressed as proportions

of the sum of estimates, does not provide a better fit to responses
than the simpler model I, which included only the estimates as written
down by the subjects. The correlations between these two models were,
in all cases, very high, ranging from 0.866 to 0.995.

Cur principal concern with these data is in investigating the
rélationship between the probabilities which are estimated directly by
the subject and %he probabilities which enter into his evaluations of
- the worth of gambles. The results reported here suggest that this
relationship is a close one, and we may draw upon several observations
to support this.

(I) the correlation between response and expectation models is a high
One, sugéesting that some multiplica?ive model involving payoffs and
Probabilities would provide a usefulﬂdescription of subjects! behaviour.
(2) A model which includes probabilities estimated in one part of the
experiment correlated highly for fourteen of the fifteen with the
Fesponses in a separate part of the experiment, when gambles were
evaluated.

(3) That the evaluations of the gambles correlated highly with the
expected value model for nearly all subjects suggests a close relationship
between subjective and. objective probabilities in these evaluations.
Examination of .the relafionship between estimated and objective
Probabilities in the estimation part of the experiment shows a similar
Telationship. These relationships are shown in Fig.3-3-2. Subject Two,

Who has a low correlation between bid and E.V., has a low correlation
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between response and objective probability. The only exception is
subject Three, whose high correlation in the estimation task and low

one in the evaluation task with all the expectation mgdels suggests

thaf he was not following_such a model.

(4) While estimated probabilities are close to the objective ones,

there is a tendency to overestimate all probabilities, as may be seen

in Fig.3-3-2 %nd in Table 3-3-7 which shows the mean sums of estimates.
We might then expect that this tendency might be revealed in evaluations
with‘gambles of positive E.V. being overvalued and those of negative E.V.
being undervalued. Fig.3-3-3 plots mean bids against E.V. and shows the
predicted rélationship in groups I and N.I. Since the graph for group
A.I. includes suéjects Two and Three the relationship between bid and
E.V.will not be a close one, and no such trend can be seen.

It seems to the author that there is a consistency in subjects!
behaviour in both parts of the experiment,suggesting thaf, although the
task was a difficult one requiring close attention over a long period of
tinme, it’was not too difficult for t@e subjects. The correlation with
the E.V.model, which summarizes the information presented to the subjects,
was as high as in experiments 3-I and 3-2 which were not so demanding.
For most subjects the expectation models provided a very good fit to
bidding responses despite the fact that no attempt had been made to
measure utility.

If, in addition, we may conclude that the probabilities estimated
directly by the subjects were similar to those that entered into their
evaluations of the gambles, so that we could say that there was some
subjective probability scale underlying behaviour in both parts of the
experiment, then two further quéstions interest us:

(I) where interaction with value can be seen to occur in the estimates,



253

can evideﬁce of such interaction be found in the evaluations of gambles,
and
(2) what is the relationship between the estimated probabilities and
the weights of the probabilities in a regression analysis of bidding
responses, interpreted as the relative importance attached to these
Gimensions by tue subjects and by Slovic and Lichtenstein (1968a)
as evidence for interaction.

No answer can be made to the first question on the basis of the
data collected here; significant interaction occurred only in the A.I.
group, and'%he lower correlations with the expectation models make it
difficult to examine more closely their bidding behaviour. In general,
the gambles presénted in this experiment are too complex for close
Wexamination of this question, e.g. by using the interaction term in a
factorial analysis of variance.
| This complexity also presents some problems in the answer to the
second question. The fact that the probability dimensions are themselves
intercorrelated means that the simple correlations between dimensions
and the dependent variable in the regression analysis cannot be inter-
Preted as measures of 'relative importance'. 1In their study, Slovic
and Lichtenstein (1968) used the Relative Weight index of Hoffman (1960)
i.e. where R® = rloﬁ., .'+...rioﬁ£+...ﬁ,o Bn then Tio B¢ is a measure of
the relative importanéé of the i-th predictor variable etc. (the term
risk dimension is usually used to refer to predictor variable when the
regression analysis is applied to the evaluation of gambles). Darlington
(1968) argues that such an index does not provide a measure of the
importance of a predictor variable when thesg variables are inter-
correlated, and when importance refers to, as is usual, the independent

contribution of that variable to the total variance.
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Darlington also'suggests that the beta weight(when the data have
been adjuéted to unit variance) is a measure of the "importance" of
a variable, when fhe relationship between variables is a casual one.
While we would not wish to spea3 of ﬁhe risk dimensions 'causing'" a
response, our situation seems to the author similar t§ the one described
by Darlington (1968,p.167) "a situation in which (a) a given dependent
variable is affected only by a specified set of measurable variables,
(b) the effectlof each of these variables on the dependent variable is
lineér, and (c) the dependent variable has no effect, either directly or
indirectly, -on any of the independent variables'. - A regression analysis
was carried out on the bidding responses of each of the subjects, and
the expected valﬂe model was similarly analysea for comparison purposes.
‘The fit of the regression model to the responses of subjects Two and
Three was so poor that the regression weights are not included in Table
3=3.10. The final column of that table shows the F-ratio for regression

as an index of the goodness of fit of the model.



Table 3-3-10.

Beta weights of the probability variables in regression analysis

of expected value model and of subjects' bidding responses.

E.V.

Subject.

O ®©® 3 O W &+~ W

10
11
12
13
14
15

Bw.
0.471

0.269

0.274

0.358"

0.411

0.370

0.269
0.412

0.293

0.320

0.308

00279
0.321

PL.
-0.394

-0.275

-0.289
-0.175
~0.351
-0.359
-0.298
-0.114
-0.448
-0.259
-0.331

-0.407

-0.278

-0.153

PO.
-0.054

0.097

-0.059
0.101
-0,003
-0.048
-0.069
0.118
0.019
:o.los
-0.008
-0.02k4

0.093
0.196

F (d.f.5/30)

F regression

57.89

3.29°
0.99
1.27
6.26
5.25
8.80
24,20
9.23
5.28
9.64
20.77
6.61
46. 34
10.56
8.69

0.05 = 2453

0.01 = 3.70

255

bid/ev.
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The regression model included the bidding response as dependent variable
and five predictor variables - the probabilities of winning, losing and
achieving a zero outcome (PW,PL,PO), and the amounts to win and lose
(AW,AL). A0 was omitted since it always takes on the value zero and
therefore is uncorrélated with the dependent and the predictor variables.
Cnly the beta-weights for the probability variables are presented and
discussed‘here.

Examination of the table shows that there are marked differences
between the beta weights for the E.V.model and for the responses, in
particular a, tendency for the subjects to attach less weight to the
probability dimensions than the E.V.model. There are, too, large
differences in wéights among subjects; for example, one may compare the
weights of subjects 4,5,10 and 13. It is of interest to note that the
four subjects who markedly overestimated probabilities in the estimation |
task (see Fig.3-3-2) had the largest beta weights for probabilities in
the bidding task.

Relative to the E.V.model there seems no overall tendency to attach
more weight either to PW or to PL, bd% there are individual differences
and for some subjects there seem to be‘marked tendencies in either
direction. Subjects 10 and 13 emphasise PL while subjects 5,8, 9 and
15 attach relatively more weight to PW. This picture is complicated by
the fact that subjects 9 and 15 also attach more weight to PO than to
PL which is difficult to interpret because of the intercorrelation of
probability dimensions. We may compare the probability estimates of
these subjects to ascertain if these differences in weights are reflected
there. Fig.3-3-4 shows the mean estimates of these six subjects aﬁd it
can be seen from this figure that no clear pattern or difference in
Patterﬁs is discerhable. While the complexity of the gambles makes

such inferences difficult to make with confidence, it seems that the
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differences in weights reflect differenées in processing strategies
rather than differences in perception of the probabilities.

It is difficult to use these data to investigafe-differences in
weights of the subjects in the A.I. group which showed evidence of
interaction in the estimation task, since the régression modél provided
such a poor fit to the responses of two of the five subjects in the
group. The remaining subjects show no differencesvin weighté to the
subjects in other groups. It might be thought that the responses of
subject 2, which had a high correlation with the modei including
estimated probabilities, _co'ﬁlc_a be fitted to a regression model with the
estimated probabilities aé predictor variables. Hdwever, apart from the
overall strétequof including the presented prébabilities as such
variables, there3would be no E.V. model weights for comparisbn purposes
and no knowledge ofkﬁow to relate the weights to an interaction

hypotheéis.
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Mean probability estimates and presented probabilities

for presentation conditions and individual subjects.

Subjects 6,7,I10,I3 are the ones considered in the text to
have markedly QVerestimated probabilities.

Estimates on ordinate,presented probabilities on

a bascissae.
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Fige 3-3-3.
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Figo 3-3-4.
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Experiment 3-3., Summary and Discussion.

Subjects were asked to estimate the probability that each of three
events might occur, and to make a Marschak bid for a_gamble including
these events and associated monetary payoffs. The order in which the
Probabilistic information and the values of thé payoffs were presented,
and the two responses recorded, was varied so that different predictions
could be made about the dependence of the probability estimates on the
Values of the payoffs.

Hypotheses about weak and strong interaction were tested for three
groups of subjects, each making their responses after different present-
ation orders - an A.I. group, where the payoffs were seen before the
Probabilities We;e presented and the estimates\made, an I.group, where
‘the probabilistic information preceded first the payoffs and then the
estimates, and a N.I. group, where the probabilities were estimated prior
to any knowledge of the payoffs.

In no group was there evidence of strong interaction, and only one
group,'tﬁe A.I. group, showed weak igteraction, i.e.their probability
estimates were not independent of the‘associated winning, zero, or losing
Payoffs.. In this group, too, the change in estimates was not the one
that would be predicted by the usual interaction hypothesis, but both
the winning and losing estimates were higher than the estimate associated
With zero outcome. It might be that such an order was due to the
Telative attention that subjects paid to the probabilistic information.
For example, the subject might first notice that A and B were the winning
and losing letters, while a zero outcome was associated with C. When
he was then presented with the frequencies of A,B and C, he would pay

More attention to(and overestimate the frequency of) A and B, and neglect



266

(and underestimate) C. In condition I., the subject saw the payoff
information between looking at the frequencies and recording his
estimate, and it was thought that, if interaction was evident, it would
be due to some bias in his recall of the probabilities. The evidence
fromvthis experiment would thus suggest that interaction was due to
distortion in the amount of attention paid to the information as payoffs
changes rather than in the recall of information seen. The number of
subjects who took part in this experiment was small, and further research
would need to be carried out into this question, since the results are
not similar- to those reported by other studies into the effects of
payoffs upon probability estimates. Two questions are suggested. If
interaction isqan "attention phenomenon", wh& has this particular order,
-l.e. PW and PL greater than PO,not occurréd in these other studies? 1Is
it because this experiment considered the th:ee probabilities together
instead of two in any one presentation, or might it be due to the
"embedding" of the estimation response in a complex experiment ? The
second qﬁestion concerns the relatiqpship, in this experiment, between
interaction and the difficulty of the task. Subjectg in the A.I. group
made most errors in the estimation task, and were less consistent in
the bidding, or gamble evaluation task. It would be more precise to
say that this was true of three out of the five subjects. Further
Tesearch with a larger number of subjects is needed to ascertain if the
A.I. task was a more difficult task, if it was just a question of these
Particular subjects, and if these difficulties are related to interaction
(e.g. it could be that subjects find it difficult to remember the
winning and losing letter names and the payoff values, and for these

reasons do not pay enough attention to the probabilistie information).
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In addition to making these estimates subjects evaluated, by a
Marschak bidding procedure, the worth of gambles which included the
Probabilities and the associated payoffs. We could then consider the
inference problem from a new approach, by asking how the estimated |
Probabilities might be related to the probabilties which could be inferred
from the evaluations, e.g. by using some expectation model; whether
interaction in the estimates would be evident.in the evaluations; and
Whether there could be evidence of interaction in the evaluations and
not in the estimates.

It was concluded that there was a close relationship between the
Probabilities as estimated and the probabilities which entered into the
evaluations of tﬁe gambles. The expectation models provided a good fit‘
to responses, although no attempt had been made to measure utility; an
€xXpectation model which included the probabilities from the estimation
Tesponses provided a good fit to the evaluation responses of nearly all
subjects,including the subject who had made s0 many errors of identifi-~
Cation; there seemed to be some similarity in distribution of both
Tesponses - overestimation of probabilities going with a tendency to
Make extreme bids, and close relationships between estimated and
Presented probabilities, and bids and the expected value of the gambles.

Given this closeness between estimated and inferred probability
(inferred from expectation models), two‘predictions aboﬁt interaction
Could be made:

(1) that we could find some evidence of interaction in the inferred
Probabilities of the A.I.group, and

(2) there would be no evidence of interaction in the inferred
Probabilities of groups I. and N.I.

Unfortunately it is not easy to test these predictions with the
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Present experimental design, and the present set of results. The
emphasis on the collection of evidence about interaction in the gstimates
of three probabiiities, PW, PL and PO, meant that three outconme gambles
wWere presented, and the efforts towards economy of presentation means
that a factorial or orthogonal design of payoffs and probabilities was
hot used. Under these constraints, it is not simple to apply any of
the inference methods, such as conjoint measurement, functional measurement
Or regression techniques, to subjects' responses. An attémpt was made
to overcome these difficulties by applying a regression model, and
dealing with the problem of interpretation caused by the correlations
among the independent variables (the risk dimensions) by comparing the
beta weights of ;he subjects with those of the\E.V.model. While such
@nalysis can only be suggestive, it seems fhat thefe can be interactions
in the inference model and not in the estimated probabilities. As in
experiment 3-2, the results seem to show that expectation models are only
an approximation to the subjects' models, and that we must not make
decisions about interaction in the sénse of changes in the perception of
Probabilities on the basis of evidence collected from the evaluations of
gambles.

The errors that the A.I. subjects made, and the low correlations
With the E.V. model of two of them, meant that it was not of value to
attempt to test for interaction in the evaluation responses of those
Subjects. ) .

S,

This experiment has been, in this writer's opinion, the,most fruitful
Of the experiments considered in this study. Instead of trying'to find
"solutions" to the inference problem it has focused attention on that

Problem. By breaking down the evaluation of a gamble into it's component

jUdgments, and by recording both evaluation and probability estimates,
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many hypotheses about interaction céuld be tested together for thé first
time. 1In comparison wiéh many of the experiments of the literature,
some of the results suggest directions for future research. It is clear
that, if further research is to be carried out, the inadequacies of
this design should be avoided, e.g. simpler gambles could be presenfed
and less information collected from more subjects.

The design dces seem to have applications in the study of inter-
action beyond the study of the evaluation of gambles, and beyond the

study of interaction in the study of how subjects put information

together to _make decisions.
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CHAPTER TWELVE.

Value as a Determinant of Subjective Probability.

When subjects make judgements about the likelihood that certain
events will occur, it often happens that the occurrence of these events
will have value for him, or that the subject will have a preference for‘
the occurrence of one event rather than another. Reéearch workers
have been con;erned with describing the relationship between these
?réferences and judgmenfs of likelihood, to decide if they are or are
not,indepéndent of each other. A4 ﬁon-independence 6r'correlation between
them might teke the form that judgments of likelihood are affedted by
Preferences; or that the preference for some outcome is affected by
the perceived liﬁelihood of achieving it. Oﬁr'concérn in this thesis,
and the principal concern of the literaturé, has been with the former
Question - are judgments of thevlikelihood of fhe odcurrence of an
€Vent biased By the value to the subject of the occurrence of that

event?

Gf course, fhe relationship between subjective probability

and preference may be very complex, for example:

One day, in the early days of his acquaintance with Arild, Serezha
began discussing Moscow with her and checking her knowledge of
that city. Besides the Kremlin, which she had sufficiently
examined, she named a few other sections inhabited by her
acquaintances. Of those names he now remembered only two: the.
Sadovaya-Kudrinskaya and Chernyshevsky streets. Discarding the
forgotten directions, as though Anna's choice were as limited as
his memory, he was now ready to guarantee that Anna was spending
the night at Sadovaya. He was convinced of this, because that
meant complete frustration. To find her at this hour in such a
large street, without the faintest notion where or in whose
appartment to seek her, was impossible. Chernyshevsky street was
another matter, but it was certain that she could not be there
because of the way his hopeless longing, like a dog, ran ahead of
him on the pavement and, strugsling to escape, dragged him after it.
He would certainly have found her in Chernyshevsky street if only
he could have imagined that the living Anna, of her own free will,
was indeed in that place where it was merely his desire (and what
strong desire!) to situate her. Convinced of failure, he hurried
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to test with his own eyes this non-destined possibility, because

he was in a state when the heart would rather gnaw the hard core

of hopelessness than remain inactive. (Pasternak's The Last

Summer, translated by George Reavey, Penguin, 1967, pp.82-83).

In an experimental situation, and with some simﬁiificatidn of
the problem , one may still distinguish among several possible relations
between subjective probability and values. Slovic (1966) reports seven
hypotheses:- (1) independence, (2) partial optimism, (3) partial pessimism,
(4) complete optimism, (5) complete pessimism, (6) "it can't happen to
me",'and (7) "it can happen to me". In hypotheses (2) and (3), subjective
Probabilify.depends upon the sign but not the magnitude of value; in (4)
and (5) upon the magnitude of value, and in (6) and (7) upon extreme
PositiVe and negative values. In this paper, partial optimism and
PéSSimism have been called weak interaction, and complete optimism and
ﬁessimism strong interaction between probability and éayoff. While the
term 'interaction' is not entirely satisfactory, since it fails to
distinguish between subjective probability dependent on vélue and value
dependent on SeDey it has been used here in continuance of its use in
the literature.

Interaétion between subjéctive probability and value has been
Teported by several research workers. Marks (1951), Irwin(1953),
Crandall et al.(1955), and Pruitt and Hoge (1965) examined the frequency
°f subjects' estimates that one event rather than another would occur,
and found that the frequency of such estimates of guesses increased when
One event was valued or desirable in terms of monetary or points payoff
to the subjecté. The first two authors found evidence for weak interw
éction 6f guesses and outcome-value, while the last two studies showed

evidence of strong interaction. |

Iﬁ experiments where subjects had to estimate probabilities rather

than make guesses, Pruitt and Hoge(1965) found that estimates increased



with size of payoff (strong interaction), but Slovic (1966) found
that the relationship between value and subjective probability was a
complex one - "far more complicated, in fact, than any of the
hypothesized value effects. One of the major complications was the
fact‘that value had differential effects of S s.... These individual
differences tended to cancel one another when data were averaged over
S's thereby reducing the size of between group differences", (Slovic,
1966, p.28).

The results of these studies have implicationsfor the study of
decision maKing under risk, Eut have not received much emphasis by
research workers in that field, although these implications had been
recognised quite'.quickly e.z."& most disturbin\g possibility is raised
by experiments by Marks and Irwin which suggest that the shape of the
subjective probability function is influenced by the utilities involved
in the bets. If utilities and subjective probabilities are not
independent, then there is no hope of predicting risky decisions unless
their law of combination i1s known, and it seems very difficult to design
an experiment to discover that law of combination"(Edwards, 19544d).

The reason for neglect of this problem seems to have been that these
experiments used direct estimates of subjective probability, so that
there were no pressures on subjects to distinguish between their beliefs
and preferences. Pruitt and Hoge(l965) and Slovic (1966) had introduced
Payoffs for accurate estimates by their subjects, but this seens
Uunsatisfactory, since it is not clear what the subject is supposed to do
in a situation where a payoff is given to him independently of his
eéstimate, and a further payoff is made dependent upon the accuracy of
his estimate.

Attention was then directed to the inference of subjective
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probability from decisions made by subjects. Irwin and Snodgrass (1966)
introduéed the distinction between Independent and Dependent Qutcomes,
where 1.0. iwere payoffs designed to make the occurrence of an event
attractivé to the subject, while D.0O. is a payoff related to the subject's
reéponse, such as the amount of money bet (Irwin and Snodgrass, 1966,
Irwin and Graae, 1968, Phares, 1957), the amount of information required
before makiné a decision (Morlock,1967), or the amount of money one is
Prepared to offer for the right to play a bet (Pruitt and Hoge,1965).
All these studies found evidence for the interaction of I.0. and
subjective probability, if certain assﬁmptions are made about the
relationship between the D.0O. and some underlying subjective probability

function.

A second source of evidence is the debendence of SEU models upon
the additivity of utility and subjective probability; experiments which
have tested this property as a preliﬁinary to constructing measurement
Scales reported nb evidence of interaction between value and subjective
probability, e.g.Tversky (1967a), Angersén and Shanteau (1970) and
Wallsten (1971).

Evaluation of the literature on interaction may be summarized with
four criticisms:

(a) the I.O. studies make the assumption that the dependent variable
Should, like subjective probability, be independent of outcome value,

80 that, for ekample, the‘size of a bet is a function of s.p.only, and
not a function of both s.p. and I.0. There is no experimental evidence
to support such an assumption; In addition, the assumption has to be
Wade that changes in these dependent variables are due to changes in the
Perception of thevprobabilities rather than to the other neceésary

Changes in the decision situation, such as an increase in its riskiness.
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(b) while all the I.O. experiments have shown evidence of an interaction
effedt, liﬁtle is known about the conditions under which such an effect
occurs. The form of the probabilistic information, and the size and
method Sf payoff do not seem to be important featureé.
(¢) most results are expressed for groups of subjects, and with such
averagiﬁg procedures it is difficult to examine individual differences,
or even therfshape' of the phenomenon.
(d) the technical limitations of utility measurement models make it
impossiblev(at time of writing) to investigate interaction when utility
has been me%sured, yet inferences about s.p. from decisions without the
Measurement of utility may lead to erroneous interpretations.
The experiments in this study were designed in an attempt to

answer the question of what kind of experiment could, without ambiguity,
givé information about the interaction of value and subjective probabilit&.
The central problem for the investigation of interaction was seen as
that Qf making acceptable inferences about subjective probability from
decisions. Two criteria for a Successful experiment were chosen. The
first suggests that, where necessary: analysis of responses could take
Placekat the level of the individual subject. Furthéﬁmore, different
levels qf probability and of payoff would not be so confounded as to be
incapable of analysis. These precautions would ensure that,if evidence
°f interaction were collected, it would be possible to find if it showed
itself in the responses of all subjects, at all probability levels and
at all values of payoff. |

' The secqnd demands that it would be possible to say that such
Qhanges as occqr:ed in the dependent variable due to changes in the‘
Payoffs were due to changes in subjective probability, and not to other
°hangeé sgch as information processing considerations or attitudes to

risk.
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Two approaches were made to the problem of designing a suitable
experiment. The first involves the design of experiments which maintain
the distinction between I.0. and D.0O., and attempt to infer changes in
probability from changes in some response measure, or decision, brought
about by pairing that response measure with I.C. These experiments will
therefore be similar to experiments in the literature; the principal
difference is that, in each case, the dependent variable was changed so that
it would fulfil the first criterion; the experiment could then be carried -
out and the pattern of responses investigated to see if the experiment
fulfilled the second criteribn.

In the second approach to the problem the dependent variable is
the subject's evéluation of the worth to him of a gamble. This approach
differs from thé preceding one in thaf the‘response is assumed to reflect .
changes in both the payoffs and the probabilities involved in the
situation, so that different kinds of inference problems are raised.

The particular problem facing the experimenter was that of devising new
tests of‘interaction rather than chagging existing designs.

Two such designs were considered. In the first ﬂexperiment 3=2),

& prediction was derived from expectation models concerning differences
in the evaluation of gambles due to changes in the probabilities
included in the gambles. Such a prediction did not depend on the
measurement of utility and demanded only the assumption that utility‘was
not dependent on subjective probability. In the second (experiment 3-3),
Subjects were asked both to estimate probabilities and to evaluate the
worth of gambles which included those probabilities. Estimated and
inferred probabilities could then be compared, and evidence for inter-
action sought in such a comparison.

The findings and arguments of this thesis may be discussed in terms
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of two questions. The question to be discussed first is: what have
the results of the experiments been, how do they compare with the
experimental results on interaction in the literature, and what hypo-
theses might be set up to explore interaction in the light of these
results. The second question is the central one of this thesis. Can
we conclude from this study that a certain experimental design can
Yield valuable information about interaction.
The findings about interaction.

Two assumptions must be made concerning the status of these results.
To relate the findings of both the Independent Outcome and the gambling
approaches requires some assumption about the nature of subjective
Probability and it's role in each of the typeé of response. It will be
assumed here that some percepticn of the probabilities presented tq the
subject will play some part in all theqresponses, and that careful
examination of actual responses should reveal the particular role
Played. Furthermore, for purposes of exposition, the results will at
first beidiscussed in terms of the k?nd of inference made in the
literature before discussing whether; taken together, these experiments
Provide evidence of interaction.

Tables A and B summarise, for the I.0. and gambling experiments
respectively, experimental designs, the results and comparable

experiments in the literature.

v,



Table A.

Summary of I.0. design experiments.

Experiment.

Dependent
Variable.

Inference
made.

-

Conclusion.

Payoffs.

Comparable
experiments.

Comparison
of Results.

I
choice of bet

from quadratic
payoff scheme.

choice reflects
subjective prob-
ability.

no change due

to I.0.

points

Irwin et al.
(2 studies)

found change;

choice a deviation

from optimal
strategy;

2-1

amount and
direction
of bet.

same for
these
variables.

both measures
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2=2,42=3

amount of information
taken waen I.0O. as
opposed to other
event is presented.

number of cards
examined correlates
with s.p.

no change in sample

change(increase)size with I.0.

with I.0.

money

Irwin et al.
(2 studies)
Pruitt &

Hoge(1965).

found change
in frequency
of bet in I.O.
direction;
results
averaged over
all subjects
and
probabilities;

points in 2-2
money in 2-3

Morlock (1967).

found change;
differences in
design, e.g.
sampling without
replacement;

no analysis of
actual decisions;



Table B.

Summary of gambling evaluation experiments.

Experiment

Dependent
Variable.

Inference
made.

Payoffs.

Conclusion.

Comparable
eXperiments.

Comparison
of Results.

3=3
estimate of

presented prob-
abilities

money.

4

evidence of weak
interaction in
A.I.group;

no other weak or

strong interaction.

Irwin(1953)
Marks (1951)
Slovic (1966)

A11 found cor-
relation between
estimate & I.0.
these estimates
'embedded' in
gambling
situation. .

3-2

slope of line

relating PW to
lose components
PL to win com-

ponent.

change in slope

with payoffs
reflect
interaction

money.:

changes in
slope with
changes in
payoffs;
conplex
relationship.

“Anderson &

Shanteau

(1970)

similar, in

need of closer

scrutiny;

L] o

3-243=3.

beta weights of
probabilities in
regression analysis
of evaluations.

beta weights
reflect s.p.
distributions.

money.

in 3«2 no difference
in weights of PW &
PL; in 3-3 some
difference but
difficult to inter-
pret; not related

to probability
estimates;

Slovic & Lichtenstein

(1968a)

no real comparison
meaningful in 3-3;

in 3-2 contradictory,
Slovic had large
sample of subjects.
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This study was not designed primarily to collect information
about interaction, so conclusions about the conditions under which inter-
action is found must be drawn with care and thought of as hypotheses for
further investigation rather than as hard and fast evidence. No attempt
had been made to replicate all features of similar experiments in the
literature, different values of payoff and probability were presented in
different experiments, and the number of subjects in most experiments
was very small in comparison with the sample sizes reported in the
literature.

Taken together, the results seem to show that there is nothing
routine aboﬁt the interaction of value and subjective probability, i.e.
there are condifions in which it does not appear. While this may not
Seem to be a startling conclusion, it is not one that has been seriously
Considered in the literature; many researchers assume that it occurs
with regularity, e.g.

As we have seen, it is very difficult to separate the utility an
individual attaches to an outcome from the degree to which he expects
that it will materialise. In other words, u and , generally speaking,
are not dependent of each other. ‘
Cohen and Christensen (1970).

or )
O0f course no such interaction is permitted by the SEU model. Is. it
Dossible, as Irwin has suggested, that subjective probability and utility
(not merely sign of payoff) interact? If so, little is left of any SEU
model. At any rate, the interaction with sign makes it difficult to
evaluate the many experiments...

: : Edwards (1961a)

In addition, all researchers into the question of interaction have
been content to demonstrate the existence of such interaction in a
(limited) number of experimental designs, without consideration of the
nature of the inferences being made and without exploring the conditions

Under which such interaction holds.

If, then, interaction is not routine, are there any clues as to the
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determinants of the phenomenon in these experiments taken together

with those in the literature? We may consider first the experiments of
1.0, design together with the estimation results of experiment 3-3,
which is similar to_some I.0. designs in the literature. Two possible ~
conditions suggest themselves but do not find much support.

If the interaction is one between probabilities and payoffs, then
the payoffs must be "real" in the sense of being of value to the subject
for a test of the effect. It may be that the use of points with a
delayed financial reward as a prize may not be a sufficient incentive
to provide a test. It might seem that there was some evidence to support
this as a condition, in that experiments I and 2-2 showed no evidence
of interaction.leExperiment'Z-B, however, shoﬁed no interaction effect,
despite replicating 2-2 apart from the chahge in mode of payoff, and
there are experiments such as those of Marks (1951),Prﬁitt, and Hoge
(1965) and Morlock(1967) where payoffs in points was sufficient to
induce interaction.

In fhe experiments of Irwin and his associated (1966,1968), and
Morlock (1967) the subjects were perAitted to select Fhe pack of cards
to be sampled, and it may be that this was sufficient to change the
situation as perceived by the subjects into one involving skill as well
as chance. Cohen(1972)argues that a 'subjective skill-chance continuun'
is an important feature of risk-taking behaviour, while Phares (1965)
argues that both his skill and chénce instructed groups showed interaction
because the chance group may have perceived the task as one involving
skill. However, Pruitt and Hoge (1965) and Slovic (1966) included
stimulus presentation designs where the subjects' role was a passive one,
and found evidencg of an interaction effect.

If these are not significant features of the situation for the

subjects, are there any clues from these experiments about hypotheses
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for further investigation? Two possibilities may be suggested. 1In

the probability estimation task of experiment 3-3 the only evidence

for interaction is in the A.I. condition, where the payoff information
was presented prior to the probabilistic information. Such a presentation
order is a typicalAfeature of M"interaction'" experimental designs,
whereas othef experiments, e.g. on the evaluation of gambles, present
such material siﬁultaneously. It may be that this design of a "filter®
through which the probabilities are perceived is a condition for inter-
action, although not a sufficient one as the other experiments reported
here show. .In experiment 3-3, of course, the pattern of interaction
was not the one predicted, there was no strong interaction, and there
was some suggesfion of task difficulty. Nevertheless it seems an
hypothesis worthy of further test.

If we introduce the notion of a gambling situation being "well=-
defined", or "structured", in the sense that an optimal policy foé
maximising income is available to the subject, then a clue to some
regularify in our results may be seen; interaction occurs in those
situations where such a policy is noé readily available or even defined,
and not in those situations where this is the case. Some support for
this hypothésis may be seen in a series of comparisons among experiments.
‘Morlock (1967) found interaction in an information acquisition task
involving sampling without replacement; when this situation is altered
to a Béyesian one no such effect is found (experiments 2-2 and 2-3).
Where the dependent variable is a choice from a list of bets, there is
no interaction when choice is from the quadratic payoff scheme in
experiment I, but there is evidence of interaction from experiments 2-1
and those of Irwin et al (1966,1968), where the optimal policy is either

masked by the experimental design or, in the case of choosing the size of
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bet (experiment 2-I), difficult to define. Again, it must be admitted
that the evidence is slight. Our doubts as to whether interaction may

be inferred from these experimental designs suggest that our "model

of interaction is a model predictive of choice of response rather than

of a change in the perception of probabilities or some related notion.

The model would suggest that, when the task is so well defined for the
subject that the 'interaction' response would be a deviation from 'obvious
best policy' then it would not be selected. When such policies are not
obvious, the subject searches for one and is guided in his search by

the values of the payoffs.

Two questions arise here. If this is a model of responses in
experiments, doe; it apply to those experimenté where the response is
probability estimation and response strategy not well defined, especially -
when "pressures for accuracy'" are introduced. The author suggests that
would be a condition for interaction, except when, as ip experiment 3-3,
the response is embedded in a design where this is not the only response
and therevare different 'demand characteristics'; but this is an hypo-
thesis capable of being tested.

The second question asks what prediction this model would make about
the evaluation of gambles, which would surely be considered a well
defined task, and where there seems to be evidence both for and against
interaction. Cutside of this study, only Slovic and Lichtenstein(l968a)
show evidence of interaction, in the sense that their subjects attached
different weights to PW and PL, while many studies, e.g.Tversky (1967a,b)
and Wallsten (1971) find no:evidence. The results of our experiments -
thé analysis of slopes in experiment 3-2, the applications of regression
Models in experiments 3-2 and 3-3 - together withithe results of

dnderson and Shanteau (1970)suggest that we lack any clear idea of how
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subjects put together the two components of gambles, and that our
evidence of interaction seems to be linked to these processing

considerations.

Our inference of interaction from gambling evaluations assumes
that the form of this combination process is known, i.e. is a subtractive
one, and while this is usually taken as shown because of the good
predictions of expectation models, e.g. fhe correlations in experiments
3-1 and 3-3, and experiment 3-2 suggests that there might be more to it
than this. The problem needs furtherkinvestigation. There is no
evidence of.interaction in the evaluations of one-outcome gambles.

It may be that this model is presented with too much speculation
and to little embirical support. It does however have the virtue of
.providing hypotheses that are testable and are in agreement with the
published research on interaction; also, if it was to some degree a
description of subjebts' behaviour, care would be needed in the design
of experiments since, generally speaking, more confident inferences are
made in fhose designs where an optimal strategy is available, e.g. the

evaluation of simple gambles or sequential decision making decisions.

An Experiment to test the Interaction Hypothesis.

The centralvproblem in the study of interaction is that of making
inferences about subjective probability from deeisions and judgments
made in risk taking’situations. One wants to show that when the payoffs
and rewards are changed in such a situation then some changes in the
subjects' responses follow, and that these chaﬁges in response are
brough£ about by a change in subjective probability. To make such
inferences itjs assumed that we know how subjective probébility is related
to these responses; the experiments consi@ered in this study introduced

Several response measures, summarized in Tables A and B, and asked
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whether changes in these measures can reasonably be attributed to
changes in subjective probability. One knows that some perception of
the likelihood of winning and losing enters into these Judgnments and
decisions (since, for example, the responses change ;n predictable
directions when oniy the presented probabilities are varied), but we
need to know more precisely what role it does play.

The particular enperiments were selected to fulfil the criteria,
mentioned earlier in this chapter, that_analysis would not confound
the responses of individual subjects nor particular levels of the
Presented p;obabilities and payoffs. The first criterion for judging
whether these response measures are satisfactory is that of deciding
that changes in response are due to changes in subjective probability,
_and not to other considerations.

With this criterion, four response measures seen unsatisfaetory.

In experiment I, where the subjects selected a bet from a quadratic
payoff scheme, the choice of bet did seem to reflect a subjective
probability distribution, rather than other, strategic, aspects of the
decision situation. Examination of %ne responses of the subjects who
did change their bet with I.0. suggested however thaé such a change was
due to.:a change in decisipn strategy; these changes were 'extreme!',
but it would be unsatisfactory to regard large changes as evidence of
strategy change, and small ones as evidence of change’in subjective
Probability. It is difficult to find a rule, prior to the expefiment,
that could separate these alternative explanations.

In experiment 2-I, both the amount of money the subjects were
Prepared fo,bet and the frequency of such bets that the I.0. event
WOnld occur changed with the probability of winning and with I.O. To
regard this as evidence of interaction makes the assumption that these

dependent variables should not, under the null hypothesis, vary with
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the payoffs. There seems no support for this assumption in principle,
in experimental work} or in observation. Further reseafch could usefully
Be carried out into the determinants of risk taking behaviour of the
forn, "beet x pence that this will occur'" with regard to roles played
by the x pence and fhe I.0., their respective utilities, and the
Probabilifies of winning and losing.

fhe regression analysis and examination of slopes of experiments
3~2 and 3-3 might Best bekconsidered.together.
A regression moéel, of the form

2 3

was fitted to the evaluation responses of individual subjects. The model

R = bAW + b,AL + b, PW + b4 PL

including theée Tour predictor variables provided a good fit to the
responées in experiment 3-2 (and in Slovic & Lichtenstein,1968a) and,

with an additional predictor variable bSPO’ in experiment 3-3, ‘A
differehce in the size of beta weights for the probability terms (in
experimenf‘3-3 relative to the E.V. model) is considered as evidence of
intefaction. The results of these experiments cast doubt on the/usefulness
of this intérpretation; in experime;t 3-2, there is no differencej
between these weights and yet there is clear 'interac¥ion' in the slope
analysié. In experiment 3-3, there were differences, and espécially
differences among subjects, while a subjectively éxpected value model
Provided a good fit to responses, and there seemed no relationship between
these weight differ;nces and differences in direct probability estimates.
Takenrwith the pattern of results in the slope analyses of 3-2, this
Suggeéts to the éuthor that we have no evidence of interaction in the
Sense of a change in éerception of the probabilities involved in the
gambles, Eut evidence in the sense of an interaction in the model; or,

that the additive model for two, or more, outcome gambles does not hold
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over the range of subjects' evaluations. Further research is needed to
test this statement, but it seems that, until we are clear about the
model from which we are making inferences, the case for interaction,

in the perception sense, has not been shown. If the claim in only that
of interaction in the model then, of course, this criticism does not
apply.

In the case of experiments 2-2/2-3 and 3-3, the criterion seems
to be fulfilled. In the former it seems possible in theory, by a
comparison of the amount of information bought, the actual information
seen, and tﬁé decision made, to separate an interaction hypothesis
from alternative§, including changes in decisiqn strategy.

The experiment called here 3-3 1s the experiment involving two
dependent variables = a probability estimate and the evaluation of a
gamble; a choice of presentation orders; and analysis in terms of a
comparison of the two responses. It is argued that careful examination
of these, with the N.I. condition as a control group, should provide
important information about interaction boﬁh in the estimates and in the
response model.

Given that these experiments fulfil the first, and most stringent
criterion, we may now consider them in terms of further criteria.
Aspects of both designs have been widely.studied and there is a large
literature on theﬁ, s0 we could relate findings on interaction to other
work.

A further considera&ion would be the ability of a satisfactory
experiment to test the hypothesis that interaction occurs only in
situations which are not well defined. It would be difficult in an
experiment like 2-2/2-3 to compare sample composiﬁion and choice of

decision in a situation that was not suitably structured. Experiment 3-3
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is flexible enough to include the study of different payoff, present-
ation and motivation situations; probability estimates need not be
paired with the evaluation of gambles, but can be used with many
decision responses, including sizes and frequencies of bets.

An adequate test of the hypothesis that subjective probability
is independent of value requires an experiment which asks subjects
both to:
(1) make estimates of the prbbabilities involved in the decision
situation; and
(2) make some detision.or judgment in a risk faking situation which
includes these Probabilities.

This kind éf experimental design seems necessary to the author
" for the following reasons.
(a) The simple design where subjects are merely asked for probability
estimates is unsatisfactory; there are"demand characteristics' in
any such experiment, there are no preésures on subjects to state their
tfue beliefs and whenAthese pressures are infroduced the situation has
been changed into a complex, and often confusing decision task.
(b) In the decision tasks from which subjective probability has been
inferred, e.g. evaluations of gambles, bets, sequential decisions, ﬁé
are ndt clear about the role played by subjective probability in the
subjects! decisions. A study of both dependent variables should provide
information about this role. |
(c) Some of the experiments reported here, i.e.l,2-2,3-2 and 3=-3, have
found changes in response correlated with changes in payoffs which,
“under tﬁe accepted inference models, could be interpreted as evidence
for interactién, and which we would be hesifant to so categorise because

their distribution seems unlike any probability distribution. If it
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could be shown that a subject can make these patterns of response

and, at the same time, show no such changes in his probability estimates,
then analysis of this discrepancy would provide impo;tant information
about the status of our results.

(d) It was suggestéd above that the extent to which an experimental
situation was well-defined might be a significant variable in tests of
interaction. A test of this hypothesis could involve the comparison of
responses when the relationship of subjective probability to one
dependent variable, e.g. in a well-defined task, might be much clearer
than it's relationship to another. In such a test, an experimental
design which inciuded a direct estimate of probabilities with both -
dependent variables could avoid serious difficulties in the interpretation
.0f results.

(e) The decisions which subjects have been asked to make, and from which
subjective probability, and it's interaction with value, have been
inferred, fypically involve the subject in computational procedures

and the ﬁiecing together of evidence.from different sources. An
experiment which breaks such tasks iﬂto their component tasks, and
studies how these are carried out in different presentation conditions
should clarify how subjects carry out these tasks and where any inter-
actions occur.

(f) Experiment 3-3 has shown that subjects can make estimates of
probabilities and then combine these probabilities with asscciatéd
payoffs into an evaluation of gambles with consistency. There was a
suggestion in the A.I. condition that the task made large demands on
subjects' memory. Replication of the experiment with larger samples of
subjects and simpler gambles would test the effect on responses of

different presentation orders, and the relationship of task difficulty



289

to interaction could be isolated for investigation, i.e. further study
of this particular experimental design could be fruitful.

(g) It is of interest in itself to study the relationship between
Probability estimates and prokabilities inferred from decisions.

(h) The risk taking situations we have considéred in this study have
included the presentation of probabilities to subjects, who are then
supposed to include estimates of these probabilities in their judgments
and decisions. The more interesting decision problem wquld involve

the subjects inferring rather than estimating probabilities, i.e. in

& reasoningr rather than a magnitude estimation task, and indeed working
with rather less info;mation about these probabilities. Researchers in
decision making: or in this approach to the study‘of decision making,
-have been reluctant to forego information‘about 'objective probabilities',
since these have acted as a check on the consistency and accuracy of
decisions. It is clear that an experimental design with two dependent
variables, one of which being a decision about which something of the
subjects; approach is known, e.g. a‘pid for a gamble, could allow the
researcher to escape from the rigidi;y of decisions including presented

Probabilities without loss of information about the consistency of

inferences or decisions.
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Summarz.

This study has been concerned with a particular problem in
decision making, fhe question of whether in a decision involving
payoffs and probabilities of achieving them, these variables are
independent of each other for the subject. It seemed to the author
that the problem could not be satisfactorily approached until what
has been called the inference problem had been solved, i.e. when could
it be asserted that changes in response were in fact changes in sub-
Jective probability, and not in some other aspects of risk taking
behaviour. -

Responses were examined in two kinds of experimental design -
simple gambling ;xperiments which have been widely studied in decision
-making, and those experiments which maintain a distinction between
Independent and Dependent outcomes and which had been designed
specificall& to investigate interaction.

After examination of the patterns of response in several such
experimeﬁts, it was concluded that w?at was lacked was any clear idea
of how subjective probability, in th; sense of the sgbjects' perception
of the probabilities, was related to the decision responses from which
subjective probability was inferred. The kind of experiment then thouéht
necessary was one in which two dependent variables, a probability estimate
and a decision response, were included.

That such care about the nature of the inferences made is necessary
is clear from our principal experimental finding that interaction was not
routine, as a reading of the literature might suggest, but only occurred
under some conditions, which have not been isolated, and about which the
evidence collecte@ here is slight. It does seem to the author that, in

many of these experiments, subjects are carrying out a 'computation®
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task, and that such an approach might be incompatible with the interaction
phenomenon. Is it that this approach changes with changes in payoffs

or in motivation, or is interaction a bias in computation? As yet,

there are no answersrto these questions. It could be that computation

is related to the notion of gambling situations>being well defined;

this would be this writer's decision as to the first variable to be

considered for further study.
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