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Abstract 
 

Statistics show that there was a 12% increase in missing persons’ incidents in the UK 

between 2014 and 2019. Approximately 50% of these missing individuals are found within 

24 hours, and on average a large number will be deceased. Land-based searches are 

relatively straight forward, however searches in aquatic environments can be significantly 

more complex and often require the deployment of significant manpower. As a result, there 

is a desire to use technology to increase the efficiency of these searches. The use of 

instrumentation to detect a ‘chemical fingerprint’ of decomposition in water would have 

significant potential to achieve this aim. 

The focus of this work was on the chemical profile of water influenced by decomposition, 

and the effects different environmental factors have on this profile via metabonomic 

analysis. Liquid chromatography-mass spectrometry was combined with quality control 

measures, multivariate and statistical analysis to investigate these changes. 

Initial studies focused on improving sample preparation, to allow maximum output from 

the instrument. It was discovered that pre-concentrating a 1 L sample of water exposed to 

decomposing remains using solid-phase extraction was the most effective way to capture 

and concentrate as many compounds as possible for this non-targeted research. 

An investigation into species differentiation based on the chemical signature of water 

containing rabbit or duck remains was able to produce three positive identified markers 

(cadaverine, leucine and creatinine) that were significantly different between species. These 

significant differences are based on the change in abundance and behaviours of these 

markers over a series of time points, and whether these patterns are specific to a particular 

species or not. Furthermore, it was discovered that the nature of the water (moving and still 

water) influenced the speed in which these chemical processes occurred during 
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decomposition. It was also evident that the quantity of compounds in a sample taken from 

still water was much higher. The effects of temperature were investigated throughout this 

work. It was clear that although lower temperatures did affect the speed of decomposition 

and the amount of significantly different features in each sample compared to summer, it 

is important to note that chemical decomposition was still progressing, albeit slowly. These 

lab-based methods were also successfully implemented to analyse samples obtained from 

an experiment with human subjects. 

These preliminary experiments have highlighted the potential of using metabonomic 

analysis to monitor non or semi volatile compounds leaching into the water as a result of 

decomposition. These initial developments could be applied further to assist the forensic 

science community.   
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Chapter 1 

Introduction 

 

1.1 Decomposition 

1.1.1 The decomposition process 

The process of decomposition begins approximately 4 minutes after death [1]. In the first 

two days, autolysis begins. This is known as the fresh stage, where cellular material starts 

to break down due to the lack of oxygen. The carbon dioxide in the cells increase, the pH 

decreases, allowing accumulating waste to poison the cells. Simultaneously, cellular 

enzymes (lipases, proteases and amylases) digest the cells from the inside out, causing the 

cells to rupture [1]. Well known processes such as rigor mortis (stiffening of the muscles), 

livor mortis (pooling of the blood) and algor mortis (cooling of the body to ambient 

temperature) are observed [2]. Parallel to this, insect activity will establish itself in natural 

body openings and will speed up decomposition as the body is now exposed further [3]. 

Stage 2 is referred to as putrefaction. This occurs when enough cells have ruptured, 

assisting in the soft tissue breakdown. The catabolism of carbohydrates, proteins and lipids 

in soft tissue to small molecules of gases and liquids is happening due to microorganisms 

such as bacteria and fungi. Gases such as hydrogen sulphide are released due to a 

conversion of haemoglobin to sulfhaemoglobin [4]. Observations include bloating and  
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discolouration. This causes an increase in pressure, resulting in the eventual release of 

decomposition fluids through natural body openings and those created by insects [5]. 

Active decay begins once the skin is broken. The body deflates as various gases escape, and 

anaerobic and aerobic bacteria play an import part in the decline of soft tissue surrounding 

the body [6]. Amino acids produced from protein catabolism will decompose, forming 

volatile fatty acids and biogenic amines. The decay of lipids will also produce glycerol and 

phenolic compounds [7]. At this stage, all organs are exposed and therefore begin to 

decompose rapidly. Organs such as the intestines will decompose quickly. This continues 

until all soft tissue is removed by breakdown or feeding by insects and animals. This 

directly moves onto the dry stage, where only a skeleton remains [4]. The skin develops 

into a leather sheet that covers the bone, and will continue to decay until only the more 

resistant bone, teeth and cartilage are left [8]. 

 

1.1.2 The chemistry of decomposition 

The body consists of approximately 64% water, 20% protein, 10% fat, 1% carbohydrate and 

5% minerals [9]. During soft tissue decay, large biological macromolecules such as proteins, 

carbohydrates and lipids are broken down into gases (volatile compounds) and leachates 

(non-volatile compounds) by bacteria, fungi and protozoa [7]. The genetic makeup of a 

species will have an impact on the chemical composition of that particular species. The 

content and abundances of fatty acids, triglycerides, phospholipids and steroids also shows 

high variability between species [10, 11].  
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1.1.2.1 Decomposition of lipids 

Lipids are most often found in the phospholipid membranes of animal cells. After death, 

intrinsic lipases hydrolyse the lipids, thus releasing them from their glycerol backbone 

forming a combination of saturated and unsaturated fatty acids, with some of the most 

common fatty acids being linoleic acid or arachidonic acid [9]. These fatty acids will either 

undergo oxidation, or further hydrolysis, depending on the type of environment they are 

in [12]. Oxidation occurs in open air (aerobic) environments, where the bacteria and fungi 

are able to convert these fatty acid into aldehydes, ketones, acids, esters, epoxides and 

hydrocarbons [13]. A buried body in an oxygen deficient environment will undergo further 

hydrolysis or hydrogenation by anaerobic microorganisms, magnified by the presence of 

moisture. In very precise conditions where moisture and enzyme activity are suitable, 

hydrolysis of tissue will proceed until all lipids have reduced to fatty acids, often resulting 

in the formation of adipocere, visible as a grey waxy substance [14]. 

 

1.1.2.2 Decomposition of carbohydrates 

The breakdown of carbohydrates commonly occurs in the very early stages of 

decomposition. Microorganisms will break large polysaccharides such as glycogen down 

into sugar monomers such as glucose [14]. The majority of sugars are oxidised into carbon 

dioxide and water, while some are incompletely decomposed into alcohols and volatile 

fatty acids [12]. Pyruvate is an important molecule, a breakdown product of glucose from 

the Embden-Meyerhof-Parnas (EMP) and Entner-Doudoroff (ED) pathways. Fermentation 

of pyruvate from bacteria and yeasts yields ethanol, acetic acid, pyruvic acid, lactic acid, 

butanoic acid, propanoic acid, acetaldehyde, acetone, propan-1-ol and butan-1-ol. This can 

begin within 6-10 hours of death under warm conditions [14, 15]. The contribution of yeast 

in decay is much less than bacteria, however it is mostly found in the intestine, oral cavity, 
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sexual organs and between the fingers and toes of a vertebrate. The breakdown of 

carbohydrates instigated by both bacteria and yeast assist in forming the gaseous 

compounds that causing bloating, such as methane, hydrogen and hydrogen sulphide [13, 

14]. 

 

1.1.2.3 Decomposition of proteins 

Proteins are degraded via proteolysis, instigated by bacterial enzymes. Decay products 

include peptones, polypeptides and amino acids. Soft tissue proteins found in epithelial 

tissues are destroyed first, followed by proteins in the brain, liver and kidneys. Dissimilarly, 

muscle protein and the epidermis are more resistant to this process as they contain keratin 

(made from strong disulphide bonds). Keratin and collagen are often found intact on a 

skeleton [14].  

Amino acids are known to be the major components of a variety of proteins in the body, 

such as muscle tissue, membrane proteins and additionally free proteins. Free amino acids 

are formed from the decay of peptones and polypeptides by microbial proteases and 

peptidases. Further degradation of these amino acids leads to the formation of volatile 

compounds [13]. Amino acids will subsequently follow three main breakdown paths, 

deamination, decarboxylation and desulfhydration [12]. The deamination of amino acids 

yields ammonia by the removal of the amine groups. This is done under anaerobic 

conditions, resulting in an increase of ammonia surrounding the grave environment. The 

carboxylation of amino acids removes the carboxyl groups, known to yield biogenic amines, 

in particular putrescine and cadaverine [12, 13]. Although well known for their contribution 

to decomposition, they have not yet been identified in volatile organic compound profiles 

of decomposition, therefore it is unclear what their significance is as degradation 

compounds  [12, 16]. 
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Amino acids that contain sulfur (cysteine and methionine) are broken down via anaerobic 

conditions to form sulfides, which can then convert to sulfuric acid, sulfur and sulfate under 

aerobic conditions. Decomposition gases containing the sulfhydryl group are known to be 

responsible for the bad odours of decomposition [14].  

Table 1.1 gives detailed information of the metabolic pathways and products from the 

breakdown of amino acids, adapted from a table by Paczkowski & Schutz [13] 
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Table 1.1: Metabolic pathways and products for the degradation of each amino acid adapted from 

Paczkowski & Schutz [13]. 

Amino Acid Metabolic Pathway Metabolic Products 

Arginine Decarboxylation Putrescine 

Cysteine Anaerobic Sulphur, 
hydrogen sulphide, 
dimethyl sulphide, 

dimethyl trisulphide, 
dimethyltetrasulphide 

Desulfhydrase Ammonia, 
hydrogen sulphide, 

pyruvate 

Isoleucine Ehrlich pathway, 
Anabolic biosynthetic 

pathway 

1-Propanol, 
2-methyl-1-propanol, 
2-methyl-1-butanol, 

Yeasts 1-Propanol, 
2-methyl-1-butanol, 

1-pentanol 

Leucine Ehrlich pathway, 
Anabolic biosynthetic 

pathway 

1-Propanol, 
2-methyl-1-propanol, 
2-methyl-1-butanol, 

Moraxella phenylpyruvica, 
Staphylococcus xylosus, 

Staphylococcus starnosus 
transforme 

3-Methyl-1-butanol, 
3-methylbutanal, 

3-methylbutanoic acid 

Yeasts 1-Propanol, 
2-methyl-1-butanol, 

1-pentanol 

Lysine Decarboxylation Cadaverine 

Methionine 
 
 
 
 

Methionine 
(continued) 

Anaerobic Hydrogen sulphide, dimethyl 
sulphide, dimethyl trisulphide, 

dimethyltetrasulphide, methanethiol 
Aerobic Dimethylsulphide 

H. alvei, E. agglomeran, 
S. liquefaciens, A. putrefaciens, 

A. hydrophila 

Dimethylsulphide, 
methanetiol 

Threonine Yeasts 1-Propanol, 2-methyl-1-butanol, 3-
methyl-1-butanol, 1-pentanol 

Tryptophan Bacteroides, Lactobacillus, 
Clostridium, Bifidobacterium, 

Peptostreptococcus 

Indole, 
Indonyl acetic acid, 

Indonyl propanoic acid 

Tyrosine S. albus, B. fragilis, 
Fusobacterium sp., 
Bifidobacterium spp., 

C. paraputrificum, C. butricum, 
C. sporogenes, C. septicum 

4-Methylpehnol, propanoic acid 
phenyl ester 

E. coli, Proteus sp., 
E. faecalis, S. albus 

Phenol 

Valine Ehrlich pathway, 
anabolic biosynthetic 

pathway 

1-Propanol, 2-methyl-1-propanol, 
2-methyl-1-butanol, 
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1.1.3 Decomposition in water 

The process of decomposition will follow the five main stages regardless of whether the 

carcass is placed on land or in an aquatic environment. Be that as it may, the rate of 

decomposition occurring in these environments will differ greatly. Byard [17] summarises 

this up by stating “The degree of putrefaction of a body lying in the open after one week 

was the same as that of a body immersed in water for two weeks”. This statement seems to 

suggest that a body will decompose twice as fast when out in the open, compared to being 

submerged. This highlights the delay in decomposition a body might experience when 

exposed to water. Aquatic environments are very diverse, consequently, the conditions in 

for example of part of a river may differ completely to another. It is important to consider 

these factors when looking at decomposition, as a body will not decompose at the same rate 

in every body of water.  

When a body is deposited underwater, it will sink 95% of the time, and movement of the 

body underwater depends on factors such as current strength and drag forces. The 

buoyancy of the body increases when in the bloating stage, as the gases produced in the 

abdomen cause a decrease in body gravity. As a result, the body will float and resurface. It 

is difficult to determine the exact amount of time it takes for the body to bloat and float, as 

it is mostly dependent on the temperature of the water. Temperature changes in the water 

are just as important as temperature changes on land. Water temperatures are known to be 

cooler than air temperature, mostly due to the fact that the warmth of sun rays declines 

exponentially with depth. Other major influencers of temperature are depth of water, 

shading and the water flow. Higher water temperatures will accelerate decomposition, 

therefore causing the body to float earlier (due to the build-up of gases). Lower 

temperatures in deeper waters and higher pressure will prevent the body from floating, 

preserving it longer [18]. Exposing the body above water will accelerate decomposition as 
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animals and insects will feed on it. Subsequently, gases will slowly leak from the body via 

the ruptures in the skin, and the body will sink to the floor once more where it will continue 

to decompose. 

The formation of adipocere also influences the process of decomposition in aquatic 

environments. It is identified as a waxy grey substance, formed a few hours after death if 

the body is located in specific conditions (pH 5-9 and temperatures of 22°C) [19]. Adipocere 

is made of fatty acids that are formed when triglycerides from fatty tissue undergoes 

hydrolysis. These will convert into saturated fatty acids by hydrogenation, which forms on 

the skin [20, 21]. This substance can continue forming for months, eventually forming a 

protective layer around the body, preventing further decomposition.  

Research into the effects of different water environments on decomposition is not as 

popular as those that focus on land decomposition. Brief comparisons of the effects of 

marine and freshwater environments, as well as moving and still water, have been carried 

out in recent years [22-25]. These results are mostly based on physical observations of the 

carrion used, and highlights the difficulties in using physical indicators due to the varying 

conditions in aquatic environments. 

 

1.2 Recovering human remains 

1.2.1 Cadaver dogs 

It is important to consider why it is necessary to conduct research into developing a 

new technique to assist in identifying human remains on land and in water, while other 

techniques are currently available worldwide. Cadaver dogs are used often during missing 

persons’ investigations. As dogs mostly rely on olfactory information, they are a useful tool 

for many forensic applications such as searching for drugs, bombs, firearms and missing 
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people as their noses are a million times more sensitive compared to humans [26]. Human 

Remains Detection Dogs (HRD) are specifically trained to detect human remains, as they 

have the ability to track the scent as soon as decomposition begins, that being the case, dogs 

hold an advantage of working faster than humans. Although using dogs proves to be a 

relatively successful technique, it is still not known what compounds the dogs are 

identifying. Looking at statistics in the literature, strong contradictions appear on the 

success rate and behaviour of cadaver dogs, with the most influencing factor being 

temperature. Researchers such as Lasseter [27] discovered a 60% success rate in the dogs’ 

ability in very hot conditions. Contradicting this, France [28]  discovered a substantial 

decrease in the dogs’ success rate in temperatures over 85ºF, the suggested cause being the 

degradation of bacteria in higher temperatures. Furthermore, Komar [29] found an 85% 

success rate in lower temperatures.  

Other environmental factors are known to cause problems when using dogs, such 

as wind, humidity, terrain, and soil type. Frozen land can also cause issues for HRD dogs, 

as the ice may create a barrier which blocks any volatile compounds emerging from the 

ground [26]. Optimal conditions have been suggested, such as temperatures of 4-16ºC, 20% 

humidity and a wind speed of 8km h-1 [30]. Although overall, the dogs’ success rate in 

identifying remains on land is relatively positive, more difficulties arise when remains are 

underwater. While it is possible to utilise cadaver dogs on the shoreline or by placing them 

on a boat, it is not a technique effective enough to allow them to identify scent particles 

from a specific location [31]. Bodies in aqueous environments may also move rapidly 

depending on what type of environment it is, as a result this may confuse the dog further 

and reduce its reliability. In recent years, more science-based techniques have been 

developed recently to try and work alongside cadaver dogs in detecting remains on land 

and in water. 
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1.2.2 Geophysics 

Researchers Ruffell and Pringle [30] wrote a review of all current geoforensic 

techniques used to identify remains on land and in water, focusing on their advantages and 

disadvantages. Ground penetrating radar (GPR) has been frequently used to detect remains 

underground in criminal cases. Radar waves are pulsed from the antenna, which reflect off 

objects buried underground. The velocity of the radar waves changes depending on the 

physical and chemical characteristics of the ground. The travel times are measured and 

create a 3D data set, used to show a profile of the object that is identified. In recent years, 

GPR has been developed for use in water, now commonly known as water penetrating 

radar (WPR). So far, there are 3 conventional ways of using this equipment on water. The 

first is while driving along solid ice [32]. The second is the suspension of antennas over 

rivers and ponds, and the third way is to position it on a boat [33]. Although it is clear there 

are many different ways to use this technology, the literature is limited to only a few studies 

successfully implementing WPR [34]. WPR has a major advantage of being compact, fitting 

on small inflatable boats, however, the highest quality images can only be obtained in 

shallow depths. One major disadvantage to using WPR is that it is limited to freshwater 

environments, as radar signals are ‘soaked up’ by conductivity in saltwater. Regardless, 

publications are available on identifying objects underwater with WPR such as unexploded 

objects [35] and sunken motors [34], but none on the identification of human remains. This 

technology is able to identify that something might be present but cannot specify what it is. 

 The second most popular technique to identify objects in water is Sonar. The 

instrument releases pulses down to the sea floor across a wide angle. Sonar waves detect 

acoustic beams at right angles in the water and allow wide area searches, depending on the 

reflective wave strength [36]. A raised surface will return the signal. The target needs to be 

larger than the background to identify an object e.g. if a body is lying on sand. If a body is 
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wedged between rocks it would not be able to identify it [37]. Ruffell [38] highlights this 

issue in a paper explaining how Sonar was unable to produce clear images of the body of a 

suicide victim wedged 2m underwater between rocks. Regardless of these issues, its main 

advantages are speed of survey and clarity of images. This gives the ability to scan the area 

very quickly, usually in place ahead of dive teams in areas of low visibility [39]. It has also 

recently been developed as a handheld device to assist divers underwater [37]. Other 

techniques that are mentioned in this review, but not used as frequently are magnetometers 

and sesmic methods. Magnetometers are very similar to underwater metal detectors, but 

instead, detect local variations in magnetics fields caused by the submerged objects. They 

have an advantage of being able to detect objects from greater depth than military-grade 

metal detectors, however very little has been published regarding its use in forensic water 

searches [30]. Sesmic reflection methods have also been considered potentially useful in the 

detection of remains, as it is able to provide information about the sub-surface structure of 

the sea floor. Artificially generated acoustic waves are sent through the water, where 

different objects on the sea floor reflect the energy back according to their acoustic 

impendence and recorded by hydrophones [40]. 2D and 3D visual representations are 

created to profile the floor. A Chirp profiling system can be used for high resolution images 

in a shallow area [30]. Although this technique has been used in a variety of circumstances 

[41, 42] the literature has yet to show its effectiveness in detecting remains. 

 

1.3 Volatile and Non-Volatile compounds 

It is natural to associate the decomposition process to volatile compounds, due to the foul 

smell that is known to accompany any decomposing carcass. The chemistry of 

decomposition has been studied closely, heavily focused on what volatile compounds are 

released. The University of Tennessee’s Anthropological Research Facility (ARF) developed 
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a Decomposition Odour Analysis Database (DOA) [43] . This was achieved by a group of 

researchers including Arpad Vass, by creating a chemical database of volatile compounds 

detected during human decomposition for a year and a half. Three human bodies were 

used for this research, buried in graves between 1.5-2.5ft deep. Triple Sorbent Traps were 

used to obtain volatile samples, and gas chromatography – mass spectrometry (GC-MS) 

was used in the laboratory for analysis. A total of 424 volatile compounds were detected 

during this study from eight separate classes. The most significant compounds detected are 

highlighted in Table 1.2. In addition to looking at which volatile compounds were present 

during the study, the time of year these compounds appeared was also investigated. This 

is shown in Table 1.3. 

 

Table 1.2: Volatile compounds detected during human decomposition analysis over 1 year, taken 

from Vass et al [43]. 

 

 

 

 

Cyclic 
Hydrocarbons 

Non-Cyclic 
Hydrocarbons 

Nitrogen 
Compounds 

Sulfur 
Compounds 

Acid/Ester 
Compounds 

Oxygen 
Compounds 

Halogen 
Compounds 

1,4 dimethyl 
benzene 

Heptane Methenamine Sulfur Dioxide 
Hexadecanoic 
acid, Methyl 

ester 
Decanal 

Trichloromono-
fluoromethane 

1,2 dimethyl 
benzene 

2-methyl 
pentane 

Benzonitrile 
Carbon 

Disulfide 
- 

Benzene 
methanol, a,a 

dimethyl 
Chloroform 

Ethyl benzene Undecane - Benzothiazole - 
1-hexanol, 2-

ethyl 
benzaldehyde 

Trichloroethene 

Toluene - - 
2,4-

dimethylthiane, 
S,S-dioxide 

- Nonanal Tetrachloroethene 

Styrene - - 
Dimethyl 
trisulfide 

- Benzene 
Diochlorodiflu- 

romethane 
1-methyl-2-

ethyl benzene 
- - 

Dimethyl 
trisulfide 

- 2-propanone 
Dichlorotetraflu-

oroethane 

C4-benzene - - - - - 
Trichloroethane 

Carbon 
tetrachloride 
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Table 1.3: Table showing the time of year each classes of compounds were detected at the soil surface 

over 1 year, taken from Vass et al [43]. 

 
Approximate Range of 

Primary Production Summer 
Burial at Depth of 1.5ft 

Approximate Range of Primary 
Production Fall/Winter Burial at 

Depth of 2.5ft 

Compound Class Days Since Burial Days Since Burial 

Cyclic Hydrocarbons 50-150 60-230 

Noncyclic 

Hydrocarbons 

30-150 

250-400 
90-230 

Nitrogen Compounds 128-350 60-115 

Oxygen Compounds 17-150 60-230 

Acids/Esters 17-150 60-230 

Halogen Compounds 
75-150 

200-350 
25-185 

Sulfur Compounds 17-150 90-230 

 

 

In conjunction with identifying what volatile compounds are present during 

decomposition, an investigation into the time frame in which they are released gives insight 

into the potential of using this approach in the field. In the summer months, volatile 

compounds seem to be released quicker and of a higher concentration than from those 

buried in winter. This would suggest that decomposition proceeds at a slower pace during 

colder months. Temperature is widely known to have the most impact on the rate of 

decomposition [44], as “heat accelerates the process of autolysis by increasing the speed of 

catalytic enzymes within the body and consequently the increased rate of autolytic cell 

breakdown increases the rate of putrefaction” [20, 45]. During the warm summer months, 

animal and insect activity is much higher, leading to increased amount of feeding etc. [20]. 

Rosier [46] conducted many years of research into the study of volatile human 

specific markers. In 2015, 452 compounds were identified over 6 months using GC-MS, 

among them were eight apparent human and pig specific markers. The number of 

compounds were similar to those detected in research from Vass [43]. The specific markers 

were identified as ethyl propionate, propyl propionate, propyl butyrate, ethyl pentanoate, 
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pyridine, diethyl disulfide, methyl(methylthio)ethyl disulfide and 3-methylthio-1-

propanol. These compounds were claimed to be able to separate pig and human sample 

from other animals, however they were unable to differentiate between the two. Further 

into study, 5 esters (3-methylbutyl pentanoate, 3-methylbutyl 3-methylbutyrate, 3-

methylbutyl 2-methylbutyrate, butylpentanoate and propyl hexanoate) were predicted to 

be able to separate the pig remains from human remains [46]. In addition to results derived 

from this study, they were also compared to those from similar researchers. Table 1.4 shows 

a comparison of human-specific compounds between studies lifted from a paper by Rosier 

[46]. 

 

Table 1.4: A comparison of suggested human-specific markers derived from other literature [43, 

46-48]. 

VOC Research Study 
Detected in 

human remains 

Detected in 

animal remains 

Phenylethene Degreeff et al. - - 

Methyl benzoate Degreeff et al. - X 

Propanoic acid Cablk et al. X X 

Pentanoic acid Cablk et al. X X 

Hexanoic acid Cablk et al. - X 

Butyl butyrate Cablk et al. X X 

Pentyl hexanoate Cablk et al. - - 

Hexyl hexanoate Cablk et al. - - 

2-hexenal Cablk et al. - - 

2-octen-3-ol Cablk et al. - - 

Tetrachloroethylene Cablk et al. - X 

Cyclohexanone Cablk et al. - X 

2-ethyl-1-hexanol Cablk et al. X X 

Pentane Vass et al. X X 

Decane Vass et al. X X 

Undecane Vass et al. X X 
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Although similar compounds were identified, it is clear from the table presented that the 

compounds found in human samples were also identified from animal remains. When 

looking at all three studies, it is important to note that methods and samples vary greatly 

between them, which will inevitably lead to variable results. When comparing the 

compounds discovered by Rosier to other researchers in the same field [43, 49, 50] it is 

important to consider the variability in the methods, instruments and classes of compounds 

identified. 

In 2017, after analysing a wider variety of human and animal remains, Rosier discovered 

that the compounds proposed in their previous discoveries were not correctly identified as 

human-specific markers [51]. Although frustrating, this strongly highlights the difficulties 

encountered in this field, and the need for further study and consistent methods. This is 

also emphasised in research from Cablk [47]. While close similarities were found in volatiles 

between pigs and humans, compounds from chicken samples were noted to share the most 

common compounds with human remains. This shows contradicting results to those 

obtained in other studies, such as Armstrong [52] and Dekeirsschieter [53] who use pigs 

during their research as they are scientifically advised to be most similar to humans. 

Although the volatile compounds detected in these research studies were present 

during the process of decomposition, it is not confirmed that they are specific products 

of human decomposition. As a result, the data gathered here is useful in understanding 

what cadaver dogs could be identifying when searching for human remains, in addition 

to the effect of temperature on the rate of decomposition. However, the detection of 

human-specific decomposition markers would be difficult to obtain with so many 

environmental factors affecting the results. For chemical analysis of decomposition 

products, a more specific sampling method would be necessary to gain reliable results 

on human-specific markers. 
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1.4 Metabonomics 

Metabonomics is the study of low molecular weight compounds (<1000Da) known as 

metabolites, which collectively form a metabolome. These include, but are not limited, to 

organic species such as fatty acids, carbohydrates, amino acids and lipids. Other ‘omics’ 

disciplines include genomics (the study of genes), transcriptomics (the study of RNA), and 

proteomics (the study of proteins) [54].Metabonomics is described as a “quantitative 

measurement of the dynamic multiparametric metabolic response of living systems to 

pathophysiological stimuli or genetic modification” [55]. It is commonly mistaken with the 

term metabolomics. Metabolomics is the study of the whole metabolome, while 

metabonomics is the study of how the metabolite profile changes as a direct result of 

modification or stimuli such as environmental influences  [54, 56]. 

There are two main categories of metabonomic analysis, targeted and non-targeted [56]. 

Targeted methods are commonly used when looking for metabolites of interest that are 

already known to be affected by certain environmental factors, therefore the experimental 

workflow is tailored to that particular compound [57]. Non-targeted analysis is 

implemented when the content or effects of the biological sample is unknown. As a result, 

the workflow aims to profile as many metabolites as possible, to create a clear metabolite 

profile of the sample. Due to the vast number of metabolites present in most biological 

samples, untargeted analysis will produce large amounts of data. It is possible to narrow 

down the number of metabolites of interest using multivariate and statistical workflows to 

discover which compounds show significant differences or trends [57]. Although initial 

metabonomic studies focused on Nuclear Magnetic Resonance (NMR), there has been a 

significant increase in the use of mass spectrometry in the detection and monitoring of 

metabolites [58]. 
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Metabonomics is such a broad concept that it can be applied to many areas of scientific and 

medical research, for example medicine [59], toxicology [60], food fraud [61] and disease 

detection [62]. 

 

1.5 Rationale and Aims 

With calls to police force regarding missing people increasing every year, the need for 

specialised search teams to locate them are also increasing. Land-based searches are 

relatively straight forward, however searches in water environments can be 

significantly more complex; and often require the deployment of significant manpower. 

Unless clear physical evidence shows remains may be in a specific area, most lakes and 

rivers are left unsearched due to financial and time constraints. As the resources 

available to police forces are decreasing, it is clear that automation has a significant role 

to play in maximising those available resources without decreasing the scope of an 

investigation. 

This work aims to gain a deeper understanding of the chemical changes happening 

during decomposition using non-volatile compounds. An untargeted small molecule 

profiling approach using LC-MS will facilitate a thorough analysis, allowing the 

identification of any biological markers that are present due to decomposition. This will 

give a well-rounded overview of the potential of using chemical analysis to monitor 

decomposition in water. The application of the workflows and techniques used in this 

research could also be implemented to help aid the development of modern 

instrumentation to assist what is already in place to search for missing individuals, 

encouraging the use of portable devices such as mass spectrometers, which could 

advance into the automation of these search processes. 
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The main aims of this research are outlined below: 

 To develop an effective and robust workflow that is suitable for non-targeted 

metabonomic analysis. 

 To investigate whether it is possible to create a chemical profile of water that has 

been directly influenced by a decomposing carcass, and if it can be monitored 

over time. 

 To determine the metabolic differences between species decomposing in water, 

and whether they can be easily differentiated using metabonomic analysis. 

 To analyse the effects of moving and still water on the chemical signature of the 

water containing a decomposing carcass, and if it influences the water 

chemistry. 

 To determine the full effects of temperature on chemical decomposition and 

how it influences the chemical profile of the water. 

 To incorporate the workflow developed during this preliminary work into a 

more realistic environment. 
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Chapter 2 

Analytical techniques and instrumentation 

 

2.1 Chromatography 

Chromatography is a technique that allows separation, identification, and purification of 

compounds in a complex mixture between the mobile phase and the stationary phase. The 

stationary phase contains a porous small particle surface active material, or a liquid coated 

column wall. The mobile phase consists of a gas or liquid, depending on the type of 

chromatography used [1]. The complex mixture is suspended in the mobile phase, traveling 

through a column packed with the stationary phase. Compounds that prefer the stationary 

phase are retained longer on the column than those that have affinity to the mobile phase, 

resulting in separation [2]. 

 

2.1.1 Solid-phase extraction 

Solid phase extraction (SPE) is a popular sample preparation method put in place prior to 

chromatographic analysis [3]. It is used to concentrate and purify analytes from a solution. 

The goal of SPE is to remove the analyte in question from the solution and recover it in a 

small volume of organic solvent [4]. Its high recovery level, low solvent use, and quick 

process are only a few of the advantages of SPE as a sample preparation technique. Similar 
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to chromatography, SPE is based on the partition of an analyte between the sorbent (solid 

phase) and the solvent (liquid phase). The analyte in question retains on the sorbent, and 

can only be eluted by providing a more physiochemically desirable environment (e.g. for a 

reversed phase SPE organic solvent) [5]. Figure 2.1 illustrates the four step process of solid-

phase extraction. The organic solvent of choice is passed through the cartridge to wet the 

packing material and solvate the functional groups to activate the column. It is important 

to ensure the packing material does not go dry, as recovery will be poor. The sample is then 

loaded onto the column where the analyte will retain on the packing material [4]. The 

column is then rinsed to eliminate any interferences, followed by the elution step. The 

appropriate organic solvent is chosen to elute the analyte from the column, disrupting the 

analyte-sorbent interaction.  

 

 

Figure 2.1. Diagram showing the solid-phase extraction workflow. The interference   eluting when 

loading the sample does not retain on the stationary phase. The interference  will elute during the 

wash with a weaker solvent. The interference    does not elute with the target analyte and retains 

on the stationary phase. 
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2.1.2 High performance liquid chromatography (HPLC) 

 

Liquid chromatography separates compounds in a complex liquid mixture. The solvent is 

forced through the column under high pressure, which increases the speed of separation, 

leading to the name ‘high performance’ or ‘high pressure’ liquid chromatography. HPLC 

allows smaller particles in the column packing that creates a larger surface area in the 

stationary phase, allowing more interaction. 

 

 

Figure 2.2: Schematic diagram of a HPLC system. Adapted from Meyer [1]. 

 
The instrument may vary from different manufacturers, however they all include a basic 

setup. These components are a solvent reservoir, pump, injector port, column, detector and 

data acquisition system [6]. This is shown in Figure 2.2. The solvent reservoir contains the 

mobile phase, which routinely consists of an organic solvent, and water. The mobile phase 

is used to transfer the sample through the instrument, and aids separation in the column. 

The pump is used to push the mobile phase through at a high pressure. The sample injector 

must inject a precise volume of sample as fast as possible to minimise disturbance to the 

mobile phase flow. The rotary valve system used has two positions. In the load position, 

the sample is injected into the loop while the mobile phase is flowing to the column, while 
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in the inject position the mobile phase flows through the loop and carries the sample to the 

column [7].  

The column contains a stationary phase, and combined with the mobile phase, enables 

separation of the sample mixture depending on each compound’s affinity to the stationary 

phase. Silica gel beads and alumina are among the most popular adsorbents used within a 

stationary phase. Each compound detected on the instrument will have a retention time 

(RT). The retention time reflects the amount of time a compound is retained on the column 

(From when the sample is injected, to when it reaches the detector). If a compound has a 

higher affinity for the stationary phase it will retain on the column, and as a result have a 

longer retention time. Those compounds with high affinity to the mobile phase will travel 

through the column quickly, having a short retention time. Each compound’s retention time 

will create a peak in a chromatogram obtained during data acquisition. Those with a high 

affinity to the mobile phase will appear first on the chromatogram, followed by those that 

are retained on the stationary phase longer. This is shown in Figure 2.3. 

 

 

Figure 2.3: Separation of compounds in Reverse Phase Liquid Chromatography. Adapted from 

Meyer [1]. 

 
 

 

The packing of the stationary phase strongly depends on what type of chromatography is 

used. The two most prominent types used around the world are normal phase and reverse 

phase chromatography. Normal phase chromatography utilises a stationary phase that is 
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more polar than the mobile phase. As a result, polar (hydrophilic) analytes will retain on 

the column much longer than non-polar ones. This type is particularly useful for neutral 

and ionisable compounds [8].  

Reverse phase chromatography however is one of the most popular techniques, as it is able 

to separate a wider variety of compounds. This phase uses alkyl chains that covalently bond 

to the stationary phase particles to create a hydrophobic stationary phase. The longer the 

carbon chain (C1, C4, C8, C12, C18), the less polar the phase. Contradicting the normal 

phase, this stationary phase has a high affinity for less polar compounds, inverting the 

polarity between the stationary and mobile phase. As a result, non-polar compounds will 

retain on the column and elute slower than more polar compounds [9].  

The mobile phase includes an aqueous solvent and organic solvent (which holds a stronger 

eluting power). Methanol and acetonitrile are the most common organic solvents used in 

HPLC. Holding the organic and aqueous solvent constant throughout the analysis is known 

as an isocratic elution. This is useful when you know when your compound may elute. 

However, when analysing an unknown mix of compounds, a gradient separation is more 

suitable. A reverse-phase gradient elution usually begins at a low % of organic solvent, 

gradually increasing to 100% organic. Increasing the organic solvent will decrease the 

polarity in the column, therefore the non-polar compounds retained on the column will 

elute quicker. Additionally, the speed in which the organic solvent increases will affect 

separation. Changing the elution steepness can affect the relative elution times, which could 

help eliminate the issue of co-elution [1]. This allows an initial assessment of where and 

when each compound will elute. It is then possible to develop a method based on this 

information, to achieve the best separation while increasing efficiency. Once separation has 

occurred through chromatography, the individual compounds will travel to a detector. One 

of the most common detectors coupled to a HPLC instrument is a mass spectrometer. 



 

 

29 
 

2.2 Mass spectrometry 

Mass spectrometry (MS) is an analytical technique that measures the mass-to-charge (m/z) 

ratio of an ion, which is used to calculate the exact molecular weight of each compound 

[10]. Is it a popular technique to analyse a variety of substances, for example gases, 

pharmaceuticals, drugs, environmental pollutants, explosives, proteins and cancers [11]. 

This technique has the ability to quantify known compounds and identify unknown 

compounds, while also able to elucidate the structure of these compounds. When a sample 

is introduced into a mass spectrometer, it undergoes ionisation, mass separation and lastly 

detection (As shown in Figure 2.4). 

 

 

 

 

Figure 2.4: A basic 4-step sequence in a mass spectrometer. 

 

When using liquid chromatography-mass spectrometry (LC-MS), the sample is introduced 

into the mass spectrometer after separation by liquid-chromatography. In the ionisation 

step, the analytes are vaporised and converted to gaseous ions in the ion source. Mass 

separation occurs in the mass analyser where the ions are separated based on their m/z. 

These ions then strike the detector which neutralises the charge, generating an electrical 

current. The current represents the abundance of the ion. The mass spectrum shows the m/z 

of each ion and its relative abundance. 
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2.2.1 Electrospray Ionisation 

A variety of ion sources are used in mass spectrometry. In this particular work, an 

electrospray ionisation (ESI) method was utilised. ESI is a soft ionisation technique that uses 

electrical potential to atomize the liquid flowing out of the capillary into small charged 

droplets [12, 13]. The solution travels through the capillary tube at high voltage creating a 

solution of only one charge, as ions of the opposite charge are repelled from the electrical 

potential [11]. This allows the instrument to operate in positive and/or negative mode. The 

charged solution is passed through a stream of inert gas (Nitrogen) that nebulises the 

sample into charged droplets, followed by a secondary flow of heated drying gas.  

Electrospray ionisation can be used via two different models. Low molecular weight 

analytes follow the ion evaporation model, whilst the charged residue model is used with 

larger species. A schematic diagram of both models is seen in Figure 2.5 [14]. 

The ion evaporation model explains that the charged droplets are continuously reduced in 

size by evaporation of the solvent assisted by the drying gas. This leads to an increase in 

surface charge density, and a decrease in droplet radius [15]. When the Coulomb force 

exceeds the surface tension of the charged droplet, it reaches a critical point at which it is 

energetically possible for the ions at the surface of the droplets to be ejected into the gas 

phase [16]. This is shown schematically in Figure 2.5. The ions are then accelerated into a 

mass analyser for subsequent analysis. 

The charged residue model is used to describe the ionisation of large molecules such as 

proteins. This model suggests that the ionisation process generates droplets that contains 

one analytical ion. By successive scissions via a taylor cone mechanism, the droplet 

dimension is reduced until one analytical ion remains. 
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Figure 2.5: Schematic representation of the electrospray ionisation process following the ion 

evaporation model and charged residue model, taken from Crotti et al [14]. 

 

 

 

 

2.2.2 Mass analysers  

Now that the gas phase ions have been produced, they travel through to the mass analyser 

where ions are separated based on their mass-to-charge (m/z) ratio. A variety of mass 

analysers have been developed, differentiated by how the different fields such as magnetic, 

static and dynamic are used to achieve separation [1]. When considering which mass 

analyser to use, there are five main characteristics to consider. The performance of a mass 

analyser is based on mass range limit, analysis speed, transmission, mass accuracy, and 

resolution. This is shown in more detail below in Table 2.1. The mass analysers discussed 

in this chapter are ones that were used within this research project, based on their unique 

properties. 
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Table 2.1: A brief definition of the five characteristics that affect the performance of a mass analyser. 

 

Mass Range The range in which the instrument can measure the m/z of an ion. 

Analysis Speed 
Also known as scan speed, is the rate the mass analyser can measure 

over a specific mass range in units per second (u s-1). 

Transmission 
The ratio of the number of ions entering the mass analyser, and the 

number of ions reaching the detector (Loss of ions). 

Mass Accuracy The accuracy of the m/z provided. 

Resolution 
The ability of the instrument to differentiate between two ions with 

very similar m/z’s. 

 

 

2.2.2.1 Quadrupole 

A quadrupole mass analyser consists of four metal rods, placed parallel to each other 

around a central void. The perfect alignment of these rods is crucial to obtain the ideal 

electrical field to separate ions of different m/z. All four rods have an electric potential, the 

rods opposite each other having the same charge, while the adjacent rod will have a 

different charge. A positive ion entering the quadrupole will initially be pulled towards the 

negative rod. If the electric potential switches to positive at the correct time, the ion will 

change direction, continuing through the quadrupole [11]. This is known as a stable 

trajectory, and can only happen when an ion with a specific m/z (Chosen by the analyst) is 

travelling through the quadrupole. An ion of any other m/z will quickly collide with the 

rod, also known as having an unstable trajectory [17]. These ions are immediately removed 

from the sample stream (See Figure 2.6). This mass analyser is most suitable for targeted 

analysis, looking for a specific compound in a sample mixture. 

 



 

 

33 
 

 

 

 

 

 

 

 

Figure 2.6: A diagram showing the stable trajectory of an ion through the quadrupole that reaches 

the detector (red) and two unstable trajectories (blue and green). The fourth pole has been removed 

to visualise the inside of the quadrupole. 

 

 

2.2.2.2 Time-of-flight 

Another type of mass analyser is a time-of-flight (TOF) analyser. It can separate ions based 

on their velocity in a flight tube [10]. When ions leave the ionisation source, they pass 

through a series of ion optics to focus the flow of ions. Upton entering the flight tube, an 

ion pulser produces a high voltage that accelerates the ions through the flight tube and to 

the detector. As there is a very short pause before the next pulse, therefore some ions are 

removed from the analysis as the continuous stream flows past the ion pulser at this short 

time. This reduces the sensitivity of the technique, however, having an exact start time on 

the pulser enables greater mass accuracy and selectivity [11]. Each ion entering the flight 

tube will have a different mass-to-charge ratio and will travel through the tube at different 

velocities. Lighter ions will have more kinetic energy, reaching the detector first. The larger 

ions have low kinetic energy, taking more time to reach the detector [18]. A mass spectrum 

is then created with each peak representing an ion. There are two main types of TOF mass 

analysers, linear and reflectron. A representation of a linear type is shown in Figure 2.7. 
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Figure 2.7: Representation of a linear TOF mass analyser. The blue ions are small with high kinetic 

energy, while the red ions are heavier with low kinetic energy. 

 

 

In order to improve resolving power, a reflectron TOF instrument is used. The reflectron 

acts like an ion mirror, when hit, the ions are deflected back down the flight tube to the 

detector. Using a reflectron accounts for minor differences in the velocity of those ions with 

the same m/z, therefore correcting the kinetic energy dispersion of the ions. Ions with higher 

kinetic energy penetrate deeper and spend more time in the reflectron than those with 

lower kinetic energy, as their velocity is higher. As a result, ions with the same m/z but 

different kinetic energies will reach the detector at the same time [10] (Shown in Figure 2.8). 

The reflectron TOF instrument has achieved an increase in the flight path of the ions, 

without having to increase the size of the mass spectrometer.  
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Figure 2.8: Representation of a TOF mass analyser with a reflectron. The orange and yellow ions 

both have the same mass-to-charge ratio, but different kinetic energy. 

 

2.2.2.3 Orbitrap 

The Orbitrap is an ion trap, of which moving ions are trapped in an electrostatic field. The 

analyser consists of two outer electrodes and a central electrode, which enables it to be an 

analyser and a detector. The ions are injected into the Orbitrap through ‘electrodynamic 

squeezing’ and start oscillating around the central electrode. These ions are separated based 

on the frequency of their oscillation. Fourier transform is used to obtain oscillation 

frequencies of ions with different masses. This allows an accurate reading of their m/z [19]. 

The Orbitrap can generate very high resolution measurements, and can deliver sub 1 ppm 

mass accuracy. This technique can be used as a quantitative and qualitative analysis on a 

single platform, and as a result is increasingly used for a wide range of challenging analyses 

such as non-targeted identifications [19].  
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2.2.3 Hybrid mass analysers 

2.2.3.1 Quadrupole time-of-flight 

Hybrid mass analysers consist of two or more mass separation devices, combining the 

advantages of both to give better performance [10]. During this research project, a 

quadrupole time-of-flight (Q-TOF) instrument was used. This particular instrument can be 

used in MS and MS/MS mode. For untargeted analysis, single MS mode allows all ions 

through the quadrupole, acting like an ion guide to the TOF mass analyser. In targeted 

analysis MS/MS mode allows the first quadrupole to act as a mass filter based on the m/z 

of the ion (As described in Section 2.2.2.1). The second quadrupole is a collision cell where 

fragmentation occurs as the ions collide at elevated potential with neutral collision gas 

molecules [20]. These fragmented ions then pass through the ion optics, focused into a beam 

to the TOF mass analyser (See Figure 2.9) [10]. 

 

 

 

 

 

 

 

 

 

 

Figure 2.9: Diagram showing a quadrupole time-of-flight mass spectrometer. 
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2.2.3.2 MS/MS 

MS/MS, or otherwise known as tandem mass spectrometry is an instrument that uses two 

or more mass analysers coupled together to break down selected ions (precursor ions) into 

fragments (product ions). This technique can provide detailed information about specific 

ions of interest, therefore often implemented in targeted analysis [21]. 

Looking back at Figure 2.9, when the sample is ionised, the precursor ions of a specific m/z 

are selected in quadrupole 1, then fragmented in the collision cell by collision–induced 

dissociation. The second quadrupole will separate these fragments by their m/z and send 

them to the detector [10]. Tandem MS can be used in space or in time. Instruments such as 

the triple quadrupole, QTOF and hybrid are most often used in-space, which contain two 

mass analysers in series. Tandem-in-time MS/MS is where different MS/MS stages are 

carried out successively in the same space but separately in time with instruments such as 

ion trap and FT-ICR MS. MS/MS has been applied to a many research areas such as protein 

identification, trace analysis of biological tissue, identifying food contaminants and drug 

testing [22]. 

 

2.3 Considerations in metabonomic analysis 

2.3.1 Sample randomisation 

Any changes in instrument sensitivity during an analytical run is most likely due to ion 

source contamination, the extent depending on the type of sample analysed [23]. Running 

the sample in a random order will eliminate the extent in which an issue with the 

instrument affects a particular sample group. Additionally, if for any reason the analytical 

run was unable to complete, randomisation will allow a partial data set to be obtained. 
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2.3.2 Quality control samples 

Quality control (QC) samples are employed to monitor the system performance. 

Metabonomic analysis is well known for large sample batches as they often look for 

differences between a variety of sample groups. Instrumental drift often occurs in long 

analytical runs [24]. Instrumental drift has the potential to significantly affect the retention 

time of compounds, and if this is the case, questions the reliability of the analysis. QC 

samples have been developed to resolve this issue by pooling an equal aliquot of each 

sample within the analytical run as an overall representation of each compound [25]. The 

QC sample is analysed at the beginning, scattered randomly in the middle and at the end 

of the analytical run. It is also used to assess the condition of the column at the very 

beginning with multiple injections to assess the time it takes for the instrument to stabilise 

[23, 25, 26]. The number of injections used for stability significantly depends on the type of 

sample, the column and the system used.  

A pre-analysis of QC injections will show how many injections are necessary to stabilise the 

chromatogram. QC samples can be used in a variety of ways to assess the stability of the 

instrument and quality of the data. Looking at the chromatograms will give an initial 

indication as to whether there is an immediate issue with retention time drift or deviations 

in the baseline. If the QC samples are visually stable, a multivariate statistics approach can 

be taken to look deeper into the data and assess the quality.  

Multivariate analyses such as Principal Component Analysis (PCA) (See Section 2.4.3) can 

be used to assess instrument stability. Samples of a similar composition are expected to 

cluster close together on a PCA plot, showing no time-related trends [25]. As a result, the 

QC samples are expected to tightly cluster on the plot, if the instrument is demonstrating 

accuracy and stability. This suggest that the difference in multiple injections is less than the 

biological differences between sample groups [27].  This is shown in Figure 2.10. Additional 
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in-depth investigations can also be carried out on specific peaks on the QC sample 

chromatogram, to assess the variability of peak area and retention time from one sample to 

the next. Any outlier QC sample highlights instrument variation during that particular 

section of the analytical sequence. Variation observed within a specific QC sample brings 

awareness that instrument variation could be affecting experimental samples surrounding 

that particular QC sample in the sequence. 

 

 

Figure 2.10: Two PCA scores plots, one with an instrument showing the result of a stable instrument 

(A) and an unstable instrument (B).  

 

2.3.3 Reference ions 

A reference mass solution of purine (m/z 121.0509) and hexakis (1H, 1H, 3H-

tetrauoropropoxy) phosphazine (m/z 922.0098) was continuously infused throughout the 

analysis. These molecular ions are used as internal reference masses to ensure mass 

accuracy during the analytical run, assisting in mass correction [28]. 
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2.4 Statistical analysis 

Figure 2.11 is a flow chart that highlights a brief overview of the statistical workflow used 

for this particular metabonomic analysis, showing the software and parameters used at 

each step. 

 

 

Figure 2.11: An overview of the data processing workflow used with various software. 

 

2.4.1 Data pre-processing 

The data used in this research project was pre-processed using XCMS Online, followed by 

statistical analysis on Microsoft Excel and SPSS Statistics software. XCMS Online is a free 

online platform that can perform feature detection, retention time correction, and alignment 

of chromatograms [29]. To upload data files onto XCMS Online, each file is converted from 

a .d file to a .mzXML file via MSConvert from Proteowizard, a set of open-source tools for 

proteomics data analysis. Once uploaded, the predefined parameters available on XCMS 

Online can be adapted depending on the nature of the analysis. The result can be viewed 

online, or downloaded in a results folder. This folder includes all the information available 
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online and a feature table in Microsoft Excel including m/z pairs, retention times and peak 

area for each feature detected in the sample. This file can be used for further statistical 

analysis on the data. Microsoft Excel was used to carry out statistical analysis from the data 

processed on XCMS Online.   

Principal component analyses were carried out using a Multivariate Analysis add-in, 

followed by additional statistical analysis on SPSS such as homogeneity of variance,  

Welch test and ANOVA. These analyses were carried out on raw data (Peak areas obtained 

from MassHunter Qualitative Analysis) and normalised data (Peak areas on XCMS Online).  

 

2.4.2 Coefficient of variation 

The coefficient of variation (CV), also known as relative standard deviation (RSD), is often 

used in analytical chemistry as an expression of precision and reliability of the data in 

question. Is it defined as the ratio of the standard deviation to the mean for a particular data 

set. The CV value is expressed as a percentage (%), reflecting the spread of results as a 

proportion of the mean value. This is crucial as it allows direct comparison in datasets 

where large differences may be present between the means [30]. The CV is calculated using 

the following equation: 
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The CV value does not represent the percentage of error in the data, rather the precision 

measured as a percentage. It is calculated using the peak areas of each feature detected in 

the quality control samples. Using the quality control samples will help predict the stability 

of the instrument, and precision in the data [30]. According to the literature, a CV value of 

30% or less is deemed acceptable, taking into account the untargeted nature of 

metabonomic analyses and biomarker discovery [23, 27]. Any markers with a CV value 

above 30% are seen as unreliable, therefore removed from any further statistical analysis. 

 

2.4.3 Multivariate statistics 

Untargeted metabonomic analyses produce overwhelmingly large data sets, and therefore 

rely on chemometric methods to help visualise the data. Multivariate statistics are designed 

to analyse multiple variables. Examining the contribution of each one is essential when 

looking at pattern recognition [31, 32].  

The most widespread multivariate statistical technique used for this purpose is Principal 

Component Analysis (PCA). PCA is able to reduce the amount of data given, focusing on a 

smaller data set containing specific features, called principal components. [33]. These are 

essentially a linear combination of the original variables. An eigenvalue is given to each 

principal component, accounting for the variance between the data sets.  

The first principal component will have the largest amount of variance, and the second has 

the next highest, and so on [34]. ‘Loadings’ are another value given in PCA, which exist 

between all principal components in the data. A high loading value indicates that particular 

feature is responsible for most of the variation in that particular principal component [35].   

The values for each principal component are known as scores. Plotting the scores from one 

principal component against another to produces a score plot. This plot visualises the data, 
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revealing where any differences lie [35]. Figure 2.12 represents a PCA plot showing results 

from three sample sets. 

The quality control (QC) samples are clustered together as expected as they are repeat 

injections of the same sample. If these QC samples were to drift apart (as shown previously 

in Figure 2.10), it is a sign of instrumental drift. Minimal differences between the QC 

samples are deemed acceptable, shown by the arrow on the plot, as there is always a small 

chance that instrumental drift occurs during an analytical run.   

 

 

Figure 2.12: Simple representation of a PCA plot showing the main features. 

 

Sample set 1 is at the bottom left corner of the plot, clearly separated visually from sample 

set 2 and 3. The spread of the QC samples is smaller than the distance between sample set 

1 and the other sample sets, confirming that they are separated only by chemical 

differences. Although sample sets 2 and 3 can be grouped separately on the plot, the spread 

of the QC’s is larger than the distance between these sample groups, therefore they cannot 

be distinguished from one another based on chemical composition alone. The principle 
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component showing the most separation on the plot is utilised to find the specific features 

that cause the separations on the plot, in this case it is PC1. Although this is a very effective 

way of isolating important features within the data, PCA does not always successfully 

separate sample groups on the plot. This could be due to differences that are very small and 

discreet. Other statistical tests can be used alongside PCA to acquire as much information 

as possible from each sample. 

 

2.4.4 Univariate statistics 

Univariate statistics focus on the analysis of one variable within the data set. Unlike 

Multivariate analysis, it does not look at causes and relationships, instead it aims to describe 

the patterns found in the data. There are to take into consideration when carrying out 

univariate analysis, such as normality and the variance within the data. 

 

2.4.4.1 Normal distribution 

Also known as the Gaussian distribution, the normal distribution depends on two main 

factors, the mean and the standard deviation [30]. The mean of the distribution determines 

the location of the centre of the graph, while the standard deviation determines the height 

and width of the graph [36]. A normal distribution will always have a symmetric, bell-

shaped curve, as shown in Figure 2.13. 
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Figure 2.13: A normal distribution curve 

 

Every normal curve conforms to a set of rules known as the ‘empirical rule’. The first is 

about 68% of the area under the curve falls within one standard deviation of the mean. 

Consequently, 95% of the area under the curve falls within two standard deviations of the 

mean, and 99.7% within three standard deviations of the mean [36]. Normality of the data 

can be assumed when only one independent variable is changed during the experiment, 

and the rest are controlled. Parametric statistical tests are used when a data set follows a 

normal distribution, while non-parametric tests are used for data that is not normally 

distributed. In this work, normality of the data was assumed, and parametric tests were 

used. The remaining variables were controlled using quality control samples.  

 

2.4.4.2 Homogeneity of variance 

Homogeneity of variance must be calculated prior to a variety of statistical tests, to ensure 

the correct one is utilised. Homogeneity of variance is simply defined as having equal 

variation between samples in a specific data set [37]. This assumption is focused on the 

distribution of all the values within a sample group around the mean of that sample group. 



 

 

46 
 

If the sample sets vary in size, the variance will be unequal. The F-Test or the Levene’s test 

is carried out in order to determine whether the variance is equal or unequal. 

The F-test is used to compare the variance between only two sample sets. This test focuses 

on the variation between sample means, and the variation within the sample. A p-value is 

given to show the probability of observing an F value being greater than the observed F 

value if the null hypothesis is true (Equal variance) [37]. A p-value of P<0.05 indicates that 

the sample has equal variances, while a p-value over P>0.05 will have unequal variances.  

If the data has two or more sample sets, a Levene’s test is used to determine the 

homogeneity of variance [37]. The absolute deviations of each mean value from the sample 

set is used in a one-way analysis of variance (ANOVA). This test will again determine 

whether there is a significant difference in variance between each sample set, and therefore 

if the variance is equal or unequal [37]. If the data shows equal variance, an ANOVA is 

used, and a Welch’s test if the data has unequal variances.   

 

2.4.4.3 Student’s t-test 

The student’s t-test is used to look at the differences between the population mean of two 

sample groups to determine whether the null hypothesis is true (No significant difference 

between the two groups) [37]. The equation for the null hypothesis showing that two means 

are equal is 𝐻0 : 𝜇1 =  𝜇2 and the alternative hypothesis is 𝐻1 : 𝜇1 ≠  𝜇2, stating the two 

means are not equal. There are two types of student’s t-test considered in this work. A one-

tailed test is used if the mean of a single sample is different to the expected value, while a 

two-tailed test is used to look at the difference between two independent sets of 

measurements [38]. A two-tailed test was used in this work, as the data sets were always 

independent to each other. 
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2.4.4.4 Analysis of variance and Welch’s test 

Analysis of Variance (ANOVA) is a statistical test used to compare the means between 

sample sets to identify if there are any significant differences between them when the 

variance is equal [33]. Unlike t-tests, ANOVA look into the variability of the data instead of 

the mean itself. A one-way ANOVA is carried out when only a single variable is compared 

between data sets [39]. ANOVA is used to compare the ratio of the between-group 

variability, and within-group variability, using the F-test [38]. Within-group variability 

looks at how the data varies within each group, while between-group variability looks at 

the difference between means from each group, then compares that to the overall mean. If 

the variance is unequal, a Welch’s test is implemented instead of ANOVA due to its ability 

to correct the heterogeneity of variances by modifying the F-statistic [40, 41]. The software 

will report a p-value, which is the probability of observing an F-value equal to or greater 

than the observed F value, if the null hypothesis was true [37]. 

 

2.4.4.5 Post-hoc tests 

A post-hoc test is carried out to provide a pairwise comparison of all the sample sets used 

in that particular analysis to determine exactly where the significant differences lie between 

them [42]. The Tukey test is utilised for a pairwise comparison for equal variances, while 

the Games-Howell is used for data sets with unequal variances. Both follow similar 

procedures to the two-tailed t-test [43] . 
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2.5 Summary  

The metabonomic workflow consists of many stages, and although time consuming, each 

one is equally important to derive the maximum amount of information possible from each 

sample. Having a detailed experimental design allows high quality and accurate data 

collection during LC-MS analysis. Pre-processing the data and using a variety of statistical 

tests gives wide range of results, looking at the data from different angles. This allows a 

clear interpretation of any biological markers identified. 
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Chapter 3 

Method Development 

The aim of this chapter was to determine whether it was possible to identify a chemical signature 

of decomposition in water containing decomposing remains, using non-targeted metabonomic 

profiling. Developing an appropriate workflow for this purpose consisted of two main goals. The 

first goal was to identify the most effective sample preparation method, to ensure that a wide range 

of compounds were captured for analysis. The second goal was to investigate how the sample 

interacts with a variety of column chemistries, to determine which column would achieve 

maximum output suitable for non-targeted analysis. 

 

3.1 Introduction to HPLC method development 

The most important aim of any high-performance liquid chromatography (HPLC) 

method is to achieve optimum resolution, in the minimum amount of time. This helps to 

obtain high quality data, whilst keeping costs and running times low. The purpose of any 

method development process is to create a suitable method for the specific analytes of 

interest. There are a wide range of choices available to method developers such as 

equipment, columns, eluent and instrumental parameters. While it seems complex, they 

are essential to create a reproducible and robust method. There are a variety of separation 

techniques and principles to keep in mind when developing a new method. 
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3.1.1 Separation techniques and principles 

Chromatographic mode 

The chromatographic system is defined as the type of interaction occurring between the 

stationary phase and the desired analyte. The classic mode of chromatography is known 

as the Normal phase. The stationary phase is more polar than the mobile phase, and 

separation is highly based on the polarity of the compounds. Less polar solutes will elute 

first, while polar compounds spend more time adsorbed onto the stationary phase as a 

result of hydrogen bonding and van der Waals forces. As a result, more polar compounds 

are retained on the column longer. The mobile phase used for normal phase separation is 

typically 100% organic with no aqueous component. One of the main advantages of 

normal phase chromatography is that polarity differences between compounds can be as 

discreet as a result of the addition/loss of a functional group or even their location within 

the molecule [1].  

Reverse-phase chromatography uses a non-polar stationary phase, where separation is 

largely based on hydrophobicity, not just polarity. With the use of an aqueous component 

alongside an organic solvent, it facilitates a hydrophobic interaction between the non-

polar stationary phase and the analytes. Due to its reproducibility and broad range of 

applications, reverse-phase chromatography (RPC) is now used for around 75% of all 

HPLC analyses. C18 bonded silica is currently the most popular packing material for 

reverse-phase chromatography. RPC is popular for peptides, proteins and many other 

molecules [2]. 
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Column 

Being one of the most important experimental factors within the technology, there are 

many factors to consider when choosing a column. The packing material, length, particle 

size, carbon loading and diameter of a column will influence efficiency, selectivity, and 

quality of the separation. The most common packing material (stationary phase) used is 

silica. Silica can be modified depending on the nature of the solute, making it a desirable 

and popular phase. Recent developments have introduced other packing materials such 

as cross-linked organic polymers and zironica. A short column (20-50mm) will allow 

shorter analysis times and low backpressure, while a longer column (250-300mm) will 

produce higher resolution at the expense of longer analysis times and increased back 

pressure.  

 

Plate Theory 

The efficiency of the column can be defined by the number of plates (N) it has. The plate 

theory suggests that a chromatographic column has a number of separate ‘layers’ called 

plates. These plates provide a theoretical basis for the assessment of column efficiency [3]. 

A high number of plates suggests greater column efficiency. Another way to utilise plates 

is by using the plate height (Height Equivalent to a Theoretical Plate - HETP) [4]. The 

theory behind column efficiency can be described by the Van Deemter equation (Eq 1), 

where A is eddy diffusion, B is longitudinal diffusion, C is resistance to mass transfer and 

u is average mobile phase velocity. The lower the value of HETP, the higher the column 

efficiency [3]. 

 

                                     HETP = A + (B  / u) + Cu                                 (Eq 1) 
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The graph below in Figure 3.1 visualises each component of the equation, giving the 

location of the optimum efficiency of the column based on each value. Each factor in the 

equation has a unique effect on the column’s efficiency. 

 

Figure 3.1: Graph showing each individual component of the Van Deemter equation (Eq 1) [5]. 

 

All molecules, even those that are the same size can take an infinite number of ‘paths’ 

when traveling through the column due to the packing of the stationary phase. This leads 

to the diffusion of the molecules through the column, known as eddy diffusion [4]. An 

example is shown in Figure 3.2. 
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Figure 3.2: Diagram showing how two molecules of the same size can travel by two different paths 

through the column. 

 

 

As a result, a smaller particle size can increase the efficiency of the column, as it allows 

the molecules to travel through easier. A graph below in Figure 3.3 [6] highlights the 

effects of particle size on plate height. It is clear that the smaller particle size yields higher 

column efficiency. 

 

 

 

 

 

 

 

 

 

 

Figure 3.3: Graph showing the effect of the particle size of the stationary phase on the efficiency of 

the column [7]. 
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When a band of molecules travel through the column, its highest concentration will be at 

the centre. The more time these molecules spend in the column, the more they will start 

to diffuse towards the edges. This is called longitudinal diffusion, which can also result 

in band broadening [4]. The higher the velocity of the mobile phase, the faster the 

molecules will travel through the column, reducing the effects of longitudinal diffusion 

[3].  

Resistance to mass transfer refers to the molecule’s interaction with the stationary phase 

pores. Whilst some molecules will penetrate the stationary phase, others may not due to 

their size, speed and direction of flow (Shown in Figure 3.4). As a result, the ones that 

have penetrated will take longer to re-enter the mobile phase, which can again cause band 

broadening [4]. A slower flow rate allows less lag between the compounds that interacted 

with the stationary phase, and those flowing directly through the column. It is important 

to consider a balance between both B and C, as they are improved by opposite changes. 

Calculating its location on the Van Deemter curve can help determine whether the flow 

rate needs to increase or decrease.  

 

 

Figure 3.4: Diagram showing the molecule’s interaction with the stationary phase, with those that 

penetrate the phase and those who flow straight through. Adapted from Meyer [4]. 
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Mobile phase  

The nature of the mobile phase has a strong influence on the separating power of the 

chromatographic system. The solvent used is strongly dependent on how it will react with 

the solute, as their chemical properties will affect the interaction between the silica surface 

and target compounds. The most common organic modifiers to accompany water are 

methanol (MeOH) or acetonitrile (ACN). Both are miscible with water and compatible 

with popular mobile phase additives and buffers [8]. The advantages and disadvantages 

of each solvent depends on their interaction with the analytes in question. The low 

viscosity of ACN mixed with water generates lower backpressure. Low backpressure 

creates opportunities to increase flow rates and reduce analysis time. ACN is also 

known to have higher elution strength. Whilst this could also help to shorten the 

analysis time, it could cause co-elution if solute contains multiple compounds eluting 

close together. As a result, the optimum choice of solvent is application driven. 

Investigating the use of both solvents is advised during method development. 

 

Isocratic or gradient elution 

An isocratic elution means that the mixture of the mobile phase is consistent throughout 

the entire analysis time. A gradient elution is when the mobile phase mixture is changed 

from a low to high elutropic strength. An isocratic method is simpler, however using a 

gradient elution will help resolve and separate peaks quicker [9]. Although gradient 

elutions are preferred, issues arise such as ghost peaks, peak asymmetry and baseline 

drift, whilst an isocratic elution can produce peaks with a more uniform width due to the 

elimination of errors due to a changing gradient. Similar to most aspects of method 

development, the type of elution is largely dependent on the behaviour of the analytes. 
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Temperature 

The effect of temperature is slightly underrated in LC-MS, as it is assumed to be more 

relevant in Gas Chromatography (GC). High temperatures in an LC system can cause a 

decrease in retention due to the increase in chromatographic separation. Recent 

developments have produced columns that can withstand higher temperatures (for 

example Hypercarb). Being able to operate at higher temperature can decrease solvent 

viscosity, resulting in lower backpressure. That allows use of higher flow rate without 

sacrificing efficiency, therefore optimising the resolution. More research is required in this 

field to fully understand the effects of temperature [10]. 

 

Buffer 

The buffer is used to control the pH of the mobile phase. Small changes in pH can have a 

large effect on retention and peak spacing if the mobile phase pH is near the compounds 

pKa. A general starting point for method development suggests a mobile phase with a 

pH of 2-3. At this pH, there will be no ionization of any silanol groups (to prevent 

interaction with the free silanols on the stationary phase) or ionization of any organic 

acids [11]. A buffer can maintain the pH of the solvent by adding a small amount of acid 

or base. The most commonly used buffers for LC-MS are ammonium acetate and formic 

acid for low pH [12].  
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3.1.2 Solid-phase extraction 

Solid phase extraction (SPE) is a sample preparation technique that separates compounds 

in a liquid mixture based on their physical and chemical properties. It has been 

demonstrated to be a reliable and cost-effective technique for the selective isolation and 

concentration of a wide range of analytes and sample matrices. The most popular 

applications for SPE are environmental tracing of organic pollutants, extraction of 

pesticides, purification of peptides and drug analysis in clinical applications [13, 14]. A 

detailed description of the four-step process in shown in Chapter 2, Section 2.1.1. 

An SPE cartridge is made of a plastic or glass container filled with an adsorptive phase 

with different characteristics depending on the characteristics of the analyte itself [15]. 

The success of an SPE experiment is determined by the type of sorbent used. Due to the 

increase in research and popularity of SPE, there are a wide variety of sorbents available, 

that can be changed depending on the type of interaction happening between analyte and 

sorbent. The most frequently used sorbents are chemically modified silica gel, polymer 

sorbents and graphitized or porous carbon [15]. Silica is the most popular material used 

in SPE. To increase its applicability, the silica surface can be modified with a variety of 

functional groups on the surface to change its functionality e.g. non polar (C18), polar 

(NH2) or ionic/mixed mode (C8, cation exchange) [15]. For many years, C18 modified  

silica contain a high surface area of 500 to 600 m2/g, guaranteeing the maximum amount 

of octadecyl chains at the silica surface [14].  
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Activated charcoal 

Research has shown that activated carbon is an adsorbent phase that can be used 

efficiently for removal of a broad spectrum of pollutants/compounds from air, soil and 

liquids [16]. Charcoal itself provides poor absorbability, with a small surface area as the 

pores are filled with resins and products of incomplete combustion which occurs during 

its production [17]. Activated charcoal is created from carbon-rich materials burned at 

high temperatures. Carbon-rich materials such as wood, coconut shells or coal, are burned 

at a high temperature (between 600C and 900C) to carbonise them, thus creating a 

charcoal powder [16]. The powder is then granulated using tar or pitch binder, and then 

activated with steam or flue gas at 800-1000C. The activation process eliminates the 

residual tar and resin which increases the porosity of the charcoal, and significantly 

increases the surface area from 2-4 m2/g to more than 1000 m2/g [18]. The applications of 

activated charcoal in recent years are very broad. The most prominent include decreasing 

environmental pollution, such as gases and vapours in the industrial environment, heavy 

metal ions such as mercury, lead and cadmium in drinking water, and the removal of 

taste, colour, odours and other objectionable impurities from liquids, water supplies and 

vegetable and animal oils [16] [19, 20]. More recently, it has also been applied to treat 

poisonings, drug overdoses, and various diseases by adsorbing the toxins from the 

stomach [21, 22]. The ability of activated charcoal to adsorb a wide range of compounds 

is potentially beneficial in non-targeted analysis. 

Due to the untargeted nature of this work, activated charcoal was chosen as the stationary 

phase for SPE analysis due to its ability to adsorb a wide range of compounds spanning 

a polarity range, unlike many traditional SPE sorbents. This will allow the SPE to capture 

a wider variety of compounds from the sample. 
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3.2 A preliminary experiment to investigate the potential of 

identifying the chemical signature of decomposition in a 

beaker of water containing decomposing tissue. 

 

3.2.1 Aims 

The purpose of this preliminary work was to create a very basic lab-controlled experiment 

to monitor decomposition in water to determine whether non-targeted metabonomic 

profiling is an effective way to monitor the influence of decomposition on the water 

chemistry. If successful, a robust workflow could be designed and incorporated into a 

more realistic field experiment. 

A lab-based environment ensures full control of the temperature, volume of water, weight 

of decomposing tissue and definitive sampling schedules. Sampling was carried out at a 

number of time intervals with two different sample preparation methods for comparison. 

This would give a clear indication of first whether it is possible to identify the chemical 

signature of decomposition in the water, and second, the best way to extract the maximum 

amount of information from each sample. Looking at how this sample interacts with a 

variety of column chemistries will also assist in achieving the most effective and robust 

method for the workflow. 
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3.2.2 Experimental method 

3.2.2.1 Materials 

Methanol (HPLC grade), formic acid, activated charcoal, all columns and a reference mass 

solution consisting of purine (m/z 121.0509) and hexakis (1H, 1H, 3H- 

tetrafluropropoxy)phosphazine (m/z 922.0098) were purchased from Fisher Scientific 

(Loughborough UK) and ultra-pure water (18.2 MΩ) was purified using a Purelab Option-

Q system by Veolia Water (Saint Maurice, France). Pig liver was purchased from Tesco 

(Meir, UK). 

 

3.2.2.2 Experimental setup 

The experiment consisted of five beakers filled with 1.1 L of water, covered with cling 

film. All beakers were placed in a fume hood in a temperature controlled lab (23°C). Two 

of the beakers only contained water (control samples), while the remaining three beakers 

each contained 120 g of pig liver. The beakers containing liver were sampled after one 

day, four days and seven days, while the control beaker was sampled after one day and 

seven days. At each time point, two samples were taken. A 1 ml sample was pipetted into 

a LC vial, and a 1 L sample was taken for SPE extraction. 

 

3.2.2.3 Sample preparation and storage 

Each 1 ml sample was evaporated under nitrogen and reconstituted with 50:50 methanol 

and ultrapure water. The vials were vortexed for 20 s to ensure full recovery of sample. 

Each 1 L sample was filtered through an SPE cartridge containing an activated charcoal 
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phase. The SPE cartridge was designed and made in-house using glass wool (1 cm) and 

activated charcoal (0.2 g) in a plastic syringe (Figure 3.5).  The steps for the procedure are 

shown in Table 3.1 All samples were placed in a 1.5 ml Eppendorf tube and centrifuged 

for 10 minutes at 16100 rcf to remove any particulates, then stored in a freezer at -25ºC 

prior to analysis. 

 

 

 

 

 

 

Figure 3.5 Diagram of SPE cartridge design. 

 
 

Table 3.1: The 5 step procedure used for solid phase extraction. 

Step Procedure 

1 1 ml Methanol into cartridge (Out to waste) 

2 1 ml Ultrapure water into cartridge (Out to waste) 

3 Sample into cartridge (Out to waste) 

4 1 ml Ultrapure water into cartridge (Out to waste) 

5 Elute with 1ml Methanol into LC vial 
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3.2.3 Instrumental setup 

3.2.3.1 Quality control 

Due to the non-targeted nature of the analysis, quality control (QC) samples were used to 

monitor the stability of the instrument and the quality of the data produced. The QC 

samples were produced by pooling an equal aliquot of each sample within the analytical 

sequence. A QC sample was analysed at the start of the analysis, then every five samples 

during the sequence to monitor the reproducibility of the analysis using a previously 

accepted approach [23]. The Coefficient of Variance percentage (CV%) of each identified 

marker (m/z-retention time pair) was calculated using peak areas derived from the QC 

samples. The column was equilibrated for 30 minutes (10 column volumes) before starting 

the analysis. 

 

3.2.3.2 Chromatographic parameters 

The chromatographic separation was carried out using an Agilent Technologies 1260 

Infinity Binary HPLC system. Three columns were used during analysis. The 

development of each gradient began with a steady increase of the organic solvent (for 

reverse-phase, aqueous solvent for HILIC) over a 90 minute gradient, allowing a clear 

view of the interaction of the sample with the stationary phase. The solvent compositions 

and gradient were then adapted based on the initial chromatogram observed. The three 

columns described below were chosen as they provide three completely difference 

column chemistries which will give a clear insight to how the sample interacts with each 

one. 
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C18 Column. Thermo Fisher C18 Hypersil Gold (100 mm x 2.1 mm, 1.9 μm particle size). 

The column temperature was maintained at 40ºC, and the injection volume was 5 μl. The 

mobile phase consisted of (A) Water with 0.1% formic acid and (B) Methanol with 0.1% 

formic acid. The flow rate was 0.2 ml min-1. The solvent gradient is shown in Table 3.2. 

 

Table 3.2: Solvent gradient used for the analysis of liver decomposing in beaker of water, using a 

C18 column. 

 

 

 

 

 

 

 

Hypercarb Column. Hypercarb Porous Graphitic Carbon HPLC Column (100mm x 

2.1mm). The column temperature was maintained at 40ºC, and the injection volume was 

7μl. The mobile phase consisted of (A) Water with 0.1% formic acid and (B) Methanol with 

0.1% formic acid. The flow rate was 0.5 ml min-1. The solvent gradient used is shown in 

Table 3.3. 

 

 

Time 
(minutes) 

Solvent A (%) Solvent B (%) 

0 95 5 

11 82 18 

16 10 90 

20 10 90 

21 0 100 

33 0 100 

35 95 5 
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Table 3.3: Solvent gradient used for the analysis of liver decomposing in beaker of water, using a 

Hypercarb column. 

 

 

 

 

 

HILIC Column. HILIC Accucore HPLC Column (100 mm x 2.1 mm, 2.6 μm particle size). 

The column temperature was maintained at 40ºC, and the injection volume was 5 μl. The 

mobile phase consisted of (A) Water with 0.1% formic acid and (B) Methanol with 0.1% 

formic acid. The solvent gradient used is shown in Table 3.4. 

 

Table 3.4: Solvent gradient used for the analysis of liver decomposing in beaker of water, using a 

HILIC column. 

 

 

 

 

 

 

Time 
(minutes) 

Solvent A (%) Solvent B (%) 

0 97 3 

46 30 70 

47 0 100 

57 0 100 

58 97 3 

Time 
(minutes) 

Solvent A (%) Solvent B (%) 

0 3 97 

80 97 3 

90 97 3 

91 3 97 
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3.2.3.3 Mass spectrometry parameters 

Samples were analysed using an Agilent Technologies 6530 Accurate-Mass Quadrupole-

Time-of-Flight mass spectrometer. This was operated in positive ionisation mode, with 

an electrospray ionisation source. The instrumental parameters used are those suggested 

by the instrument software, shown in Table 3.5 1. The parameters remained consistent for 

each column. A reference mass solution consisting of purine (m/z 121.0509) and hexakis 

(1H, 1H, 3H- tetrafluropropoxy)phosphazine (m/z 922.0098) was analysed simultaneously 

to ensure mass accuracy. 

 

Table 3.5: Mass spectrometer parameters for the Agilent Technologies 6530 Accurate-Mass 

Quadrupole-Time-of-Flight mass spectrometer. 

 

Capillary voltage 4000 V 

Drying gas temperature 320C 

Drying gas flow rate 7.5 L min-1 

Nebulizer pressure 40 psig 

Fragmentor voltage 125 V 

Skimmer voltage 65 V 

 

 

3.2.4 Data pre-processing 

Data was extracted for processing and visualisation using XCMS online. This software 

enables a combination of data pre-processing and data analysis. However, for this 

research, this software was used as a pre-processing tool that produced a marker table on 
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Microsoft Excel 2016 that includes each compound represented by their m/z and retention 

times [24]. The parameters are set for each individual instrument, followed by the 

customisation of the signal/noise threshold, mass tolerance, methods for feature 

detection, retention time correction, alignment and annotations.  

 

3.2.5 Data analysis and statistical analysis 

All features that had a coefficient of variance (CV) value of 30% or more were removed, 

due to 30% being the accepted level of variance in non-targeted analysis [25]. A principal 

component analysis was carried out on the remaining features using a Multivariate 

Analysis add-in on Microsoft Excel 2016, and a scores plot produced to visualise any 

separation between sample groups. The first six principal components were plotted to 

determine which would best represent the separation. 

A manual t-test was carried out on each feature in Microsoft Excel. Any features with a p-

value more than 0.05 were removed. The top 100 significantly different markers were 

analysed in SPSS with an ANOVA/Welch test to further confirm their significance. This 

was carried out at a 95% confidence level. A p-value of <0.05 indicated a statistical 

difference between the means of the sample groups analysed. 
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3.2.6 Results and discussion using a C18 column. 

3.2.6.1 QC Analysis 

Figure 3.6 shows the overlaid chromatograms for each QC sample throughout the 

analytical sequence. The QC samples appear to be extremely stable, with no visible 

baseline drift or retention time drift. QC’s 1-5 were analysed at the beginning to allow 

adequate conditioning of the column. Although this chromatogram shows excellent 

stability, five QC samples were analysed at the beginning of each sequence as a 

precaution, as it does not increase the analysis time a substantial amount. To investigate 

further into the stability of the instrument, six peaks were chosen from the chromatogram 

and their retention time and peak area were recorded in each QC sample. 

 

 

Figure 3.6: Total ion chromatograms of QC samples from liver decomposing in a beaker of water 

over 7 days, using a C18 column. 
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Table 3.6: Variability of peak area (A) and retention time (B) from 6 selected peaks in the QC 

samples during the analytical sequence for the liver decomposing in a beaker of water over 7 days 

using a C18 column. 

 

 

 

Table 3.6 presents the CV values for both peak area (A) and retention time (B) of six peaks 

in the QC samples. With the peak area obtaining a highest CV value of 10%, and retention 

time obtaining a highest CV value of 0.51%, it is clear that the instrument was stable 

throughout the analytical sequence as each value was far under the accepted CV value of 

30%[25].  
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3.2.6.2 Metabolic profiling 

The chromatograms in Figure 3.7 present the first insight into the chemical profile of 

water containing decomposing meat at day 1, 4 and 7 of the experiment from a 1 ml 

sample analysed with a C18 column.  

 

Figure 3.7: Total ion chromatogram (TIC) of 1 ml samples taken on day 1, 4 and 7 of liver 

decomposing in a beaker of water, using a C18 column. 

 

 
The chromatograms show some development over time in the chemical profile of the 

water. There is an increase in the number of peaks and their intensities over time between 

25-40 minutes of the analysis, however they are minimal with relatively poor peak shape. 

The chromatograms in Figure 3.8 present the 1 L samples taken at day 1, 4 and 7 of the 

experiment, analysed with a C18 column. 
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Figure 3.8: Total ion chromatogram (TIC) of 1 L samples concentrated using SPE taken on day 1, 

4 and 7 of liver decomposing in a beaker of water, using a C18 column. 

 

It is evident that there are clear differences between the chromatograms of the 1 L samples 

and 1 ml samples. The peaks have a much higher peak intensities and better overall 

quality in the 1 L sample chromatogram. Although the sample seems to retain on the 

column until 20 minutes into the analysis, there are more distinct differences in the 

chemical profile of the samples over time in the 1 L sample compared to the 1 ml sample. 

It is clear that there is progression over time in the chemical signature of the water 

exposed to meat decomposition with the 1 ml sample and 1 L pre-concentrated sample. 

Further analysis focused on each individual time interval, to investigate what compounds 

were causing these differences. 
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Figure 3.9 presents the TIC’s for the control sample and a 1 ml and 1 L sample taken from 

a beaker containing decomposing meat for 1 day. There are clear differences between the 

peak intensities of all three chromatograms. The chromatogram for the 1 ml sample shows 

only a small number of peaks, and those are of low resolution. In comparison, the 

chromatogram for the 1 L sample presents peaks of a higher intensities and better 

resolution. The peaks of interest observed in both samples are not present in the control 

sample. 

 

 

 

Figure 3.9: Total ion chromatogram (TIC) of a 1 ml sample, and a 1 L sample concentrated using 

SPE following one day of liver decomposing in a beaker of water, using a C18 column. 
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Figure 3.10 shows the chromatograms of a 1 L and 1 ml sample taken following 4 days of 

decomposition in water. Only very small chromatographic changes are observed in the 1 

ml sample from day 1. The 1 L sample chromatogram shows that the peak intensities are 

much higher, accompanied by additional peaks that are not present in the 1 ml sample. 

This highlights that not only is the chromatographic resolution improved with the use of 

a pre-concentration step, but that you can also see an increase in the pool of compounds 

in the water over time as a result of decomposition. 

 

 

Figure 3.10: Total ion chromatogram (TIC) of a 1 ml sample, and a 1 L sample concentrated using 

SPE following four days of liver decomposing in a beaker of water, using a C18 column. 

 

 

 

 

 



Chapter 3 
 

 
 

76 

 

Figure 3.11 presents the chromatograms of a control sample, and a 1 ml and 1 L sample 

taken following 7 days of decomposition in water. The peak intensities in the 1 L sample 

chromatogram have decreased from day 4, however are still much higher than those in 

the 1 ml sample chromatogram. It is important to note that in the 1 ml sample 

chromatogram, additional peaks have appeared between 32-35 minutes that are not 

present in the 1 L sample. 

It was assumed that peak intensities would increase throughout the experiment, however, 

there is a possibility that certain compounds may have broken down into smaller ones, 

suggesting that decomposition could have reached its peak at day 4 in these particular 

conditions. It is also possible that these smaller compounds could have a m/z smaller than 

the detection limit. The exact cause at this stage is unknown. 

 

Figure 3.11: Total ion chromatogram (TIC) of a 1 ml sample, and a 1 L sample concentrated using 

SPE following seven days of liver decomposing in a beaker of water, using a C18 column. 
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3.2.6.3 Multivariate analysis 

Multivariate analysis was used to look further into the data for specific patterns, 

similarities, and differences between each sample. Figure 3.12 shows the PCA scores plot 

of the 1 ml sample and 1 L sample over the three time intervals, accompanied by control 

samples and QC samples. 

 

 

Figure 3.12: PCA score plot of PC2 (7.81%) and PC3 (3.29%) for liver decomposing in water over 

seven days sampled as 1 ml and 1 L concentrated using SPE, using a C18 column. 

 

The QC samples are tightly clustered in the centre of the plot, indicating minimal 

instrumental drift during the analysis. The control samples from day 0 and day 7 are 

clustered together on the left side of the plot away from the experimental samples. This 

supports the fact that the changes to the chemical profile of the water is a direct result of 

decomposition, not due to the natural stagnation of the water. The most obvious 
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differences between the 1 ml and 1 L sample is the separation between each time interval. 

When looking at the 1 ml sample, all three time intervals are clustered close together in 

the centre of the plot. There is enough separation to be able to organise them into discreet 

groups, however, the distance between each sample group is smaller than the spread of 

the QC samples, therefore they do not show any reliable differences. On the other hand, 

the 1 L samples show each time interval clearly separated from the next, and are clearly 

separated from the control samples even after one day of decomposition in water. The 

distance between each sample group is further apart than the spread of the QC samples, 

implying that these differences are not at risk of being due to instrumental effects. Once 

more, the results seen here support the use of solid phase extraction as a sample 

preparation method to enhance the differences observed and robustness of the results. 

 

 

3.2.6.4 Statistical analysis 

The number of features detected in this analysis via XCMS Online was 4417. All features 

with a CV value of less than 30% were removed, with 2119 remaining. Statistical analysis 

was performed on both 1 L and 1 ml samples separately. The number of compounds 

showing significant differences between time points when analysing a 1 ml sample of 

water was 330, and 369 with the 1 L sample. There seems to be a similar number of 

significantly different compounds appearing in both samples, with only an additional 39 

compounds showing significant differences in the 1 L sample. Although not a large 

difference, non-targeted analysis relies on the detection of as many compounds as 

possible in the sample. Table 3.7 shows the top 20 compounds showing significant 

differences between the three time points from a 1 ml sample. 
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Table 3.7: Summary of the top 20 compounds that show significant differences between all three 

time points with a 1 ml sample, analysed using a C18 column.  

 

 

The table above highlights that these compounds are highly statistically significant based 

on their p-values. The compounds in dark blue are those found to show significant 

differences between both sets of time points.  

 

 



Chapter 3 
 

 
 

80 

 

Table 3.8 shows the top 20 compounds showing significant differences between the three 

time points from a 1 L sample pre-concentrated using SPE. While only one compound 

showed significant differences over both sets of time intervals in the 1 ml sample, four 

were identified in the 1 L sample. 

 

Table 3.8: Summary of the top 20 compounds that show significant differences between all three 

time points with a 1 L sample, analysed using a C18 column.  
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Table 3.9 presents the m/z of the compounds that have shown significant differences 

between time points. A similar pattern is shown for both the 1 ml and 1 L samples, where 

the percentage of smaller compounds (m/z 0-300) increase over time, and the percentage 

of larger compounds (m/z 600-900) decrease over time. This supports the expected pattern 

of large compounds such as proteins and carbohydrates breaking down into smaller 

products as decomposition progresses.  

 

Table 3.9: Table showing the size of the compounds that produced significant differences between 

time points, expressed as a percentage. 

 

 

As both the 1 ml sample and 1 L sample produced similar results, it is safe to assume that 

a very similar collection of compounds is present even after pre-concentration using SPE. 

Figure 3.13 and Figure 3.14 present a bar chart showing the progression of the peak area 

of two ions m/z 244.1917 and m/z 223.0551 respectively. These two ions were chosen as 

they were showing significant differences at both sets of time points in the 1 ml or 1 L 

sample. 

It was assumed that the peak area of the compounds would increase over time with 

continuous leaching into a contained body of water, however both Figures 3.13 and Figure 

3.14 show that the peak area reaches its highest point at day 4, and significantly decreases 
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by day 7. This suggests that they are no longer produced, and could have evaporated. 

This emphasises the complexity of metabolic processes in decomposition. It is important 

to note that both bar charts show that the peak areas are significantly higher for the 1 L 

pre-concentrated sample compared to the 1 ml sample.  

 

Figure 3.13: Bar chart showing the change in peak area over three time points of m/z 244.1917, 

analysed using a C18 column, with error bars ±1 standard deviation. 

 

 

Figure 3.14: Bar chart showing the change in peak area over three time points of m/z 223.0551 

analysed using a C18 column with error bars ±1 standard deviation. 
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3.2.7 Results and discussion using a Hypercarb column 

 

3.2.7.1 QC analysis 

Figure 3.15 shows the chromatograms of the 10 QC samples from this analytical sequence. 

A small amount of retention time drift is seen in a conditioning QC sample (red) between 

0-10 minutes. There are also some inconsistencies between 30-40 minutes of the analysis 

between the conditioning QC samples and the ones analysed between samples. Although 

it is minor, there was no sign of any retention time drift when using a C18 column. To 

ensure the instrument was stable enough to collect reliable data, six peaks were chosen 

from the above chromatograms and their retention time and peak area were recorded. 

 

Figure 3.15: Total ion chromatograms of QC samples from liver decomposing in a beaker of water 

over 7 days, using a Hypercarb column. 
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The accepted level of variance was assessed in Table 3.10. The variability in the retention 

time (B) and the peak area (A) is very minimal when comparing six QC samples. The 

highest CV value for the peak area is 15%, and 0.16% for the retention time. This confirms 

that the instrument was stable throughout the analytical sequence, as each value was far 

under the accepted CV value of 30% [25]. These figures are very similar to those obtained 

on a C18 column, suggesting that the instrument was able to produce reliable data on 

both columns. 

 

Table 3.10: Variability of peak areas (A) and retention time (B) from 6 selected peaks in the QC 

samples during the analytical sequence for the liver decomposing in a beaker of water over 7 days 

using a Hypercarb column. 
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3.2.7.2 Metabolic profiling 

The chromatograms in Figure 3.16 show the chemical profile of the 1 ml sample taken at 

day 1, 4 and 7 of the experiment, analysed with a Hypercarb column. 

 

 

Figure 3.16: Total ion chromatogram (TIC) of 1 ml samples concentrated using SPE taken on day 

1, 4 and 7 of liver decomposing in a beaker of water, using a Hypercarb column. 

 

It is possible to see slight changes to the chemical profile of each chromatogram over time, 

even with a 1 ml sample. There is a slight increase in peak intensities over time with some 

additional peaks observed at day 4 that are not present in any other chromatogram. 

Analysis with the Hypercarb column has produced peaks throughout the chromatogram, 

in comparison to analysis with the C18 column where peaks only appeared between 25-

40 minutes. 
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The chromatograms in Figure 3.17 present the 1 L samples taken at day 1, 4 and 7 of the 

experiment, analysed with a Hypercarb column. There is a drastic increase in peak 

intensities in the day 4 chromatogram between 0-40 minutes. The chromatographic 

patterns of the sample taken at day 7 is similar to that of day 1, showing a significant 

decrease in the quantity of the compounds detected compared to day 4. 

It is clear that the C18 column is able to produce more distinct chromatographic 

differences between the two sample preparation techniques, compared to the Hypercarb 

column. Apart from the 1 L sample taken on day 4, there are no significant 

chromatographic differences between both sample preparation techniques as would be 

expected 

 

 

 

Figure 3.17: Total ion chromatogram (TIC) of 1 L samples concentrated using SPE taken on day 

1, 4 and 7 of liver decomposing in a beaker of water, using a Hypercarb column. 
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To investigate further, each time point was analysed in detail to find any significant 

differences between the 1 ml and 1 L samples. Figure 3.18 shows the total ion 

chromatograms (TIC’s) for the 1 ml sample and 1 L sample taken from the beaker after 

one day, analysed with a Hypercarb column.  

As observed when using a C18 column, the sample concentrated with SPE shows peaks 

of higher intensities and overall better peak shape and resolution. When looking at the 

first 10 minutes of the 1 L sample chromatogram, the peaks seem to be clustered together. 

Any further method development would address this to avoid the possibility of co-

elution. These peaks are not visible in the 1 ml sample chromatogram. In the first 30 

minutes of the analysis, none of the peaks observed in the 1 ml or 1 L sample 

chromatograms are present in the control sample. 

 

Figure 3.18: Total ion chromatogram (TIC) of a 1 ml sample, and a 1 L sample concentrated using 

SPE following one day of liver decomposing in a beaker of water, using a Hypercarb column. 
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Figure 3.19 shows the chromatograms of the 1 ml and 1 L water samples taken following 

four days of decomposition. It is clear that the peak intensities are higher throughout the 

1 L sample chromatogram, compared to the 1 ml sample. There are now peaks present in 

the first 10 minutes of the analysis in the 1 ml sample chromatogram, however these are 

of poor resolution. 

 

 

Figure 3.19: Total ion chromatogram (TIC) of a 1 ml sample, and a 1 L sample concentrated using 

SPE following four days of liver decomposing in a beaker of water, using a Hypercarb column. 
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Figure 3.20 moves on to show the chromatograms of the control sample, 1 ml and 1 L 

sample taken on the 7th day of decomposition. Very similar to the results obtained from 

the C18 column, there is a decrease in the number of peaks, and peak height on day 7. It 

is also important to note that this chromatographic result followed the expected pattern 

that the previous chromatograms have shown, that the pre-concentration step produces 

better peak resolution and peak height.  

Although both the C18 and Hypercarb columns show very similar results in terms of 

patterns and trends during this experiment, the C18 column seems to demonstrate better 

quality chromatograms in terms of peak resolution and peak shape.  

 

 

 
Figure 3.20: Total ion chromatogram (TIC) of a 1 ml sample, and a 1 L sample concentrated using 

SPE following seven days of liver decomposing in a beaker of water, using a Hypercarb column. 
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3.2.7.3 Multivariate analysis 

Figure 3.21 shows the PCA scores plot of the 1 ml sample and 1 L sample filtered with 

SPE over three time intervals, accompanied by a control sample. The QC samples are 

reasonably clustered together, however do overlap some sample groups. This may 

suggest that the data obtained in this analysis may not be as robust as those obtained 

using a C18 column, where the QC samples are seen tightly clustered in the middle of the 

plot. 

 

 

Figure 3.21: PCA score plot of PC3 (1.66%) and PC4 (0.65%) for liver decomposing in water over 

seven days sampled as 1 ml and 1 L concentrated using SPE, using a Hypercarb column. 
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While it is possible to clearly define each sample group on the plot, there is considerable 

amount of overlap between sample groups. The control samples are surrounded by the 

experimental sample groups, whilst the results from the C18 column showed the control 

samples clustered away on the left side of the plot. 

There is also significant overlap between the 1 L samples and the 1 ml samples on the 

plot, with the only sample group clearly separated from the others being the 1 ml sample 

taken on day 4. When analysing these samples with a C18 column, there is a clear 

difference in the ability to separate the 1 L and 1 ml sample groups over time. It is also 

important to note that the plot created from the analysis using a C18 column was able to 

produce better separation power using lower PC’s compared to the Hypercarb column. 

The inability of the Hypercarb column to distinguish the differences between the direct 

and pre-concentrated samples suggests that the Hypercarb was not able to detect the 

compounds that facilitated these differences. 

 

3.2.7.4 Statistical analysis 

The number of features detected in this analysis via XCMS Online was 5117. All features 

with a CV value of less than 30% were removed, with 3352 remaining. Statistical analysis 

was performed on both 1 L and 1 ml samples separately. The number of compounds 

showing significant differences between time points when analysing a 1 ml sample was 

214, and 329 with the 1 L sample. The considerable difference of 115 additional markers 

in the 1 L sample again highlights the importance of pre-concentrating the sample for 

non-targeted analysis. Table 3.11 looks at the top 20 compounds showing significant 

differences between time points from a 1 ml sample. 
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Table 3.11: Summary of the top 20 compounds that show significant differences between all three 

time points with a 1 ml sample, analysed using a Hypercarb column.  

 

The table shows that these compounds are highly significant, with low p-values. This table 

shows an increase in the number of compounds (8) showing significant differences for 

both sets of time points compared to using a C18 column. Table 3.12 shows the top 20 

compounds showing significant differences between the three time points from a 1 L 

sample.  
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Table 3.12: Summary of the top 20 compounds that show significant differences between all three 

time points with a 1 L sample, analysed using a Hypercarb column.  

 

 

These samples also present very low p-values, showing high significance in the data. There 

are 11 compounds present in both columns of the table, compared to only four when using 

a C18 column. 

Table 3.13 presents the m/z of the compounds that have shown significant differences 

between time points. A similar pattern is presented for both the 1 ml and 1 L samples. The 

percentage of smaller compounds (m/z 0-300) increased over time, and the larger 



Chapter 3 
 

 
 

94 

 

compounds (m/z 600-900) decreased over time. This suggests that although the number 

of compounds and their quantities in the 1L sample might be higher, it is of a similar 

chemical composition to the 1 ml sample. This confirms that there is not a large loss of 

important compounds when using SPE. The results are similar when using both C18 and 

Hypercarb columns.  

 

Table 3.13: Table showing the size of the compounds that produced significant differences between 

time points, expressed as a percentage. 

 
 

The two bar charts presented in Figure 3.22 and Figure 3.23 follow the changes in peak 

area of two ions at three time points, m/z 223.1057 and m/z 121.0474. These were chosen 

as they produced significant differences between the two sets of time points in the 1 ml 

and 1 L samples respectively. The ion m/z 223.1057 shows a similar pattern to the bar 

charts presented from analysis using a C18 column where the peak area is highest at day 

4, followed by a decrease by day 7. The ion m/z 121.0474 behaves differently. The peak 

area is increasing at each time point in both the 1 ml and 1 L sample, while the control 

sample is consistently low. Having identified two ions showing completely different 

patterns over time highlights the complexity of the metabonomic processes occurring 

during decomposition, and how quickly the quantity of certain ions can increase or 

decrease. 
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It is clear in both figures that the 1 L pre-concentrated sample has a higher peak area than 

the 1 ml sample. It is important to note that although the 1 L sample should be 1000 times 

more concentrated compared to the 1 ml sample, this is not reflected entirely in these bar 

charts. This could have occurred for a variety of reasons, for example saturation of the 

phase, the sampling area, and the execution of the pre-concentration step. 

 
Figure 3.22: Bar chart showing the change in peak area over three time points of m/z 223.1057, 

analysed using a Hypercarb column with error bars ±1 standard deviation. 

 

 
Figure 3.23: Bar chart showing the change in peak area over three time points of m/z 121.0474, 

analysed using a Hypercarb column with error bars ±1 standard deviation. 
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3.2.8 Results and Discussion using a HILIC column 

3.2.8.1 Early method development 

Initial attempts to develop a suitable method using a HILIC column proved to be difficult. 

Figure 3.24 shows a chromatogram from a 90-minute analysis using a shallow gradient 

elution. Only two peaks are seen on the chromatogram, and those appear at the very 

beginning, suggesting a lack of interaction between the compounds and the stationary 

phase. A variety of factors were adjusted to try and improve the quality of the analysis, 

such as flow rate, solvent, gradient, and sample preparation. These developments seemed 

to show no effect on the retention times, and overall success of the method. As a result, it 

was decided it was not viable to continue with method development for a HILIC column. 

 

 

Figure 3.24: Two chromatograms showing a blank sample and an experimental sample using a 

HILIC column during method development. 
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3.2.9 Conclusion 

This preliminary experiment showed that it is possible to identify a chemical signature of 

decomposition in the water using non-targeted metabonomic profiling. Pre-concentrating 

the water using SPE was the most effective sample preparation technique for a variety of 

reasons. The higher number of peaks and peak intensities, accompanied by better peak 

shape highlighted the improved quality of the chromatograms. Better separation between 

sample groups was presented on the PCA plot, along with a more robust dataset available 

for statistical analysis, resulting in clear patterns between different ions over time.  

It was also unveiled that the C18 column would provide the most appropriate stationary 

phase for the sample matrix. It was clear that the quality of the chromatograms, increased 

separation on the PCA plot followed by a more accurate depiction of what we expected 

based on our prior knowledge of decomposition chemistry, lead to the decision to use this 

column for further analysis. The workflow created from the preliminary experiment will 

be challenged further in a field-based experiment, faced with a number of confounding 

variables. 
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3.3 An experiment to challenge the lab-based workflow in a 

field-based decomposition experiment in water using 

whole animal carcasses. 

 

3.3.1 Aims 

The purpose of this second experiment is to incorporate the workflow created in 3.2 to a 

more realistic field experiment. The chosen sample preparation method, followed by the 

most appropriate column chemistry was used moving forward. A number of factors will 

still inevitably be controlled such as the type of animal carcass, size of the container, the 

type of water used and strict sampling intervals. The temperature of the air and water, 

weather, insect activity and debris will be from the surrounding environment. This will 

determine whether the workflow can compete with the confounding variables of the 

harsh environment outside. 

 

3.3.2 Materials 

Heavy duty 60 litre storage boxes were purchased from Key Manutan Group Industrial 

Commercial Equipment, (Dorset, UK). HPLC grade methanol, formic acid, activated 

charcoal and a reference mass solution consisting of purine (m/z 121.0509) and hexakis 

(1H, 1H, 3H- tetrafluropropoxy)phosphazine (m/z 922.0098) was purchased from Fisher 

Scientific (Loughborough, UK). Ultrapure water (18.2 MΩ) was purified using a Purelab 

Option-Q system by Veolia Water (Saint Maurice, France). Intact rabbits carcasses were 

purchased from Livefood UK Ltd (Somerset UK). 
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3.3.3 Experimental method 

A total of three rabbit carcasses were placed in separate 60 L boxes along with three 

control boxes. Two holes were drilled into the lids of each box to allow airflow and insect 

activity. Each box was filled with 40 L of water from a single source and placed outside. 

Temperature probes were used to monitor the temperature of the water and the air every 

15 minutes. The experiment ran for nine weeks from July to September. Each week, a total 

of six samples were taken: 3 control water samples and 3 water samples from a box 

containing a rabbit carcass. Samples from the beginning, middle and end of the 

experiment were used to demonstrate proof of concept. From each box, 1 ml and 1 L 

samples were taken to compare two different sample preparation methods. It was 

decided that 1 L of water was taken as it provides a large amount of sample for 

concentration, and would not adversely affect the data as there was a total of 40 L of water 

in each box. In total 48 samples were analysed (2 conditions, 2 sample preparation 

methods, 3 replicates, 4 time intervals).  

 

3.3.4 Sample preparation and storage 

This work was carried out exactly as described in Section 3.2.2.3. 
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3.3.5 Instrumental setup 

 

3.3.5.1 Quality control 

This work was carried out exactly as described in Section 3.2.3.1. 

 

3.3.5.2 Chromatographic parameters 

The chromatographic separation was carried out using an Agilent Technologies 1260 

Infinity Binary HPLC system. A Thermo Fisher C18 Hypersil Gold (100mm x 2.1mm, 

1.9μm particle size) column was used. The column temperature was maintained at 40ºC, 

and the injection volume was 5μl. The mobile phase consisted of (A) Water with 0.1% 

formic acid and (B) Methanol with 0.1% formic acid. The flow rate was 0.2 ml min-1. The 

solvent gradient is shown in Table 3.14. Due to the increase in number of peaks present 

on the chromatogram compared to the preliminary analysis in Section 3.2.3.2, the solvent 

gradient was modified to accommodate these changes. 
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Table 3.14: Solvent gradient used for the analysis of water containing a decomposing carcass in 

the summer season. 

 

 

 

 

 

 

 

 

 

 

 

 

3.3.5.3 Mass spectrometry parameters 

This work was carried out exactly as described in Section 3.2.3.3. 

3.3.6 Data pre-processing 

This work was carried out exactly as described in Section 3.2.4. 

3.3.7 Data analysis and statistical analysis 

This work was carried out exactly as described in Section 3.2.5. 

 

 

Time 
(minutes) 

Solvent A (%) Solvent B (%) 

0 95 5 

3 65 35 

13 65 35 

14 25 75 

24 25 75 

25 0 100 

35 0 100 

36 95 5 

40 95 5 
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3.3.8 Results and discussion 

3.3.8.1 QC analysis  

The QC samples in this analysis (Figure 3.25) produced reproducible chromatograms, 

showing no variability in retention time. There is a slight difference in peak intensity in 

peaks between 30 to 35 min, where the first two samples have a higher peak intensity, 

however this stabilises following additional injections. 

To further investigate the stability of the instrument, Table 3.15 shows the variability of 

peak area (A) and retention time (B) from six peaks selected from the QC sample 

chromatograms. 

 

 

Figure 3.25: Total ion chromatograms of QC samples of water containing decomposing carcass 

over 9 weeks, showing initial conditioning of the column. 
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The retention time is stable in each peak, and only slight variation is seen in the peak 

areas. Comparing the CV values obtained here to the accepted value of variance facilitated 

further confirmation that the instrument was stable. The maximum variance was 7% for 

peak area, and 0.12% for retention time, demonstrating that the instrument was stable 

throughout the analytical sequence [25]. 

 

Table 3.15: Variability of peak area (A) and retention time (B) from 6 selected peaks in the QC 

samples during the analytical sequence for the analysis of water containing a decomposing carcass 

in the summer season. 
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3.3.8.2 Metabolic profiling 

Figure 3.26 presents the overlaid chromatograms of the 1 ml water samples taken at week 

1, 2, 6 and 9 of the experiment. This figure focuses on how the chemical profile of the 

water changes over time from direct sampling from the box. The chromatograms for week 

1 and week 2 are fairly similar, showing only a very limited number of peaks of low 

intensities. At week 6 there is an increase in both the number of peaks and their intensities, 

and the majority of these peaks show a further increase at week 9. 

 

 

 

Figure 3.26: Example total ion chromatogram (TIC) of 1 ml water samples taken from a box   

containing decomposing remains in water at week 1, 2, 6 and 9 of the experiment. 

 

 

 

 

 



Chapter 3 
 

 
 

105 

 

The overlaid chromatograms in Figure 3.27 show the 1 L samples taken at week 1, 2, 6 

and 9 of the experiment. These chromatograms effectively highlight how the chemical 

signature of the water exposed to decomposition changes over time. It is was expected 

that the peak intensities would increase over time, however, few peaks across the 

chromatograms show higher intensities at week 6. This suggests that the chemical profile 

of the water is not just influenced by the increasing number of compounds in the water, 

but also the fluctuation in the quantity of these compounds. For example, a peak with its 

highest intensity at week 6 could include compounds that have broken down into their 

smaller counterparts by week 9, evaporated from the sample, or even overshadowed by 

other compounds in larger quantities.  

 

 

 

Figure 3.27: Example total ion chromatogram (TIC) of 1 L water samples taken from a box   

containing decomposing remains in water at week 1, 2, 6 and 9 of the experiment. 
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Instantly it is obvious that there is a distinct difference between the chromatograms of the 

1 ml samples and 1 L pre-concentrated samples over time. The overall peak patterns seem 

similar, where week 1 and week 2 show limited peak numbers and low peak intensities, 

and week 6 and week 9 showing more changes to the chemical signature of the sample. It 

is evident that the 1 L pre-concentrated sample produced chromatograms that presented 

valuable information about the progression of chemical decomposition over time, and 

how it influences the water chemistry. 

To investigate the differences between the sample preparation methods in detail, 

comparisons have been made at each time point throughout the analysis. Figure 3.28 

presents the chromatograms of a 1 ml sample and 1 L sample taken after 1 week of 

decomposition in water. 

 

Figure 3.28: Total ion chromatogram (TIC) of a control sample, 1 ml sample and a 1 L sample, 

filtered through SPE following 1 week of decomposition in water. 
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The chromatograms representing week 1 reflect what was expected during the early 

stages of decomposition. Whilst it is clear that the water has already been influenced by 

the decomposing remains, the peaks observed are of low intensity. It is possible to see 

small differences between the 1 ml and 1 L samples, however what is surprising is that 

two peaks at around 20 and 32 minutes are present in the 1 ml sample, and showing high 

peak intensities. The cause is unclear at this stage, however there is a possibility that the 

compounds in this peak were not retained well on the SPE cartridge. 

The chromatograms in Figure 3.29 show that after two weeks of remains decomposing in 

water, a clear chemical signature is seen. The chromatogram showing the control sample 

seems to be very similar to the chromatogram for the 1 ml sample, suggesting that it is 

still difficult to identify leaching compounds from such a small sample after 2 weeks. The 

1 L sample filtered through an SPE cartridge shows a higher number of peaks, and greater 

peak height in comparison to the 1 ml sample. 

Figure 3.29: Total ion chromatogram (TIC) of a control sample, 1 ml sample and a 1 L sample, 

filtered through SPE following 2 weeks of decomposition in water. 
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Figure 3.30: Total ion chromatogram (TIC) of a control sample, 1 ml sample and a 1 L sample 

filtered through SPE following 6 weeks of decomposition in water. 

 

Figure 3.30 shows a chromatogram for each sample after six weeks of decomposition in 

water. Here, we see a dramatic change in the chemical signature of the water. The number 

of peaks has increased in both the 1 ml sample and 1 L sample, and it is clear that these 

additional peaks are not present in the control water chromatogram. The majority of the 

peaks in the 1 L sample chromatogram show higher peak intensities compared to the 1 

ml sample chromatogram. 

Figure 3.31 presents the chromatogram of each sample taken at week 9 of the experiment. 

The 1 L sample chromatogram shows a further increase in peak intensities, specifically 

between 5-15 min of the analysis. These changes are not reflected as much in the 1 ml 

sample chromatogram. 
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Figure 3.31: Total ion chromatogram (TIC) of a 1 ml sample, and a 1 L sample filtered through 

SPE following 9 weeks of decomposition in water. 

 

 

These chromatographic results clearly show the benefit of including the pre-concentration 

step during sample preparation. The lab-based workflow was successfully used in a more 

realistic experimental setting and produced similar results. As a result, these methods 

were not only able to detect the chemical profile of decomposition in water, but can also 

monitor the changes over time visually on the chromatogram. It is important to consider 

if it is possible to link these chromatographic patterns changing over time to the process 

of chemical decomposition. 

It is clear that the chromatogram from the analysis of week 2 shows a limited number of 

peaks, and those present are between 20-35 minutes on the chromatogram. When using a 

C18 column, the pore size will affect the speed compounds of certain weight travel 

through the stationary phase. This may suggest that the larger compounds from the early 
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stages of decomposition are seen in this chromatogram, as they take longer to elute from 

the column. As the chemical signature of the water changes over nine weeks, the peaks 

appearing at the beginning of the chromatograms could indicate the further breakdown 

of decomposition products. Previous research states that soft tissue is broken down by 

endogenous enzymes and micro-organisms such as bacteria and fungi into gases 

(volatiles) and liquids (leachate) [26]. Carbohydrates break down into their monomers, 

and further to carbon dioxide, water and fatty acids [27, 28]. Proteins are broken down 

into peptones, polypeptides, and ultimately into smaller amino acids [27]. Additionally, 

lipids can be broken down into a mixture of fatty acids which can further undergo 

hydrolysis and oxidation in the correct conditions [29].  

The lipophilicity of a compound is represented as a distribution coefficient (LogD) [30]. 

As compounds break down during decomposition to their smaller counterparts, their 

chain length decreases. As a result, the LogD decreases as the molecules are less lipophilic. 

Therefore, they will interact less with the stationary phase, resulting in these compounds 

eluting much sooner from the column compared to the parent compound. 

This could explain the increase in the number of peaks and peak height appearing at the 

beginning of the chromatogram as the experiment progresses. Although this is observed 

in both the 1 ml and 1 L pre-concentrated sample, it is noticeably more prominent in the 

1 L samples, particularly between weeks six and nine. 
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3.3.8.3 Multivariate analysis 

The PCA scores plot in Figure 3.32 shows the 1 ml samples taken at weeks 1 ,2, 6 and 9 of 

the experiment, accompanied by control samples. The QC samples are tightly clustered 

on the plot, reflecting high precision in the data. The control samples from week 1, 2, 6 

and 9 are all clustered to the left of the plot. This implies that any changes to the chemical 

signature of the water is not due to the stagnation of the water itself over time but rather 

the compounds leaching from the decomposing carcass.  

It is important to note that samples from week 1 are clustered with the control samples, 

suggesting that their chemical profile is similar. The plot shows enough separation 

between each time interval to be able to group them, however, samples from weeks 1 and 

2 overlap, as do weeks 6 and 9.  

 

Figure 3.32: PCA score plot of PC2 (18.16%) and PC3 (4.20%) showing 1 ml water samples 

containing decomposing carcass sampled over 9 weeks, and a control. 
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Figure 3.33: PCA score plot of PC2 (18.16%) and PC3 (4.20%) showing 1 L concentrated water 

samples containing decomposing carcass sampled over 9 weeks, and a control. 

 

Figure 3.33 shows the PCA plot for the 1 L samples. The QC samples are clustered towards 

the middle of the plot, and the control samples from all four time intervals are also 

clustered to the left of the plot, similar to the plot for the 1 ml sample in Figure 3.32. The 

biggest difference between the 1 ml and 1 L samples is shown in the separation between 

time intervals. When looking at the 1 L samples, each time interval can be clearly 

distinguished from the next, with no overlap between groups. It is clear that using SPE as 

a sample preparation method has been successful. This also demonstrates that 

multivariate analysis is a useful tool to visualise the change in the chemical signature of 

water containing a decomposing carcass, and to show the differences between different 

sample preparation techniques. It allows the potential to identify which compounds are 

responsible for the separation observed on the PCA scores plot. 
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3.3.8.4 Statistical analysis and significant markers 

The number of features detected in this analysis via XCMS Online was 7504. All features 

with a CV value of less than 30% were removed, with 5891 remaining. Statistical analysis 

was performed on both 1 L and 1 ml samples separately. The number of compounds 

showing significant differences between all time points when a 1 ml sample of water was 

5, and 59 with the 1 L sample. Further breakdown of the statistical analysis is shown in 

Table 3.16, where the number of features showing significant differences between each 

time point is presented following analysis with the 1 L pre-concentrated sample, and the 

1 ml sample. It is clear from the table that there is a much higher number of features 

showing significant differences between each time point following analysis with a 1 L pre-

concentrated sample. It is also noted that the number of features seem to increase towards 

the middle of the experiment, followed by a sharp decrease toward the end.  

 

Table 3.16: Presenting the number of features showing significant differences from statistical 

analysis carried out between each time point, following analysis with a 1 L and 1 ml sample. 

 

 

Table 3.17 presents the size of these features that have shown significant differences 

between time points, expressed as a percentage. 
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Table 3.17: Table showing the size of the compounds that produced significant differences between 

time points, expressed as a percentage. 

 

 

When looking at the 1 L pre-concentrated sample in Table 3.17, the results show the 

expected pattern of an increase in the percentage of smaller compounds (m/z 0-300) over 

time, and a decrease in the amount of larger compounds (m/z 300-600, m/z 600-900) over 

time. The 1 ml sample shows the opposite effect between week 6 and 9, with a sharp 

increase in the larger compounds instead. This does not follow the expected trends of 

decomposition. Table 3.18 and Table 3.19 show the top 20 compounds showing significant 

differences between each time interval in the 1 ml and 1 L samples respectively.
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Table 3.18: Summary of the top 20 compounds that show significant differences between all four time points, following the analysis of a 

1 ml sample. 
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Table 3.19: Summary of the top 20 compounds that show significant differences between all four time points, following the analysis of a 

1 L sample. 
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Table 3.18 shows the top 20 features from the 1 ml sample that show significant 

differences between weeks 1-2, weeks 2-6 and weeks 6-9. The features m/z 219.0519 and 

m/z 579.2854 appear to be the only compounds that are showing significant differences 

between more than two time points.  

Table 3.19 shows the top 20 features from the 1 L sample that show significant differences 

between weeks 1-2, weeks 2-6 and weeks 6-9. Looking in detail, m/z 409.1573 shows 

significant differences throughout, while m/z 364.9598, m/z 400.2964, m/z 159.0605 and m/z 

687.2425 show significant differences between at least two time points. With only two 

features showing significant differences in more than one column of the table in the 1 ml 

sample, compared to 5 for the 1 L sample, again suggests that a pre-concentrating the 

sample does influence the sample matrix. It allows greater insight into the compounds 

that create drastic changes in the chemical signature of the water. 

The ability to track a single feature (m/z 409.1573) through all time points in the 1 L sample 

suggests that the pre-concentration methods are consistently capturing the same type of 

compounds throughout the experiment, as well as new emerging compounds. Pre-

concentrating the sample also allows the instrument to detect compounds of low 

concentration that might be inundated with new emerging compounds in the 1 ml 

sample. This creates an opportunity to monitor compounds that fluctuate dramatically 

over time, rather than those dominating the sample at any one time. This increases 

confidence in the ability of the method to accurately detect the changes in the chemical 

signature of the water influenced by decomposition.  

Figure 3.34 presents a bar chart monitoring the changes in peak area over four time 

intervals for m/z 409.1573. 
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Figure 3.34: Bar chart showing the change in peak area over four time points of m/z 409.1573 in a 

control sample, 1 ml sample and 1 L sample with error bars ±1 standard deviation. 

 

This marker shows that although the peak area seems low at the first two time points, 

there is a clear increase in the peak area further into the experiment. The peak area for the 

1 ml sample seems to only increase slightly, with no distinct changes between the last two 

time points when comparing to the 1 L sample. The error bars for the 1 ml sample also 

highlights the error due to the vast differences in the range of peak area for each sample. 

This suggests the data is not as reliable and robust as that obtained from the 1 L sample. 

Figure 3.35 and Figure 3.36 show the changes in peak area over time for ions m/z 159.0605 

and m/z 364.9598 respectively. The peak area for m/z 159.0605 seems to increase slowly 

over time, with a dramatic spike in peak area at week 9. The marker m/z 364.9598 only 

shows a change in peak area at week 6, followed by a sudden decrease. The behaviour of 

these two example markers demonstrate how the chemical signature of the water is 

influenced by a variety of different metabonomic processes, as ions can appear and 

disappear over time. 
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Figure 3.35: Bar chart showing the change in peak area over four time points of m/z 159.0605 in a 

control sample, 1 ml sample and 1 L sample with error bars ±1 standard deviation. 

 
 
 
 
 

 
 
Figure 3.36: Bar chart showing the change in peak area over four time points of m/z 364.9598 in a 
control sample, 1 ml sample and 1 L sample with error bars ±1 standard deviation. 
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3.4 Conclusion  

This preliminary work has shown that metabonomic profiling methods can detect a 

chemical signature of decomposition in water containing animal remains. This approach 

has also shown that it is possible to conduct statistical analysis on large datasets to identify 

and track specific biological markers that leach into the water during decomposition. The 

analytical technique of liquid chromatography-mass spectrometry has shown to produce 

reliable and robust data using a variety of methods, with very limited retention time and 

peak area variability. As a result, it was possible to use a variety of method development 

techniques to produce an effective and robust workflow for further analysis of these 

samples in a real-life environment. The two most important factors considered during this 

method development were sample preparation, and column chemistry. 

A small preliminary lab-based experiment with meat decomposing in a beaker of water 

created an initial view of how the sample may interact during preparation, and with a 

variety of stationary phases before conducting a large experiment. A HILIC, C18 and 

Hypercarb column were used, with each looking at the difference in results between a 1 

ml sample and a 1 L pre-concentrated sample. Their success was based on retention, 

stability, quality of data and run times. 

  It is clear from the results that a small 1 ml direct sample from the water containing a 

decomposing carcass produced limited data due to the low concentration of the 

compounds. Using solid-phase extraction as a sample preparation technique to pre-

concentrate a 1 L sample yielded the best result. With a higher number of peaks, increased 

peak height, more valuable information when using multivariate analysis, and notably 

more stable biological markers that could be monitored, it was concluded that solid phase 
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extraction using an activated charcoal phase would be the most effective way to prepare 

these samples.  

Due to the poor chromatographic resolution obtained from the HILIC column and the 

lack of improvement to the method following extensive efforts, it was decided that a 

HILIC column was not suitable for this particular type of analysis. A detailed comparison 

between the C18 and Hypercarb column was conducted to determine the most 

appropriate column for future analysis. Stability throughout the analysis appears to be 

more consistent when using a C18 column, with no retention time drift and very limited 

variance in the peak area of the quality control samples. Both columns produced CV 

values under the accepted value of 30% for variance.  

Both the Hypercarb and C18 column also produced statistically significant data and a 

variety of markers that could be visualised, however, the lack of separation on the PCA 

plot using the Hypercarb suggests that a C18 column may be better suited for this 

particular analysis. The PCA plot produced following analysis on a C18 column showed 

each sample set grouped well together, with no overlapping between the time intervals. 

As a result, it was decided that a C18 column would be utilized for future experiments. 

A second experiment focused on applying the techniques developed from the first 

experiment, into a large scale experiment in a more realistic setting. Although aspects of 

this second experiment were still heavily controlled, using whole carcasses in a larger 

body of water outside gave a better indication of the type of chemical profile expected, 

based on more interferences in natural conditions. The results from this experiment also 

concluded that using a 1 L sample concentrated with SPE was a very effective sample 

preparation technique to obtain the highest quality and quantity of data. The fact that 
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analysis of the 1 ml sample only offered five markers that showed significant differences 

over time, compared to 71 markers in 1 L samples highlights that low concentrations of 

compounds in the water make it very difficult to detect them. It concludes that pre-

concentration of the sample is necessary to gain in-depth information about the chemical 

signature of water containing a decomposing carcass.  

Overall, the method development carried out using these analytical techniques has been 

successful, and future work in this field will include looking at a variety of conditions 

such as moving and still water, differences between species, the monitoring of specific 

markers over time, and identifying these markers. The ability to do this could provide an 

opportunity to apply these methods into realistic circumstances. 
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Chapter 4 

The use of metabonomic profiling to 

differentiate between species decomposing in 

water during summer and winter. 

 

The main focus of this experiment was to investigate whether it is possible to use metabonomic 

profiling methods to differentiate between species decomposing in the water, using a workflow that 

identifies the chemical signature of the water. The first aim was to determine if there were any 

markers that showed significant differences between species, and whether these markers could be 

monitored over time. The second aim was to explore how the temperature of the environment 

affected this outcome. Conducting the experiment in UK summer and winter temperatures gave 

an opportunity to see whether lower temperatures would affect the method’s ability to detect species 

specific markers and monitor their behaviour over time. An attempt to identify these preliminary 

markers would provide helpful insight into the type of compounds that are causing the differences 

between species, and whether this could be applied in the future to more specific research into 

species differentiation. 
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4.1 Introduction 

The ability to differentiate between species, specifically in meat products has dominated 

the research world in recent years. Fraudulent behaviour such as mislabelling and hidden 

substitutions has led to the demand of safe and reliable meat products [1]. The 

development of technology to differentiate between species began with enzyme-linked 

immunosorbent assay (ELISA) and polymerase chain reaction (PCR) techniques. ELISA 

is commonly used to measure antibodies, antigens, proteins and glycoproteins in a variety 

of biological samples. It is known to be the most commonly used immunoassay for 

biomarker detection [2]. PCR is used to amplify small segments of DNA quickly and 

accurately making it a highly sensitive method, though limited to the detection of DNA 

and RNA. In 1992, a technique called the immuno-PCR was developed, combining the 

power of PCR and versatility of ELISA [3]. In the early 2000’s, a significant amount of 

research into species differentiation was conducted using ELISA [4, 5] and PCR [6-8]. 

A sudden influx of proteomics introduced the potential of using mass spectrometry for 

species differentiation by the separation of complex protein mixtures [9-11]. Following 

the recent food fraud scandals in 2013 where food products advertised as beef were found 

to contain undeclared horse meat, Montowska [12-14] introduced a proteomic method 

that could differentiate between species of meat in both raw and processed foods. 

Following this, an abundance of studies were carried out to identify unique markers that 

could be used as species specific markers [15-18].  

In recent years, the ever-increasing interest in non-targeted metabonomic analyses has led 

to a spike in the use of these methods for species differentiation. Whilst food fraud is still 

a rapidly growing field, researchers have branched out to investigate species 

differentiation in other areas such as plants [19-21], bacteria [22], lipids [23] and fish [24, 
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25]. The most recent study by Man [26] in 2021 utilised non-targeted metabonomic 

analysis to identify the geographical location of beef samples due to growing concerns of 

fraud based on the provenance and production methods. The chemical profile of beef 

contained 24 metabolites that could differentiate between beef samples from different 

origins (USA, Australia, and Hong Kong), and 7 metabolites that could differentiate 

samples taken from organic farms as opposed to other farms in Australia. Their ability to 

do this reflects how successful metabonomic analyses are at creating chemical profiles 

that can be differentiated, even when the differences are incredibly small. 

The use of targeted and non-targeted metabonomic analyses has also grown in popularity 

due to the rise in concern about the contamination of ground water and natural bodies of 

water. The majority of research into the contamination of our waters is focused on 

targeted methods; using routine analysis methods for monitoring and screening known 

compounds. These include pesticides, pharmaceuticals, microorganisms, organometallic 

species, arsenic, and tin [27-29]. Concerns lie in the pharmaceutical industry, where large 

quantities of antibiotics are suspected to be contaminating the water supply. Targeted LC-

MS is routinely used to detect these known compounds, quantify and assess the level of 

risk [30-32]. This is also a concern in the farming industry, as the effects of using antibiotics 

in dairy and meat farming are being exposed [33, 34] . 

While routine targeted analyses are still carried out, a new focus on non-targeted analysis 

is emerging due to the alarming rise in new contaminants not previously identified [35, 

36]. Examples of these include hormones, perfluroinated compounds, flame retardants, 

plasticisers, personal care products, impurities from commercial formulations, 

surfactants, drugs of abuse and leachate from remains [37]. One relevant example for the 

work carried out in this chapter is the investigation on the effects of animal burial sites on 
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the groundwater quality. There are strict rules that need to be followed for the disposal 

of animals. The majority of animal producers believe that the easiest way for them to 

dispose of their animals is on-farm burial to limit the costs [38]. This work began as 

targeted analysis in the 1990’s primarily on poultry, looking at compounds that may 

contaminate the ground water such as ammonia, nitrate, chlorate, and faecal pathogens 

[39-41]. Recently, the development of technology and increased knowledge of the 

decomposition process has allowed more detailed investigations into the effects of carcass 

leachates on the groundwater quality [42-45]. 

In 2016, Lim [46] used GC-MS to investigate the possibility of using fatty acid profiles of 

decomposing carcasses to identify any contamination in the surrounding groundwater. 

Arachidonic acid was named as a potential marker for the contamination of groundwater 

from decomposing carcasses. Similarly, in 2013 Choi [47] used LC-MS to investigate the 

behaviour of a selection of amino acids between livestock wastewater and carcass 

leachates. They discovered that the average amino acid concentration in carcass leachates 

was 300 times higher than in livestock wastewater. The combination of both studies 

strongly suggests the potential of using leachates from a decomposing carcass to provide 

a chemical signature of decomposition. 

The literature discussed highlights the need for further research into the analysis of non-

volatile compounds associated with decomposition. This work aims to investigate 

whether a preliminary metabonomic approach can yield biomarkers that differentiate 

between species decomposing in water, and if they can be monitored over time. 
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4.2 Methods and materials 

4.2.1 Experimental method 

4.2.1.1 Materials 

Methanol (HPLC grade), formic acid, activated charcoal, C18 Hypersil Gold column and 

a reference mass solution consisting of purine (m/z 121.0509) and hexakis (1H, 1H, 3H- 

tetrafluropropoxy)phosphazine (m/z 922.0098) were purchased from Fisher Scientific 

(Loughborough UK) and ultra-pure water (18.2 MΩ) was purified using a Purelab Option-

Q system by Veolia Water (Saint Maurice, France). 60 L heavy duty storage boxes were 

purchased from Key Manutan Group Industrial Commercial Equipment (Dorset, UK). 

Intact rabbit carcasses were purchased from Livefood UK Ltd (Somerset UK), and intact 

duck carcasses purchased from Glasfryn (Wales, UK). 

 

4.2.1.2. Experimental setup 

A total of three rabbit and three duck carcasses were placed in separate 60 L boxes along 

with three control boxes. Two holes were drilled into the lids of each box to allow airflow 

and insect activity. Each box was filled with 40 L of water from a single source and placed 

outside. Temperature probes were used to monitor the temperature of the water and the 

air every 15 minutes.  

Experiment 1 ran for eight weeks from July to September, while Experiment 2 ran for 

eight weeks from January to March. Each week, a total of 9 samples were taken: 3 control 

water samples, 3 samples from the boxes containing rabbit remains and 3 samples from 

the boxes containing duck remains. In this particular experiment, only samples from week 
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01, 3 and 7 were analysed to limit analysis time in order to minimise the risk of 

instrumental drift. As the aim of the experiment was to investigate whether it is possible 

to detect chemical changes over time in the water, a sample from the beginning, middle 

and end of the experiment was sufficient to achieve proof of concept. In total 54 samples 

(3 treatments at 3 time intervals with 3 replicates each in summer and winter conditions) 

were analysed. 

 

4.2.1.3 Sample collection and preparation 

At weeks 01, 3 and 7, 1 L of water was removed from each box into a Duran bottle, and 

filtered through an SPE cartridge with an activated charcoal phase on the same day. 1 ml 

of methanol was used to elute the sample, followed by the addition of 1 ml of ultrapure 

water to create a 50:50 MeOH:H2O solution. All samples were placed in an Eppendorf 

tube and centrifuged for 10 minutes at 16100 rcf to remove any particulates, then stored 

in a freezer at -25ºC prior to analysis. 

 

4.2.1.4 Solid phase extraction (SPE) 

Solid phase extraction was carried out exactly as described in Chapter 3, Section 3.2.2.3. 

 

 

 

1The sample labelled at week 0 was taken two days into the experiment. This sample will be referred 

to as ‘Week 0’ for the duration of the experiment. 
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4.2.2 Instrumental setup 

4.2.2.1 Quality control 

This work was carried out exactly as described in Chapter 3, Section 3.2.3.1. 

4.2.2.2 Chromatographic parameters 

This work was carried out exactly as described in Chapter 3, Section 3.3.5.2. 

4.2.2.3 Mass spectrometry parameters 

This work was carried out exactly as described in Chapter 3, Section 3.2.3.3. 

4.2.3 Data pre-processing  

This work was carried out exactly as described in Chapter 3, Section 3.2.4. 

  

4.2.4 Data analysis and statistical analysis 

This work was carried out exactly as described in Chapter 3, Section 3.2.5. 

 

The data analysis workflow for this experiment is shown in Figure 4.1.  
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Figure 4.1: Diagram showing the data analysis workflow used in this non-targeted analysis. 
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4.2.5 Identification of markers 

Agilent Technologies’ Masshunter Qualitative Analysis software was used for identification 

of features. It produced a predicted molecular formula for each compound based on the 

monoisotopic mass, abundances and peak spacing within the mass spectra. It also 

produced a probability score for each compound, based on how close the isotope 

abundance ratios in the sample mass spectrum match those expected from the predicted 

formula given [48]. The compounds that were assigned a predicted formula were 

searched on METLIN. The mass spectra of the sample and the mass spectra of the 

suspected compound available on the METLIN database were compared. A full 

identification was confirmed using a chemical standard analysed in MS/MS mode along 

with the original sample. The targeted analysis was set to the m/z of the chemical standard 

along with the retention time of the tentatively identified marker. A mass range of m/z 

100-1000 was used. The chromatogram produced would only show if that particular ion 

was present at the specified retention time. A collision energy of 10 V, 20 V and 40 V was 

used. The MS spectra for the sample and the standard were compared to confirm the 

identity of the marker. 
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4.3 Results and discussion 

4.3.1 Temperature 

An important focus of this experiment was to investigate the effects of temperature on a 

decomposing carcass in water, and its influence on the chemical signature of the water. 

The temperature was monitored continuously during the summer and winter 

experiments. Figure 4.2 shows the average temperature fluctuation including the highest 

and lowest temperature each week. This graph represents the typical trends expected for 

this climate, specifically the significant drop in temperature during the winter months. It 

is important to note that fluctuation between the highest and lowest temperatures each 

week is high during the summer experiment. This suggests that there are more erratic 

changes in temperatures during the summer months. 

 

 

Figure 4.2: Graph showing the average change in temperature over a 9-week period during the 

summer and winter experiments. The bars represent the highest and lowest temperature each week. 
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4.3.2 Differences in the metabolite profiles of two species 

decomposing in water during the summer months. 

 

4.3.2.1 The physical changes visible during the decomposition of two 

species in water during the summer months. 

 

It was important to record observations of the physical changes as a result of 

decomposition during the experiment, allowing a comparison to the chemical changes 

that influence the water chemistry. Identifying a specific group of compounds leaching 

into the water at certain ‘stages’ of decomposition could lead to valuable insight on the 

use of non-volatile compounds leaching into the water to differentiate between species.  

Figure 4.3 presents the images of both rabbit and duck carcasses following 0 days of 

decomposition in water. 
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Figure 4.3: Images of 3 rabbit and 3 duck carcasses in water following 0 days of decomposition in  

summer conditions. 

 

 

Each carcass had floated to the surface of the water on the first day of submersion. No 

insect activity or other visual signs of decomposition were showing. Insect activity began 

on day 2, quickly increasing each day. There seemed to be more insects surrounding the 

rabbit boxes. On the sixth day, all rabbits showed bloating on the abdomen along with 

slight skin slippage. The water had turned a pale yellow colour, and insect activity was 

prevalent in every box.  
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A week after submersion (Figure 4.4), eggs laid by the flies were hatching and colonising 

all three rabbit carcasses and two of the ducks. The water began to turn a brown-yellow 

colour, with a strong odour when standing above them. 

 

 

 

Figure 4.4: Images of 3 rabbit and 3 duck carcasses in water following 1 week of decomposition in 

summer conditions. 
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On the ninth day of the experiment (Figure 4.5), maggots had colonised all decomposing 

carrion. Insect activity was rapidly increasing, resulting in a layer of foam surrounding 

the maggots on day 9. The rabbit carcass’ internal organs were now visible. 

 

 

(A)                                                                                 (B)                                                                 

 

Figure 4.5: Images showing the foam increasing around the maggots on a rabbit sample in box 7 

on day 8 (A) and day 9 (B) in summer conditions. 
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Figure 4.6 shows the images following exactly two weeks of decomposition in water. 

Insect activity had ceased, resulting in a large number of deceased maggots floating in the 

water. Some skeletisation was visible on both duck and rabbit carcasses. The water was 

still a brown-yellow colour, and a strong odour was present even when standing 5 m 

away from the boxes. 

 

 

Figure 4.6: Images of 3 rabbit and 3 duck carcasses in water following 2 weeks of decomposition in 

summer conditions. 
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Following 3 weeks of decomposition in water, Figure 4.7 shows that the rabbit carcasses 

were beginning to sink to the bottom of the box, while the duck carcasses were still 

exposed at the surface. A thin coating of film formed on the surface of the water from 

boxes containing rabbit.  

 

 

 

Figure 4.7: Images of 3 rabbit and 3 duck carcasses in water following 3 weeks of decomposition in 

summer conditions. 
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After 4 weeks of decomposing in water, Figure 4.8 shows the rabbit carcasses had sunk to 

the bottom of the box. Two of the duck carcasses were beginning to sink, while the third 

had already sunk. By day 30, all carcasses had sunk to the bottom of the box, with a thick 

film coating the surface of the water. The water stayed a yellow-brown colour 

accompanied by a pungent smell until the experiment came to an end. There were no 

further visible changes observed. 

 

 

 

Figure 4.8: Images of 3 rabbit and duck carcasses in water following 4 weeks of decomposition in 

summer conditions. 
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4.3.2.2 QC analysis 

The chromatograms in Figure 4.9 show QC samples 1-11. QC samples 1-5 show a slightly 

higher baseline while conditioning the column, however the QC samples remain stable 

throughout the rest of the analysis. QC7 is labelled green on the chromatogram due to an 

anomaly between 23-30 minutes. Minor variation in retention time is also seen after the 

first 20 minutes of the analysis. 

 

Figure 4.9: Total ion chromatograms of 11 QC samples throughout the analytical run for water 

samples taken from both summer and winter experiments. 

 

 
Due to the slight variability identified within the QC samples, Table 4.1 looks specifically 

at the amount of variance in the peak area and retention times, and whether they fall 

within the accepted limit for non-targeted analysis. 
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Table 4.1: Variability of peak area (A) and retention time (B) from 6 selected peaks in the QC 

samples during the analytical sequence for water samples taken from both summer and winter 

experiments. 

 

 

Table 4.1 presents the coefficient of variance (CV) value for six peaks selected from the 

chromatograms. The highest CV value for the peak area is 11%, and 0.47% for the 

retention time. These values are well under the accepted value for variance in non-

targeted analyses, which is 30%. This confirms that this analytical sequence has provided 

reliable and robust data for further analysis. 

 

 



Chapter 4 
 

 

144 

4.3.3.3 Metabolic profiling 

The chromatograms in Figure 4.10 look at the chemical changes happening in water 

containing decomposing rabbit at week 0, 3 and 7 of the experiment. A dramatic change 

in the metabolic profile of the water over time gives an initial insight into the numerous 

chemical processes happening here. The peak intensities and overall number of peaks are 

very low in samples taken after 0 weeks of decomposition in water, however, this was 

expected in the very early stages of decomposition. At week 3, the chromatogram shows 

an increase in the number of peaks, those specifically with higher peak intensities between 

30–40 minutes. This was also the case for samples taken at week 7, with an increase in 

peak intensities throughout and additional peaks appearing for the first time between 10-

15 minutes.  

 

Figure 4.10: Example total ion chromatogram (TIC) of water samples containing a decomposing 

rabbit carcass at week 0, 3 and 7 of the summer experiment. 
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Figure 4.11: Example total ion chromatogram (TIC) of water samples containing a decomposing 

duck carcass at week 0, 3 and 7 of the summer experiment. 

 

Figure 4.11 presents the chromatograms of water samples taken at week 0,3 and 7 from 

boxes containing duck. The chromatograms show a very small number of peaks at week 

0, followed by a dramatic increase in the number of peaks and their intensities after 3 

weeks and furthermore after 7 weeks of decomposition. This pattern is similar to what 

was found in the boxes containing rabbit. 

The chromatograms for both rabbit and duck carcasses decomposing in water over time 

show very similar peak patterns, suggesting that a similar class of compounds are 

produced and leaching into the water. However, there are also individual characteristics 

to each species that indicate the potential of being able to differentiate between mammals 

and birds. 
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4.3.3.4 Multivariate analysis 

The PCA scores plot in Figure 4.12 shows the separation between water samples from 

boxes containing rabbit at week 0, 3 and 7, accompanied by a control sample. The QC 

samples are tightly clustered in the centre of the plot, indicating minimal instrumental 

effects. The control samples and samples at week 0 are clustered together and 

overlapping, suggesting similarities in their chemical profiles. The samples from weeks 3 

and 7 are separated well across the plot. The distance between each of the three time 

points is further apart than the spread of the QC samples, highlighting that these 

differences are likely to be genuine, and not from any instrumental influences.  

 

 

 

Figure 4.12: PCA scores plot of PC2 (19.92%) and PC3 (7.90%) for water samples containing a 

decomposing rabbit carcass at week 0, 3 and 7 of the summer experiment. 
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Figure 4.13: PCA scores plot of PC4 (4.28%) and PC5 (2.11%) for water samples containing a 

decomposing duck carcass at week 0, 3 and 7 of the summer experiment. 

 

 

The PCA scores plot in Figure 4.13 represents water samples taken from boxes containing 

duck. The QC samples are clustered toward the middle of the plot, and the control 

samples are also clustered with only a small overlap into samples from week 0. The 

samples from each time point can be grouped together, with good separation between 

them on the plot. Although the samples from week 0 and 3 are not as well separated as 

those in the rabbit sample, there is good separation between weeks 3 and 7, where the 

distance between them is further than the spread of the QC samples. Statistical analysis 

was conducted to look at which compounds were causing these separations on the plot. 
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4.3.3.5 Statistical analysis 

The total number of features detected in the water samples through XCMS online was 

5491. All features with a CV value of 30% or more were removed, with 3975 remaining. 

Statistical analysis was performed on water samples from boxes with both rabbit and 

duck carcasses. 94 compounds were found showing significant differences over time in 

the water from rabbit boxes, and 105 from duck boxes. Of these markers, 9 of them were 

present in samples from both species. A summary of these markers is shown below in 

Table 4.2. Each marker in the table has been assigned a predicted formula and a score that 

reflects the confidence of that assignment, with high scores showing for the majority of 

the markers. Table 4.3 investigates where these significant differences lie between each 

time interval, which will show if the patterns between species are varied, or similar. 

 

Table 4.2: Summary of the 9 markers that show significant differences over time of water samples 

taken from both rabbit and duck decomposition during the summer. 
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Table 4.3: Table showing where the significant differences lie between time intervals, in the 9 

markers identified in both rabbit and duck water samples. 

 

 

The table above shows us that the majority of the significant differences lie in the water 

samples between 3-7 weeks of rabbit decomposing in water, while only few were 

significantly different in boxes containing duck. This reflects the results obtained in 

multivariate analysis, where samples from boxes containing duck were less separated on 

the PCA plot than rabbit. Additionally, the observations carried out on the physical 

characteristics of decomposition emphasise that there are more drastic changes 

happening to the colour of the water, the smell surrounding the area and an increase in 

insect activity in the boxes containing rabbit, compared to those containing ducks. 

 The fact that only 9 markers were found showing significant differences over time in 

samples from both species highlights the complexity if the metabolic processes happening 

during decomposition. Investigating each time point in detail could reveal which 

compounds show differences between species, and their relevance to the decomposition 

process. 

 

 



Chapter 4 
 

 

150 

4.3.3.6 Metabolic profiling of week 0 

Figure 4.14 shows the chromatograms of water samples taken from boxes containing both 

rabbit and duck, following 0 weeks of decomposition in water. It is important to note that 

these particular samples were taken on day 2. The number of peaks overall in both 

samples are limited, however this was expected due to the samples being taken in the 

early stages of decomposition. Whilst the majority of the chromatograms look similar, 

peak patterns between 5-15 minutes are different. Various peaks are present in the water 

sample from duck, whilst only one peak of higher intensity appears from rabbit.  

 

 

Figure 4.14: Example total ion chromatograms (TIC) of water samples taken after 0 weeks of 

decomposition in water during the summer. 
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4.3.3.7 Multivariate analysis of week 0 

The PCA scores plot in Figure 4.15 reflects the results obtained from the previous 

chromatograms at week 0. Water samples from the control box, and those from rabbit and 

duck boxes are clustered together on the plot. It is still possible to group the samples into 

each sample group, however, decomposition has not influenced the water chemistry 

enough to show major separation between species. 

For example, during the fresh stage of decomposition the carcass is likely to be intact, 

with limited insect activity and any chemical decomposition will be happening inside. 

There are very limited visual differences between species at this stage, it is often important 

to dig deeper into the data to investigate the full effects of these complex processes. 

 

 

 

Figure 4.15: PCA scores plot of PC2 (6.60%) and PC3 (2.71%) for water samples taken after 0 

weeks of decomposition in water during the summer. 
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4.3.3.8 Statistical analysis of week 0 

Statistical analysis was performed to investigate any significant differences between 

species following 0 weeks of decomposition. 144 markers were significantly different with 

a p-value of below 0.05, while 31 markers were significantly different with a p-value of 

below 0.01. Of these markers, 58% of them had a m/z under 400, while 42% had a m/z over 

400. This shows that the balance between the smaller and larger compounds are 

reasonably equal at this time point. Table 4.4 presents the top 20 markers that were 

significantly different between species and shown to be the most robust and reliable. 

 

Table 4.4: Summary of the top 20 compounds that show significant differences between species 

after 0 weeks of decomposition in water. 



Chapter 4 
 

 

153 

The average m/z of the top 20 compounds showing significant differences is 434.55, which 

was to be expected as the larger compounds may not have broken down yet. Figure 4.16 

presents six markers chosen due to the substantial differences in peak area between each 

species.  The majority of the markers are dominant in the rabbit samples with much higher 

peak areas than those appearing in the duck samples. It was unexpected to discover such 

a large number of compounds revealing differences between species at such an early stage 

of the experiment. 

 

 

 

Figure 4.16: Graph showing the peak area of six markers identified as significantly different 

between species after 0 weeks of decomposition. The error bars represent ±1 standard deviation. 
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4.3.3.9 Metabolic profiling of week 3 

Figure 4.17 shows the chromatograms of water samples taken from boxes containing 

rabbit and duck at week 3 of the experiment. The chromatograms show an increase in the 

number of peaks and their intensities compared to week 0. Overall, both chromatograms 

show some similarities and differences in their peak patterns. The chromatogram 

produced from the rabbit sample has higher peak intensities (with the exception between 

33 to 37 minutes), and additional peaks that are not present in the duck sample 

chromatogram between 7-22 minutes. 

 

 

Figure 4.17: Example total ion chromatograms (TIC) of water samples taken after 3 weeks of 

decomposition in water during the summer. 
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4.3.3.10 Multivariate analysis of week 3 

The PCA scores plot in Figure 4.18 shows the separation between the control sample, 

water from a rabbit box, and from a duck box at week 3. The QC samples are clustered in 

the middle of the plot, and the control samples are clustered tightly together to the right. 

Separation between species after 3 weeks of decomposition in water has improved from 

week 0. The sample groups are clearly separated and have moved away from the control 

samples. Although the distance between each sample group is not further than the spread 

of the QC’s, there is now visible separation between species. It is also important to note 

that there is some spread within the sample groups, highlighting that there is even 

variation between carcasses exposed to the same conditions. The separation between the 

control samples and the rabbit boxes is further than the spread of the QC samples, 

suggesting that the chemical profile of the water is noticeably different between them. 

 

 

Figure 4.18: PCA scores plot of PC2 (16.53%) and PC3 (8.93%) for water samples taken after 3 

weeks of decomposition in water during the summer. 
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4.3.3.11 Statistical analysis of week 3 

334 markers were significantly different with a p-value of below 0.05, while 129 markers 

were significantly different with a p-value of below 0.01. Of these markers, 57% had a m/z 

under 400, while 43% had a m/z over 400. These results show that there are around three 

times more significant markers detected following three weeks of decomposition, 

compared to 0 weeks, however a relatively equal distribution of m/z. Table 4.5 presents 

the top 20 markers that show significant differences between species following three 

weeks of decomposition in water. 

 

Table 4.5: Summary of the top 20 compounds that show significant differences between species 

after 3 weeks of decomposition in water. 
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It is important to note the the p-values for the markers found at week 3 are much smaller 

overall than those calculated at week 0. Therefore even though signficant differences were 

found at the very beginning of the experiment, they are now showing more significance 

after three weeks. The average m/z here is 266.39. This suggest that there was a decline in 

the average size of the compounds leaching out from the decomposing carcass. 

Figure 4.19 presents six markers chosen due to the substantial differences in peak area 

between each species. Similar to week 0, the peak areas of markers dominating the rabbit 

sample are remarkably higher than those appearing in the duck sample. 

 

Figure 4.19: Graph showing the peak area of six markers identified as significantly different 

between species after 3 weeks of decomposition. The error bars represent ±1 standard deviation. 
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4.3.3.12 Metabolic profiling of week 7 

Figure 4.20 presents the overlaid chromatograms of water samples taken after seven 

weeks of decomposition of both rabbit and duck in water. These chromatograms show an 

increase in peak intensities once again, noticeably between 5-15 minutes, reflecting the 

heightened detection of smaller compounds as a result of the breakdown of larger 

compounds. Both species now show a variety of peak patterns throughout the 

chromatogram, including peaks which were not present at previous time points. Some of 

these peaks have higher peak intensities in the rabbit sample, and others in the duck 

sample. This not only highlights the increase in the abundance of compounds in the water 

but also the continuous change of the chemical signature of the water, unique to each 

species. 

 

 

Figure 4.20: Example total ion chromatograms (TIC) of water samples taken after 7 weeks of 

decomposition in water during the summer. 
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4.3.3.13 Multivariate analysis of week 7 

Figure 4.21 shows the PCA scores plot that includes the control sample, water from boxes 

containing rabbit and those containing duck after 7 weeks of decomposition. The QC 

samples are clustered together on the plot. There is very good separation between species, 

with both species also clearly separated from the control samples. The separation is 

further than the spread of the QC samples, demonstrating that the results are not caused 

by instrumental effects, but the chemical signature of the water.  

 

 

 

Figure 4.21: PCA scores plot of PC3 (7.79%) and PC5 (3.29%) for water samples taken after 7 

weeks of decomposition in water during the summer. 

 

It is important to note that although there is separation between species, there is also 

variation within each sample group. The spread of the three replicates for both rabbit and 

duck are significant when comparing to the control samples that are clustered together. 

When looking at the images in Figure 4.8, it is clear that there are noticeable physical 
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differences between the three replicate carcasses in each condition. While there are clear 

differences between the metabolic profiles of the two species, there is also natural 

variation within species exposed to the same conditions. This shows that even small 

physical differences can create substantial chemical differences. This is reflected in the 

majority of the PCA scores plots produced using data from the summer experiment. 

When comparing the results from the analysis to the observations conducted throughout, 

it is important to note that there is also variation in the physical changes during 

decomposition within the three replicates for both species. This strongly suggests that it 

is possible to link physical attributed of decomposition to patterns emerging from 

chemical analysis. 

However, the unmistakeable differences between species highlights the success of the 

method’s ability to find differences in the chemical signature of the water. Further 

statistical analysis was carried out to identify the specific markers responsible for the 

separation. 
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4.3.3.14 Statistical analysis of week 7 

720 markers were significantly different with a p-value of below 0.05, while 202 markers 

were significantly different with a p-value of below 0.01. Of these markers, 37% had a m/z 

under 400, while 63% had a m/z over 400. An important factor when looking at these 

significant markers is that there are no similarities between the top 20 markers from each 

time point, however, the markers identified in week 0 and 7 seem to include compounds 

with larger m/z in comparison to week 3. Table 4.6 presents the top 20 markers that show 

significant differences between species following seven weeks of decomposition in water. 

 

Table 4.6: Summary of the top 20 compounds that show significant differences between species 

after 7 weeks of decomposition in water. 
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The average m/z in the top 20 compounds showing significant differences between species 

following 7 weeks of decomposition in water was 469.25. This shows that the average size 

of these markers was increasing. The p-values are still showing strong significant 

differences between species, especially in comparison to those presented at week 0. This 

implies that the longer the carcasses are left to decompose in water, the more pronounced 

the differences between their chemical profiles become. 

This result is reflected in Figure 4.22, where the difference in peak areas between species 

is clear. At previous time points, the peak areas for a marker more prominent in duck 

boxes is relatively small in comparison to those found in rabbit boxes, however, we can 

see a slight increase in these peak areas at week 7. This could be as a result of the 

hydrophobic coating on the duck’s feathers, protecting the inner tissue and preventing 

any leaching from the carcass, which over time becomes less effective. 

 

 

Figure 4.22: Graph showing the peak area of six markers identified as significantly different 

between species after 7 weeks of decomposition. The error bars represent ±1 standard deviation. 
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4.3.3.15 Identification of markers 

A compound with the m/z 103.0524 was assigned a mass of interest following statistical 

analysis. This ion has shown significant differences between species after three and seven 

weeks of decomposition. Table 4.7 shows the tentative identification of this marker as 

cadaverine using METLIN.  The peak areas in the bar chart of Figure 4.23 suggest that 

there is a higher prevalence of this marker in the boxes containing rabbit, however there 

is also an increase in the peak area of this marker in the box containing duck at the seventh 

week of decomposition. The control sample shows no change throughout the analysis. 

 
Table 4.7: Summary of the marker m/z 103.0524, tentatively identified as cadaverine. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.23: Bar chart showing the change in abundance over time of m/z 103.0524 tentatively 

identified as cadaverine during the summer months. The error bars represent ±1 standard 

deviation. 
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To confirm the identification of cadaverine, a cadaverine standard was analysed 

alongside a sample from the three time points from the boxes containing rabbit. Figure 

4.24 shows the mass spectra for the cadaverine standard and a sample from week 3 and 7 

at a collision energy of 20 V. The fragmentation patterns are similar between all samples. 

 

 

 

Figure 4.24: A comparison of mass spectra at 20 V collision energy between a cadaverine standard 

and a sample from a box containing rabbit at weeks 3 and 7. 
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Figure 4.25 shows the mass spectra for the cadaverine standard and a sample from week 

3 and 7 at a collision energy of 40 V. The fragment peaks from the samples at a collision 

energy of 40 V also match those from the cadaverine standard, confirming that the 

compound m/z 103.0524 can be identified as cadaverine. 

 

 

Figure 4.25: A comparison of mass spectra at 40 V collision energy between a cadaverine standard 

and a sample from a box containing rabbit at weeks 3 and 7. 
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A compound with the m/z 114.0636 was also identified as a mass of interest. Although it 

does not appear in the top 20 compounds showing significant differences between 

species, it dominated the sample at week 0 with a strong peak at around 1.4 minutes on 

the chromatogram. Table 4.8 shows the tentative identification of this compound.  

Figure 4.26 shows that even at the very early stages of decomposition, this compound was 

discovered predominately in the box containing rabbit, with the peak area dramatically 

decreasing by the third week of decomposition. In contrast, samples taken from the box 

containing duck only seem to show a very small increase in peak area after three weeks 

of decomposition. 

 
Table 4.8: Summary of the marker m/z 114.0636, tentatively identified as creatinine. 

 

 

Figure 4.26: Bar chart showing the change in abundance over time of m/z 114.0636 tentatively 

identified as creatinine during the summer months. The error bars represent ±1 standard deviation. 
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To confirm the identification of creatinine, a creatinine standard was analysed alongside 

a sample from all three time points from the boxes containing rabbit. Figure 4.27 shows 

the mass spectra for the creatinine standard and a sample from week 0 and 3 at a collision 

energy of 20 V. The mass spectra for each sample and the creatinine standard show a high 

number of matching fragment peaks. 

 

 
Figure 4.27: A comparison of mass spectra at 20 V collision energy between a creatinine standard 

and a sample from a box containing rabbit at weeks 0 and 3. 

 

Figure 4.28 shows the mass spectra for the creatinine standard and a sample from week 0 

and 3 at a collision energy of 40 V. The fragmentation patterns of the standard and each 

sample match at a collision energy of 40 V. As a result, it can be confirmed that the 

compound m/z 114.0636 is creatinine. 
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Figure 4.28: A comparison of mass spectra at 40 V collision energy between a creatinine standard 

and a sample from a box containing rabbit at weeks 0 and 3. 
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A third compound with the m/z 132.1012 was tentatively identified as leucine. This 

compound was present in both rabbit and duck samples at all three time points (Figure 

4.29). Table 4.9 shows the tentative identification of leucine. Amino acids are known as 

the building blocks of proteins, which themselves make up around 75% of the body, 

therefore this compound is ubiquitous in nature. Consequently, amino acids such as 

leucine would not be used as species specific markers. An abundance of amino acids is 

produced during decomposition, therefore being able to identify the patterns of specific 

amino acids appearing in water over time could give insight into whether certain amino 

acids are present at specific time points during decomposition in future studies. 

 
Table 4.9: Summary of the marker m/z 132.1012, tentatively identified as leucine. 

 

Figure 4.29: Bar chart showing the change in abundance over time of m/z 132.1012 tentatively 

identified as leucine during the summer months. The error bars represent ±1 standard deviation. 
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To confirm the identification of leucine, a leucine standard was analysed alongside a 

sample all three time points from the boxes containing rabbit. Figure 4.30 shows the mass 

spectra for the leucine standard and a sample from all three time points at a collision 

energy of 20 V. Each sample shows an excellent match to the fragmentation pattern of the 

leucine standard.  

 

Figure 4.30: A comparison of mass spectra at 20 V collision energy between a leucine standard and 

a sample from a box containing rabbit at weeks 0, 3 and 7. 
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Figure 4.31 shows the mass spectra for the leucine standard and a sample from all three 

time points at a collision energy of 40 V. The fragmentation patterns of the standard and 

all samples are a very good match. As a result, it can be confirmed that the compound m/z 

132.1012 is leucine. 

 

 

Figure 4.31: A comparison of mass spectra at 40 V collision energy between a leucine standard and 

a sample from a box containing rabbit at weeks 0, 3 and 7. 
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4.3.3.16 Monitoring of markers 

Each compound successfully identified with the use of standards was investigated further 

to monitor their progression throughout the whole experiment. Samples from boxes 

containing rabbit at week 0 through to week 8 were analysed using the same instrumental 

conditions and method. The same was also done for boxes containing duck2. 

A PCA analysis was initially carried out to observe the progression of the chemical 

signature of the water throughout the entire experiment. Figure 4.32 shows the PCA 

scores plot of water samples taken from boxes containing rabbit from week 0 to 8. The QC 

samples are clustered in the middle of the plot. Samples from each time point are grouped 

tightly together and show excellent separation throughout the plot, however, samples 

taken from week 0 and week 1 show poorer separation. The separation between the 

remaining time points are further apart than the spread of the QC samples, signifying that 

the results are genuine and not due to any instrument effects.  

 

 

 

 

 

 

 

 

 

2This analysis was performed 1 year after the original analysis of these samples. The instrument 

also received a full service accompanied by part replacements to improve its performance during 

this time. As a result, it is not appropriate to directly compare the data to previous data collected 

at these time intervals due to the impact on retention, separation and quality of the sample. This 

analysis will stand alone. 
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Figure 4.32: PCA scores plot of PC1 (83.18%) and PC2 (6.72%) for water samples from boxes 

containing rabbit taken every week from week 0 to 8 of decomposition in water during the summer. 

 

Figure 4.33 shows the PCA scores plot of water samples taken from boxes containing duck 

from week 0 to 8. This PCA plot shows a very similar pattern to that presented for rabbit 

samples. The QC samples are clustered together, showing minimal instrumental drift. The 

samples from each time point are grouped well together, with excellent separation 

between each sample groups. Similar to the previous PCA plot, there is poorer separation 

between week 0 and week 1, suggesting again that there are only very small changes to 

the water chemistry at the very early stages of decomposition. However, itis still possible 

to group them together to show they are two separate time points.  
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Figure 4.33: PCA score plot of PC1 (87.80%) and PC2 (9.06%) for water samples from boxes 

containing duck taken every week from week 0 to 8 of decomposition in water during the summer. 

 

Once it was confirmed that there were impactful changes in the water chemistry over 

time, each successfully identified marker was monitored from week 0 to 8. 
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Cadaverine 

Figure 4.34 monitors the progression of cadaverine over 8 weeks in water containing a 

decomposing rabbit, and duck. The behaviour of this compound seems to follow a similar 

pattern in both species, with a steady increase in peak area reaching its highest point in 

week 6. It is important to note that the overall peak area for cadaverine is much higher in 

the rabbit sample throughout the experiment.  

 

 

 

Figure 4.34: Graph monitoring the peak area of cadaverine over eight weeks during the summer 

months taken from boxes containing rabbit and duck carcasses. The error bars represent ±1 

standard deviation. 
 

 

 

Cadaverine is an organic compound known as a diamine, first described in 1885 by 

Ludwig Brieger, a physician from Berlin [49].  It is a colourless syrupy liquid with a very 

unpleasant odour. The structure of cadaverine is shown in Figure 4.35. 
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Figure 4.35: Structure of Cadaverine. 

 

 

Cadaverine is most commonly formed during the putrefaction of animal tissue by the 

bacterial decarboxylation of lysine during protein hydrolysis [50]. The enzyme lysine 

decarboxylase removes the carboxyl group from the amino acid to form cadaverine [51, 

52]. This is shown in Figure 4.36.  

 

 

 

Figure 4.36: A metabolic pathway showing the dexarboxylation of lysine to form cadaverine. 
 

 
 
Cadaverine and putrescine are two of the most important biogenic amines in the 

chemistry of decomposition, they are toxic diamines that confer the characteristic smell of 

decomposing bodies [50]. Researchers have utilised cadaverine in an attempt to 

characterise decomposition in many ways. Gonzales-Riano [53] looked at the changes in 

quantities of cadaverine in brain tissue using LC-MS and GC-MS. They identified a 

pronounced increase in cadaverine in brain tissue over time.  
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Vass [54] also used GC-MS to investigate a selection of biomarkers discovered in brain, 

heart, liver, kidney and muscle tissue from human remains. Cadaverine remained a 

compound of interest, regardless of its high variability over time.  

More recently, Pelletti [55] also used GC-MS to assess the effectiveness of cadaverine in 

the PMI estimation process. They found a ‘strong’ relationship between cadaverine levels 

and PMI. This illustrates how useful cadaverine could be in the field of forensic 

decomposition, showing that the methods used in this analysis are in fact detecting the 

correct type of compounds. 

 

 

 

Creatinine 

 

Figure 4.37 monitors the progression of creatinine over 8 weeks in water containing a 

decomposing rabbit and duck. In the rabbit sample there seems to be a high abundance 

of creatinine after 1 week of decomposition, followed by a sharp decline. The graph 

illustrates that creatinine is not detectable in the water after three weeks of decomposition. 

On the other hand, the spike in the presence of creatinine in the sample taken from a box 

containing a duck carcass is seen at week 3. This suggests that it has taken significantly 

longer for the marker to leach into the water from the duck carcass, as the compound 

continues to appear in the water until the sixth week of decomposition. This behaviour 

pattern could be as a result of many factors. Creatinine could have very quickly broken 

down into smaller compounds, evaporated from the water, or been overwhelmed by 

other by-products of decomposition leaching into the water. Similar to the results 

presented for cadaverine, the peak area for the rabbit sample is significantly higher than 

the duck sample, with the increase in peak area not visible in the duck sample without 

looking closer into the data. 
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Figure 4.37: Graph monitoring the peak area of creatinine over eight weeks during the summer 

months taken from boxes containing rabbit and duck carcasses. The error bars represent ±1 

standard deviation. 
 

 

Creatinine is a chemical waste product produced by the constant breakdown of creatine 

in muscle. It is transported through the bloodstream into the kidneys and excreted in 

urine [56]. The structure of both compounds is presented in Figure 4.38. 

 

 

 

 

 

 

 

Figure 4.38: The structure of creatine and creatinine. 
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Creatine is a naturally occurring molecule in the body synthesized primarily in the liver, 

kidney and pancreas using three amino acids, glycine, methionine and arginine [57]. It is 

transported through the blood to the muscle, where 95% of the body’s creatine is stored 

[58].  Creatinine is then produced from the natural breakdown of creatine in muscle tissue 

during the release of energy, for example during exercise. Figure 4.39 taken from Wyss 

[56] presents a schematic representation of the metabolism of creatine to creatinine. This 

reaction is a spontaneous, nonezymatic cyclization which is dependent on both pH and 

temperature [56]. 

Research into the use of creatinine to assisit with the chemistry of decomposition is 

lacking, however, the variability of creatinine levels following death is often investigated 

in regards to kidney health [59]. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.39: Representation of the metabolic pathway of creatine and creatinine, taken from Wyss 

[56]. 
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Leucine 

 

Figure 4.40 monitors the progression of leucine over 8 weeks in water containing a 

decomposing rabbit and duck. This marker presents a similar pattern over time in both 

rabbit and duck experimental conditions, with a spike in peak area at week 2, followed 

by another at week 7. Leucine also has a much higher peak area throughout the 

experiment in boxes containing a rabbit carcass, a pattern observed in all three identified 

markers. 

 

 

Figure 4.40: Graph monitoring the peak area of Leucine over eight weeks during the summer 

months taken from boxes containing rabbit and duck carcasses. The error bars represent ±1 

standard deviation. 

 

 
Leucine is a branched chain amino acid, accompanied by isoleucine and valine. It is an 

essential amino acid, therefore it cannot be synthesised, but obtained by protein in the 

diet [60]. The structure of leucine is presented in Figure 4.41.  
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Figure 4.41: Molecular structure of leucine. 

 

 
Protein breakdown is one of the main factors of chemical decomposition. The majority of 

proteins break down via proteolysis to form peptones, polypeptides and amino acids [50]. 

Leucine is naturally present in the liver, adipose tissue and muscle tissue during the early 

stages of decomposition [54]. Further protein degradation in later stages of decomposition 

occurring in the epidermis and muscle protein can also produce leucine [61].  

The results obtained during this experiment reflect the literature surrounding continuous 

protein degradation during decomposition. Monitoring leucine over time showed that 

this compound is continuously leaching into the water, and ever changing throughout the 

experiment. 

As an essential amino acid, leucine is ubiquitous in nature, therefore cannot be considered 

as a species-specific marker alone. The ability to look at the behaviour of these amino 

acids as a group could help reveal their patterns in the chemical signature of the water. 

This could enhance our knowledge of how the water chemistry changes at different stages 

of decomposition. 
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4.3.4 Differences in the metabolite profiles of two species 

decomposing in water during the winter months. 

 

4.3.4.1 The physical changes visible during the decomposition of two 

species in water during the winter months. 

The focus on physical observations during the winter experiment was important to allow 

a comparison to the physical changes happening at the same time points during the 

summer months. It was paramount to understand and integrate the physical and chemical 

differences occurring over time. Figure 4.42 presents the images of both rabbit and duck 

carcasses following 0 days of decomposition in water.  

 

Figure 4.42: Images of 3 rabbit and 3 duck carcasses in water following 0 days of decomposition in 

winter conditions. 
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Each carcass had floated to the surface of the water when initially submerged. There were 

no visual signs of decomposition. After one week of submersion (Figure 4.43), there were 

no obvious changes to the physical appearance of both species, or to the water itself. At 

the same time point in the summer experiment each carcass was colonised with maggots, 

and the water a brown-yellow colour. The drastic contrast between the two experiments 

after only one week shows the effects of temperature on decomposition. 

 

 

 
Figure 4.43: Images of 3 rabbit and 3 duck carcasses in water following 1 week of decomposition in 

winter conditions. 
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Following three weeks of decomposition in water, Figure 4.44 again shows no dramatic 

physical changes, and no sign of any insect activity. The water in the boxes containing 

rabbit has a pale-yellow tint. By the second week of decomposition in the summer 

experiment, the skeletons of both species were visible above the water, surrounded by 

thousands of drowned maggots. This continued into the third week of the experiment, 

whilst in the winter experiment there were still no physical signs of decomposition. 

 

 
Figure 4.44: Images of 3 rabbit and 3 duck carcasses in water following 3 weeks of decomposition 

in winter conditions. 
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After 4 weeks of decomposition in water (Figure 4.45), the experiment still failed to show 

any signs of insect activity, physical changes to the carcasses or smell. There were no 

further changes for the remainder of the experiment. In the summer experiment, after 1 

month the majority of the carcasses had sunk below a brown lipid-like film covering the 

surface of the water, and remained so until the end of the experiment. 

 

 
Figure 4.45: Images of 3 rabbit and duck carcasses in water following 4 weeks of decomposition in 

winter conditions. 
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4.3.4.2 Metabolic Profiling 

The chromatograms in Figure 4.46 and Figure 4.47 look at the changes happening to the 

chemical signature of the water at three time points for both rabbit and duck respectively. 

It is clear that the lack of physical changes during the course of this experiment is reflected 

in the water chemistry, with a distinct reduction in the number of peak and peak 

intensities in all three time points. While there are small changes in each chromatogram 

over time, these are minimal and do not reflect the chemical profiles obtained for the same 

species in the summer experiment. 

 

 
Figure 4.46: Example total ion chromatogram (TIC) of water samples containing a decomposing 

rabbit carcass at week 0, 3 and 7 of the winter experiment. 
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Figure 4.47: Example total ion chromatogram (TIC) of water samples containing a decomposing 

duck carcass at week 0, 3 and 7 of the winter experiment. 

 

Although the metabolic profiles for each species are limited, there are still some 

differences between species, specifically the peak patterns between 3-12 minutes, and 20-

30 minutes.  This shows that even at lower temperatures chemical differences can still be 

visualised. 
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4.3.4.3 Multivariate analysis 

The PCA scores plot in Figure 4.48 presents the samples taken from boxes containing 

rabbit at weeks 0, 3 and 7. The QC samples are clustered together, indicating minimal 

instrumental effects. The control samples and samples at week 0 seem to cluster together, 

implying that their chemical profiles are very similar. There is slight overlap between 

samples from week 3 and 7 on the plot, however they are both separated well from the 

week 0 samples.  

It is interesting to note that although there were limited physical changes during the first 

3 weeks of decomposition during the winter, this PCA plot implies that subtle chemical 

changes were still occurring. This highlights the importance of the chemical analysis of 

decomposition. 

 

 

Figure 4.48: PCA scores plot of PC1 (87.16%) and PC2 (4.34%) for water samples containing a 

decomposing rabbit carcass at week 0, 3 and 7 of the winter experiment. 
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Figure 4.49 represents water samples taken from boxes containing duck at week 0, 3 and 

7 accompanied by a control sample. The QC samples show slight spreading across PC2. 

It is clear that all three time points are overlapping on the plot, showing limited 

separation. The control samples seem to have clustered towards the top of the plot, 

indicating some changes between the control water and the experimental boxes. 

When comparing the progression of the samples over time on the PCA plots here to those 

obtained during the summer experiment (Section 4.3.3.3), it is clear that the separation 

between each time point is poorer in the winter months, however this dramatic difference 

as a result of temperature was expected. 

 

 

 

Figure 4.49: PCA scores plot of PC1 (88.35%) and PC2 (4.44%) for water samples containing a 

decomposing duck carcass at week 0, 3 and 7 of the winter experiment. 
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The PCA scores plots from the summer experiment show excellent separation between 

time points, where the distance between the sample groups are further apart than the 

spread of the QC samples. The fact that the samples from the winter experiment are 

showing separation on the PCA plot to any degree is remarkable considering the low 

temperatures experienced and lack of physical signs of decomposition. These initial visual 

results show promising data that even under cold conditions, this method is still able to 

monitor the chemical signature of the water as it is influenced by decomposition. 

 

 

4.3.4.4 Statistical analysis 

 

The total number of features detected in the water samples through XCMS online was 

5491. All features with a CV value of 30% or more were removed, with 3975 remaining. 

Statistical analysis was performed on water samples from boxes with both rabbit and 

duck carcasses. 20 compounds were found showing significant differences over time in 

the water from rabbit boxes, and 23 from duck boxes. Of these markers, only 1 of them 

were present in samples from both species. A summary of this marker is shown in Table 

4.10. It has been assigned a predicted formula and a score that reflects the confidence of 

that assignment. Table 4.11 investigates where these significant differences lie between 

each time interval. 
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Table 4.10: Summary of the marker that shows significant differences over time of water samples 

taken from both rabbit and duck decomposition during the winter. 

 

 
 

 

Table 4.11: Table showing where the significant differences lie between time intervals for the 

marker identified in both rabbit and duck water samples. 

 

 

 

It is clear from the statistical analysis carried out that there are much fewer potential 

markers that can be monitored over time in both rabbit and duck samples, compared to 

those obtained in the summer experiment. Deeper analysis into each specific time point 

will assess the possibility of species differentiation as a result of decomposition in water 

during winter. 
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4.3.4.5 Metabolic profiling of week 0 

Figure 4.50 shows the chromatograms of water samples taken from boxes containing both 

rabbit and duck after 0 weeks of decomposition. Note that these particular samples were 

taken on day 2 of the experiment. The majority of the chromatogram looks similar 

between species, however there are two peaks that are clearly only present in the rabbit 

sample at 4.5 minutes and 22.5 minutes, m/z 100.0764 and m/z 125.9891 respectively.  These 

chromatograms are similar to those obtained during the summer experiment, reflecting 

the early stage of the experiment. 

 

 

Figure 4.50: Example total ion chromatograms (TIC) of water samples taken after 0 weeks of 

decomposition in water during the winter. 
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4.3.4.6 Multivariate analysis of week 0 

Figure 4.51 presents the PCA scores plot of samples from both species accompanied by a 

control at week 0. The QC samples are clustered well together. Water samples from the 

control, rabbit and duck boxes are also clustered together towards the lower end of the 

plot, highlighting the lack of separation between species in the winter conditions. The lack 

of visual separation at the first time point was also evident during the summer 

experiment. 

 

 

 

Figure 4.51: PCA scores plot of PC2 (7.09%) and PC3 (1.33%) for water samples taken after 0 

weeks of decomposition in water during the winter. 
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4.3.4.7 Statistical analysis of week 0 

Statistical analysis was performed to investigate any significant differences between 

species following 0 weeks of decomposition. 50 markers were significantly different with 

a p-value of below 0.05, while 40 markers were significantly different with a p-value of 

below 0.01. Of these markers, 60% of them had a m/z under 400, while 40% had a m/z over 

400. This shows that the smaller compounds are slightly more prevalent at this time point. 

Table 4.12 presents the top 20 markers that were significantly different between species 

and shown to be the most robust and reliable. 
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Table 4.12: Summary of the top 20 compounds that show significant differences between species 

after 0 weeks of decomposition in water during the winter. 

 

 

The average m/z of the top 20 compounds showing significant differences between species 

is 337.85. As it is in the early stages of decomposition, it was expected that the chemical 

profile of the water would consist of larger compounds. Figure 4.52 presents six markers 

chosen due to the substantial differences in peak area between each species.  The majority 

of these markers are more prevalent in the rabbit samples, with those also showing the 

most dramatic difference in peak area. 
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While each marker also shows a clear difference in peak area between species, these 

differences are not as pronounced as those obtained during the summer experiment, 

indicating that there is a higher abundance of these compounds in the samples obtained 

during the summer. Only one marker is present in the top 20 compounds after 0 weeks of 

decomposition of both the summer and winter experiment, m/z 120.0650. 

Whilst the chemical processes occurring during decomposition in the summer and winter 

are most likely the same, it is the speed and quantity of compounds present that seem to 

be affected by temperature. Preliminary data seems to suggest that the pool of detected 

features is much smaller in the samples taken during the winter experiment. 

 

 

 
Figure 4.52: Bar chart presenting the peak area of six chosen markers that show significant 

differences between species following 0 weeks of decomposition. The error bars represent ±1 

standard deviation. 
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4.3.4.8 Metabolic profiling of week 3 

Figure 4.53 presents the two chromatograms of water samples taken from boxes 

containing rabbit and duck carcasses following three weeks of decomposition in water. 

The peak intensities throughout the chromatograms have increased slightly, providing a 

clearer image of the subtle differences in the chemical profile of each species. The peak 

area of a peak eluting at 4.5 minutes that appeared in Figure 4.50 has increased, with no 

sign of that particular peak in the duck sample.  

Although it is possible to visualize the difference in the chemical profiles of both species, 

it is clear that the overall peak intensities are lower and peak shape is generally poorer 

when comparing to the chromatograms obtained at this time point during the summer 

experiment. 

 

 

Figure 4.53: Example total ion chromatograms (TIC) of water samples taken after 3 weeks of 

decomposition in water during the winter. 
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4.3.4.9 Multivariate analysis of week 3 

The PCA scores plot in Figure 4.54 shows slightly better separation between both species 

after 3 weeks of decomposition. The QC samples are clustered together, however the 

distance between the sample groups is not further apart than the spread of the QC 

samples, therefore the separation cannot be attributed to the chemical differences between 

the samples alone. Although there is slight separation between species on the plot, the 

samples from the summer experiment showed better separation between the 

experimental and the control samples. This may suggest that although there is increased 

separation between species at this time point, the chemical signature of the water has not 

progressed as much over time as it would have done at this time point during summer 

conditions. 

 

 

Figure 4.54: PCA scores plot of PC1 (87.64%) and PC2 (6.70%) for water samples taken after 3 

weeks of decomposition in water during the winter. 
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4.3.4.10 Statistical analysis of week 3 

Statistical analysis was performed to investigate any significant differences between 

species following 3 weeks of decomposition. 50 markers were significantly different with 

a p-value of below 0.05, while 47 markers were significantly different with a p-value of 

below 0.01. Of these markers, 68% of them had a m/z under 400, while 32% had a m/z over 

400. This shows that there is a slight increase in the number of smaller compounds 

appearing as the experiment progresses. Table 4.13 presents the top 20 markers that were 

significantly different between species and shown to be the most robust and reliable.  
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Table 4.13: Summary of the top 20 compounds that show significant differences between species 

after 3 weeks of decomposition in water during the winter. 

 

 

The average m/z of the top 20 compounds showing significant differences between species 

is 358.64, which is a very similar value to the average m/z after 0 weeks of decomposition.  

There is a remarkable difference between the small number of markers identified here, 

and the total of 334 markers identified at this time point in the summer experiment. This 

seems to suggest that there are substantially more compounds leaching into the water 

during decomposition in warmer temperatures, and as a result a wider availability of 

markers to create a fuller chemical profile of the water.  
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Figure 4.55 presents six markers chosen due to the substantial differences in peak area 

between each species. There is an overall increase in the peak area at this point, 

accompanied by bigger difference between the peak areas of each species. This result 

would support the increasing changes in the chemical signature of the water as 

decomposition progresses, allowing more opportunity for species specific markers to 

appear. It is also important to note that the overall peak areas for the markers of interest 

in the summer experiment are almost double those shown in Figure 4.55, suggesting there 

is also a higher abundance of these compounds during warmer temperatures.  

 

 

 
Figure 4.55: Bar chart presenting the peak area of six chosen markers that show significant 

differences between species following 3 weeks of decomposition. The error bars represent ±1 

standard deviation. 
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4.3.4.11 Metabolic profiling of week 7 

Figure 4.56 presents the overlaid chromatograms of water samples taken from boxes 

containing duck and rabbit after 7 weeks of decomposition in water. There is an increase 

in peak intensities throughout the chromatogram for both species, however the rabbit 

sample seems to show overall higher peak intensities. One peak in particular at 4.5 

minutes has appeared at all three time points and only in the chromatogram from the 

rabbit sample. This peak is also visible in the chromatograms obtained at weeks 3 and 7 

during the summer experiment. The dominant m/z for this peak was m/z 100.0764 in both 

experiments. The software used was unable to identify this compound further. 

 

 

 

Figure 4.56: Example total ion chromatograms (TIC) of water samples taken after 7 weeks of 

decomposition in water during the winter. 
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By the seventh week of the summer experiment, there was a substantial difference in the 

chromatograms for each species, highlighting their unique chemical profiles. With a 

larger number of peaks, and those having higher peak intensities and better peak shape 

during the summer, it is clear that although it is possible to detect the chemical signature 

of the water during winter conditions the abundance of compounds leaching into the 

water is much lower. 

 

 

4.3.4.12 Multivariate analysis of week 7 

The PCA scores plot in Figure 4.57 looks at the separation between the control sample, 

and both species following 7 weeks of decomposition in water. The results are similar to 

those shown after 3 weeks of decomposition. There is still overlap between the control 

and duck sample, and only very minimal separation between both species on the plot. At 

the same time point during the summer experiment, there was a much higher level of 

separation between species. The distance between the sample groups was further apart 

than the spread of the QC samples, providing confidence that the separation was due to 

the chemical signature of the water and not due to instrument variability. Although it is 

possible to visually differentiate between species in the winter using multivariate 

analysis, the separation is limited. 
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Figure 4.57: PCA scores plot of PC1 (83.95%) and PC2 (6.62%) for water samples taken after 7 

weeks of decomposition in water during the winter. 

 

4.3.4.13 Statistical analysis of week 7 

Statistical analysis was performed to investigate any significant differences between 

species following 7 weeks of decomposition. 28 markers were significantly different with 

a p-value of below 0.05, while 19 markers were significantly different with a p-value of 

below 0.01. Of these markers, 77% of them had a m/z under 400, while 23% had a m/z over 

400. This shows a further increase in the amount of smaller compounds. Table 4.14 

presents the top 20 markers that were significantly different between species and shown 

to be the most robust and reliable.  
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Table 4.14: Summary of the top 20 compounds that show significant differences between species 

after 7 weeks of decomposition in water during the winter. 

 

The average m/z of compounds showing significant differences between species at this 

time point is 336.28, resulting in a consistent average throughout the analysis. It was 

expected that the average mass would decrease over time due to the breakdown of 

compounds as a result of decomposition. Figure 4.58 presents six markers chosen due to 

the substantial differences in peak area between each species.  

It is clear that the samples from the box containing rabbit continue to show high peak 

areas throughout the analysis. The same cannot be said about the duck-specific markers, 

as their peak areas have remained low even when the markers are specific to that species. 
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It is natural to assume that a species developed to live in water will have a strong 

resistance to water. 

 
 

 
Figure 4.58: Bar chart presenting the peak area of ten chosen markers that show significant 
differences between species following 7 weeks of decomposition.  The error bars represent ±1 
standard deviation. 
 

 

Two markers of interest were found following 7 weeks of decomposition in both summer 

and winter experiments, m/z 309.1285 and m/z 477.2472. Both are highly prevalent in the 

rabbit sample. Whilst the peak area for m/z 309.1285 is similar in both experiments, m/z 

477.2472 presents a significantly smaller peak area in the winter experiment. This 

particular feature of the data highlights the ability of the method developed to identify 

similar markers across both seasons. This shows that not only is this method capable of 

detecting and monitoring the chemical signature of decomposition in the water over time 

in two different species, but can also detect the same compounds from different 

experiments. 
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4.4 Conclusion and Future work 

A workflow created for non-targeted metabonomics using liquid chromatography-mass 

spectrometry successfully created a chemical profile of the water subjected to leachates 

from a decomposing carcass. Not only was this workflow able to use this chemical profile 

to monitor the progression of decomposition over time, but also show differences 

between the species in the water, in this case mammals and birds. When comparing the 

results from the summer experiment, it is clear that the temperature of the environment 

had a significant effect on the chemical processes and the amount of compounds in the 

water, however, it is still possible to detect this important chemical signature at lower 

temperatures. 

The experiment conducted in the summer was the main focus of this study. The overlaid 

TIC’s showed that not only are there changes over time in the chemical signature of the 

water during decomposition, there are also clear differences between the chromatograms 

for each species at various time points. The mammal and the bird showed predominantly 

very different peak patterns, and those peaks that were present in both sample varied in 

peak intensities which were almost always higher for the mammal. 

The results from the PCA plots initially showed that it was possible to monitor the 

chemical signature of each species over time, with clear separation between the sample 

groups at each time interval. The control sample seemed to overlap the samples taken at 

week 0, however it was still possible to distinguish them as two separate sample groups. 

When looking at the differences between species, the PCA plots showed that the longer 

the carcasses were left to decompose, the better the separation between mammals and 

birds. Statistical analysis on the data yielded a large number of compounds showing 

significant differences between mammals and birds at each time interval. As each time 
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interval progressed, the number of markers showing significant differences nearly 

doubled, starting with 144 at week 0, 334 at week 3 and 720 at week 7. While it was 

expected to find a large number of compounds following 7 weeks of decomposition, it 

was remarkable that over 100 compounds were found to differentiate between species at 

week 0. This highlights the complexity of these metabolic processes, and how rapidly they 

begin after death. 

The success of this experiment in identifying compounds such as Cadaverine, Creatinine 

and Leucine shows that this metabonomic workflow is heading in the right direction. All 

three compounds have shown a direct link to processes happening during various stages 

of decomposition, providing confidence that the combination of these methods and 

techniques can provide a good overview of the chemical profile of the water. Not only 

were these compounds showing significant differences between species at certain time 

intervals, their behaviour when monitoring them over time was also different. For 

example, samples representing the rabbit showed creatinine’s peak area rapidly 

increasing to its highest point at week 1, followed by a steep decline. Samples representing 

the duck showed a delay in this peak until week 3, with a subsequent steady decline 

towards week 6. 

When comparing the experiment conducted in the summer to that in winter, there were 

a variety of things to consider. Regardless of the very low temperatures during the winter 

experiment, it was still possible to identify a chemical signature of decomposition in the 

water. The number of peaks and their peak intensities on the chromatograms were much 

lower than those collected during the summer, however the ability of the workflow to be 

able to produce peaks under these conditions was remarkable. Looking at the PCA plots, 

it was still possible to observe minimal separation at each time interval when monitoring 
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over time, and between species. The distance between the sample groups for each species 

was much further apart at all time intervals during the summer experiment, whilst some 

overlap was still observed after 7 weeks of decomposition in the winter conditions.  

The workflow was able to identify markers that showed significant differences between 

species, however, the number of compounds differed significantly. Whilst 720 

compounds were showing significant differences between species in week 7 during the 

summer experiment, only 28 were identified at the same time interval during the winter. 

This major contrast suggests that the pool of compounds in the water is much smaller 

during the winter, which is expected due to the vast amount of research already looking 

at the physical effects of temperature on decomposition. Considering the average 

temperature recorded during the winter experiment was 5.4 °C, and 16 °C during the 

summer, it was impressive that the workflow was able to find so many markers showing 

significant differences between species during the winter experiment. This suggests that 

the chemical processes happening during decomposition do not cease when temperatures 

are low, they only slow down. 

In order to explore this further, similar studies using a variety of species, with a larger 

number of replicates would allow the workflow to establish how effective the method is 

at differentiating between species. Implementing more frequent time intervals would 

allow a more detailed investigation of the early stages of decomposition, to determine 

when these drastic changes are happening within the first week of submersion. 

Developing this study further, and slowly applying these methods to a more realistic 

setting of decomposition in water allows the potential of identifying markers that could 

assist in the wider community.  
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Chapter 5 

The effect of moving and still water on the 

metabolic profile of water containing 

decomposing carrion in summer and winter. 

 
The aim of this chapter was to use metabonomic profiling methods to investigate the effects of 

moving and still water on decomposing carrion, using a workflow that monitors changes to the 

chemical signature of the water over time. The main aim was to investigate whether the movement 

of water, or lack thereof, influenced the chemical signature of decomposition detectable in the water. 

This would help determine whether fast moving water increases or decreases the rate of 

decomposition. The second aim was to explore the influence of temperature. An experiment 

comparing summer and winter temperatures in the UK was conducted to see whether the carrion 

follow the same decomposition patterns in moving and still water in both seasons. If the chemical 

signature of the water during decomposition is shown to be influenced by different water 

conditions, it could encourage future research in this field. This could be taken further and applied 

to real-life investigations that work to find missing individuals in lakes and rivers in the UK. 
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5.1 Introduction 

On average, 400 people drown in UK waters every year, with a further 200 people taking 

their own lives in these waters [1]. These have been consistent figures in the data for the 

last 10 years. It also a global issue, with the World Health Organisation claiming a further 

shocking 372,000 lives are lost each year. It is assumed that the majority of these incidents 

in the UK occur in coastal locations, however it has been discovered that 62% of the 

recorded deaths happen inland in areas such as canals, rivers, lakes and reservoirs [1]. In 

44% of these incidents the person never intended to enter the water, meaning that others 

around might not be aware of their location.  

When comparing searches for bodies in rivers and lakes, there are slight differences in the 

time it takes to locate them. In the last twelve months in the UK, bodies found in lakes 

were discovered within a few days of searching [2-4], while those in rivers were not 

discovered for at least a month [5-7]. While these are only a small selection of cases, a 

pattern emerges. Our ability to discover and retrieve human remains from water has 

improved by leaps and bounds in recent years. Scientific developments have not only 

improved the way divers approach an underwater search but have also discovered safer 

techniques to assist underwater. These are known as geoforensic techniques, carefully 

developed for effective use in water which has the potential to speed up the process. Each 

technique can be used in a specific body of water. 

A magnetometer can be used for underwater searches, as it can detect local variations in 

magnetic fields caused by ferrous objects [8]. Very little has been published regarding its 

use for forensic casework. Sonar and side-scan sonar are also traditional instruments that 

can efficiently create an image of large areas of the sea floor [9]. This technique has been 

successfully used to detect submerged bodies [10-12], however, it cannot detect remains 
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wedged between large rocks and boulders. Water penetrating radar (WPR) has also been 

very successful using radar pulses to image the surface below the water [13-16]. With the 

ideal conditions being in shallow freshwater areas, limitations arise in deep or salt water.  

Dogs are frequently used in forensic casework to detect human remains [8, 17]. Research 

into their abilities at different temperatures and environments has enhanced the 

effectiveness of this technique [18-20]. Although dogs have been used in an attempt to 

locate missing persons underwater, success is limited [21]. While all these scientific 

advances are incredibly successful at assisting in searching for human remains under 

water, each technique requires very specific conditions that limit their use in certain 

locations. There is growing interest in looking at the chemical signature of decomposition, 

and how this is influenced by water [22, 23]. Further research into the use of chemical 

analysis in the search for missing people has the potential to eliminate these limitations 

and create an effective and constructive workflow. 

If the use of chemical analysis is to be successful in discovering human remains in water, 

in depth research is essential to investigate how the different water environments affect 

the chemical processes happening during decomposition. These factors include salinity, 

pH, flow rate, temperature, pollution, and debris. Some investigation has taken place in 

the past on the effects of salinity on aquatic decomposition, however these are mostly 

based on case studies [24, 25]. A study by Ayers [26] investigated the difference between 

the physical signs of decomposition in terrestrial, freshwater and saltwater environments. 

The results showed that pigs decomposing in freshwater skeletonized on average after 

11-20 days, however it was not until day 38 in the saltwater. It was also found that bodies 

decomposing in saltwater showed lack of protrusions following the bloating stage, 

compared to those in freshwater. Another study by Alley [27] at the same establishment 

comparing the effects of freshwater and chlorinated water observed body protrusions in 
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both conditions, suggesting that the lack thereof is specific to bodies exposed to saltwater. 

This phenomenon is likely due to the effects of osmosis. While bodies in fresh water will 

absorb water which increases blood volume, the saltwater will draw fluid from the blood 

[28]. The combination of the effects of osmosis and the retardation of bacterial activity due 

to the salinity decreases the rate of decomposition significantly [29]. 

The direct influence of flowing water and stagnant water on decomposition has yet to be 

investigated in detail. Previous knowledge of the stages of decomposition provides useful 

insight into the factors that influence the rate of decomposition. These influences will 

likely affect the chemical processes during decomposition, and therefore the chemical 

signature of the water. It is known that water will cool down much quicker than air, even 

more so in flowing rivers and streams. Temperature is a key factor affecting the rate of 

decomposition. As rigor mortis is greatly affected by water temperature, cooler water can 

delay its onset and prolong its duration. Livor mortis is also an important milestone 

during decomposition that can be influenced by the movement of the water. Fast flowing 

water will restrict the blood’s ability to pool at the lowest point, inhibiting the 

development of livor mortis [30]. 

It has been proven that bodies are capable of traveling very long distances in rivers [31]. 

The majority of bodies float on the surface of the water in the early stages of 

decomposition due to the production of gases, increasing the body’s ability to travel 

downstream at speed. Streams or rivers with a rough bed could cause abrasions or trap 

the body between large objects such as rocks, bridges or trees, causing considerable 

damage [30]. It is also important to consider that each body of flowing water has a unique 

dynamic system which will influence it’s biological, physical and chemical properties [32, 

33]. These differences might not always be visual, however they have the potential to 
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affect the chemical signature of their surroundings. The stagnation of the water in lakes 

or reservoirs provides the ideal conditions for bacteria growth. Insects also have easier 

access to bodies floating in still water compared to flowing water, increasing the ability 

of maggot colonisation. Scavengers also have access to remains if they are floating still 

near the edge of the water. Research studies in the past have often compared 

decomposition in a single water environment to that on land, with focus on insect activity 

[34, 35]. Work carried out on decomposition in water alone is limited, with most published 

reports looking at individual case studies based on information gained by forensic 

casework [24, 32, 36]. 

There have only been very few studies looking at how the nature of the water affects 

decomposition, and none of these studies feature any chemical analysis. Anderson and 

Hobischak [37] investigated the change in rate of decomposition in a marine environment 

in British Columbia, Canada. When comparing decomposition between running water 

and still water they immediately discovered an increase in insect activity in the still water 

conditions, followed by considerable damage by scavengers, which lead to 

skeletonization much quicker than in the running water condition. A research project at 

Louisiana State University by Neuman [38] investigated the effects of the flow rate in a 

river on carcass decomposition. A ‘fast’ and a ‘slow’ water site were chosen along a river. 

The initial proposition suggested that the carcass would decompose faster in fast running 

water due to the disturbance. The conclusion seemed to imply that the flow rate of the 

water had little impact on the rate of decomposition. When looking at the tabulated 

results, the carcass in slow moving water began to bloat sooner, it sank sooner, and was 

declared skeletonised at day 19. This was not the case in the fast-moving water until day 

21. The differences described by observation alone might not be considered significant 

enough to encourage future work. When looking at this from a chemical perspective, 
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these small physical differences can create remarkable chemical changes which will 

significantly influence the chemical signature of the water in very short time intervals. 

With only limited publications looking at the effects of the nature of the water on 

decomposition, it is important to consider the value that chemical analysis would bring 

to the field. Knowing that there are observational differences between decomposition in 

specific water environments, it is crucial to investigate whether implementing a chemical 

approach could provide a different perspective. If a metabonomic approach could 

identify a chemical signature in the water as a direct result of decomposing remains, 

changes within that specific signature could be monitored over time and in a variety of 

water environments. This would not only provide deeper insight into decomposition 

processes inside the body but additionally developing chemical workflows for specific 

bodies of water that could assist in locating missing individuals in water. 
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5.2 Methods and materials 

5.2.1 Experimental method 

5.2.1.1 Materials 

The materials used are exactly as listed in Chapter 4, Section 4.2.1.1. 

Water pumps (Set flow rate of 240L/hr, 12 volts) purchased from Thunderclap 

Technology, eBay UK. 

 

5.2.1.2 Experimental setup 

A total of 6 rabbit carcasses were placed in separate 60 L boxes along with 6 control boxes. 

Water pumps were attached to 3 of the control boxes and 3 boxes containing a rabbit 

carcass to create the moving water condition. The remaining boxes were assigned to the 

still water condition. Two holes were drilled into the lids of each box to allow airflow and 

insect activity. Each box was filled with 40 L of water from a single source and placed 

outside. Temperature probes were used to monitor the temperature of the water and the 

air every 15 minutes.  

Experiment 1 ran for eight weeks from July to September, while Experiment 2 ran for 

eight weeks from January to March. Each week, a total of 12 samples were taken: 3 control 

water samples from the moving water condition, 3 control samples from the still water 

condition, 3 samples from the boxes containing rabbit in moving water and 3 samples 

from the boxes containing rabbit in still water. In this particular experiment, only samples 

from week 01, 3 and 4 were analysed to limit analysis time in order to minimise the risk 

of instrumental drift. As the aim of the experiment was to investigate whether it is 



Chapter 5 
 

 

224 
 

possible to detect chemical changes over time in the water, a sample from the beginning, 

middle and end of the experiment was sufficient to achieve proof of concept. In total 54 

samples (3 treatments at 3 time intervals with 3 replicates each in summer and winter 

conditions) were analysed. 

 

5.2.1.3 Sample collection and preparation 

This was carried out exactly as described in Chapter 4, section 4.2.1.3. 

 

5.2.1.4 Solid-phase extraction 

This was carried out exactly as described in Chapter 3, Section 3.2.2.3. 

 

 
5.2.2 Instrumental setup 

5.2.2.1 Quality control 

This was carried out exactly as described in Chapter 3, Section 3.2.3.1. 

 

5.2.2.2 Chromatographic parameters 

This was carried out exactly as described in Chapter 3, Section 3.3.5.2. 

 

5.2.2.3 Mass spectrometry parameters 

This was carried out exactly as described in Chapter 3, Section 3.2.3.3. 
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5.2.3 Data pre-processing 

This was carried out exactly as described in Chapter 3, Section 3.2.4. 

 

5.2.4 Data analysis and statistical analysis 

This was carried out exactly as described in Chapter 3, Section 3.2.5. 

 

5.2.5 Identification of markers 

This was carried out exactly as described in Chapter 4, section 4.2.5. 
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5.3 Results and discussion 

5.3.1 Temperature 

A major focus point of this experiment was how the temperature of the environment 

affects the chemical signature of a decomposing carcass over time. Additionally, it was 

important to investigate how the temperature may influence decomposition in both 

moving and still water conditions. Figure 5.1 presents the average temperature at each 

week of the experiment, along with the highest and lowest value for that week. There are 

clear differences between the temperature during the summer and winter. While the 

temperature seems to stay reasonably consistent in winter, there is much more fluctuation 

in temperature during the summer. 

 

Figure 5.1: Graph showing the average change in temperature over a 9-week period during the 

summer and winter experiments. 
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5.3.2 Difference in the metabolite profile of a carcass decomposing 

in moving and still water during the summer months. 

 

5.3.2.1 The physical changes visible during the decomposition process of 

rabbits in moving and still water during the summer months. 

 

Observations were recorded throughout the experiment to collect data on the physical 

changes occurring as a result of decomposition at various time points. This allowed 

additional exploration of the differences between carcass decomposition in moving and 

still water conditions. Recording the physical changes over time also created an 

opportunity to match a particular stage of decomposition to any differences found in the 

chemical signature of the water over time. 

On the first day of the experiment, each carcass was floating on the surface of the water. 

Insect activity began on the second day, increasing substantially each day. Figure 5.2 

presents the images of each carcass in the moving and still water conditions after 6 days 

of decomposition in water. Insects continue to swarm around each carcass. All carcasses 

were exhibiting bloating of the abdomen, and the water turned a pale yellow colour. One 

carcass from the moving water condition had already experienced ruptures in the skin, 

exposing the internal organs. 
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A                                                               B 

Figure 5.2: Images of 3 rabbit carcasses in moving water (A) and 3 in still water (B) following 6 

days of decomposition in summer conditions. 
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Eight days after submersion (Figure 5.3), eggs laid by the flies had hatched on the 

carcasses in the still water condition, with maggots colonising the internal organs. One 

carcass in the still water condition was surrounded by foam. On the ninth day of the 

experiment, maggots had also colonised each carcass in the moving water condition. A 

strong odour of putrefaction (rotting meat) was evident when standing above the boxes.  

 

A                                                                B 

Figure 5.3: Images of 3 rabbit carcasses in moving water (A) and 3 in still water (B) following 8 

days of decomposition in summer conditions. 

 

Figure 5.4 presents one carcass from the moving water condition, and one from the still 

water condition at day 9, 10, 13 and 17 of the summer experiment. 



Chapter 5 
 

 

230 
 

A                                                                   B 

Figure 5.4: Images of one rabbit from the moving water box (A), and one from the still water box 

(B) on days 9, 10, 13 and 17 of the experiment in summer conditions. 
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On the ninth day of the experiment, the maggots had colonised each carcass, and were 

surrounding the exposed organs. In the still water condition, foam had surrounded the 

carcasses with a large number of maggots everywhere. In the moving water box, the 

maggots were condensed toward the internal organs, with no foam. 

On the tenth day, the bloating had subsided and the rib cage was visible on carcasses in 

both the moving and still water. Foam had surrounded the maggots in the moving water 

condition, as the infestation intensified. The carcass in the still water condition began to 

sink below the surface of the water, with drowned maggots floating on the surface. A very 

strong odour was present even when standing further away from the site. 

Thirteen days after submersion, maggot activity had come to an end on all carcasses in 

the still water condition, with many of them floating on the surface. Maggot activity was 

still present in the moving water boxes, as the carcass was still above water, exposing 

more of the ribcage. While the colour of the water was still a pale yellow in the moving 

water boxes, the water in the still condition had turned orange-brown. The odour was 

now more intense surrounding the still water boxes. 

On day 17, the carcasses had sunk under the surface of the water. A thick layer of the 

white film had now formed on the surface of the still water box, while the water was only 

starting to turn an orange-brown colour in the moving water. The odour from both water 

conditions was now pungent and difficult to avoid when entering the enclosed area. 
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Figure 5.5 consist of two images taken on the 20th day of the experiment. At this stage, all 

carcasses had sunk under the surface of the water There was a layer of film on the top of 

each box from both water conditions, with the water appearing brown under the surface. 

No further changes were observed toward the end of the experiment. 

 

A                                                                  B 

Figure 5.5: Images of 3 rabbit carcasses in moving water (A) and 3 in still water (B) following 20 

days of decomposition in summer conditions. 
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5.3.2.2 QC analysis 

Figure 5.6 shows the chromatograms of QC samples 1-11. QC samples 1-5 were used at 

the beginning to condition the column, and QC samples 6-11 were placed every five 

samples during the analysis. There seems to be slight variation in the baseline at the 

beginning, however the retention time seems stable throughout. 

 

Figure 5.6: Total ion chromatograms of 11 QC samples throughout the analytical run for water 

samples taken from both summer and winter experiments. 

 

Table 5.1 looks in detail at the variability in the peak area and retention time throughout 

the analysis by calculating the coefficient of variance (CV) value for six selected peaks. 

The highest CV value for the peak areas was 13%, and 0.12% for retention time. This result 

reflects the observations from the chromatograms above, and are well under the accepted 

variation for untargeted metabonomic analyses. 
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Table 5.1: Variability of peak area (A) and retention time (B) from 6 selected peaks in the QC 

samples during the analytical sequence for water samples taken from both summer and winter 

experiments. 
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5.3.2.3 Metabolic profiling 

Figure 5.7 shows the chromatograms for the samples taken at week 0, 3 and 7 from the 

moving water condition. The chromatogram from week 0 shows only a small number of 

peaks, with low peak intensities. The chromatogram at week 3 shows not only an increase 

in the number of peaks, but also an increase in peak intensities. The chromatogram 

presented for week 4 shows a significant increase in peak intensities throughout the 

chromatogram. These results suggest that the quantity of compounds increases over time 

in moving water. 

 

 

Figure 5.7: Example total ion chromatogram (TIC) of water samples containing a decomposing 

carcass in moving water at week 0, 3 and 4 of the summer experiment. 
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Figure 5.8: Example total ion chromatogram (TIC) of water samples containing a decomposing 

carcass in still water at week 0, 3 and 4 of the summer experiment. 

 

Figure 5.8 shows the chromatograms for samples taken at three time intervals in still 

water. Whilst the sample taken at week 0 presents very limited information in the 

chromatogram, the sample from week 3 shows an increase in the number of peaks present 

between 15-35 minutes, dominating the chromatogram between these times. The peak 

intensities in the chromatogram representing week 4 are higher overall between 0-20 

minutes. One particular peak at 17 minutes is only present in the chromatogram 

representing week 4. 
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5.3.2.4 Multivariate analysis 

The PCA scores plot in Figure 5.9 shows the separation between the control samples, and 

samples taken at three time intervals of a carcass decomposing in moving water. The QC 

samples are clustered together, indicating good instrument stability. The control samples 

and samples taken after 0 weeks of decomposition are overlapping completely. All three 

time intervals show good separation. The distance between each sample group is further 

apart than the spread of the QC samples, giving confidence that these differences are due 

to changes to the chemical signature of the water, and not instrumental effects. The 

replicates within each sample group seem to spread out more over time. The complexity 

of the metabolic processes can create more variability over time, even under the same 

conditions. 

 

 

Figure 5.9: PCA scores plot of PC1 (81.95%) and PC3 (3.52%) for water samples containing a 

decomposing carcass in moving water at week 0, 3 and 4 of the summer experiment. 



Chapter 5 
 

 

238 
 

 

Figure 5.10: PCA scores plot of PC1 (67.89%) and PC3 (9.19%) for water samples containing a 

decomposing carcass in moving water at week 0, 3 and 4 of the summer experiment. 

 

The PCA scores plot in Figure 5.10 represents the water samples taken from the still water 

condition. The QC samples are tightly clustered toward the middle of the plot. Similar to 

the moving water condition, the control samples and samples taken after 0 weeks of 

decomposition are overlapping. Still water samples from weeks 3 and 4 also show slight 

overlap, and as a result do not show strong separating power over time in comparison to 

the moving water condition. 
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The PCA scores plot in Figure 5.11 presents the samples taken at three time points in both 

moving and still conditions, accompanied by the control sample. The QC samples are 

clustered together toward the middle of the plot, showing good instrument stability. The 

control samples, and those taken after 0 weeks of decomposition in moving and still water 

are overlapping on the scores plot. Sample groups from weeks 3 and 4 of the experiment 

are clearly separated in both conditions, and furthermore, separated from each other.  

It is important to note that higher order principal components were used to achieve this 

level of separation on the plot for both moving and still water samples. This suggests that 

the differences causing these separations are very discreet. 

 

 

Figure 5.11: PCA scores plot of PC4 (2.83%) and PC5 (1.10%) for water samples containing a 

decomposing carcass in moving and still water at week 0, 3 and 4 of the summer experiment. 
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5.3.2.5 Statistical analysis 

The total number of features detected in the water samples through XCMS online was 

2195. All features with a CV value of 30% or more were removed, with 1794 remaining. 

Statistical analysis was performed on water samples from boxes with both moving and 

still water conditions. 12 compounds were found showing significant differences over 

three time points in moving water, and 71 in still water. Of these markers, the top 20 from 

each condition are shown in Table 5.2 and Table 5.3. There are only 12 markers for the 

moving water condition. 

Table 5.2: Summary of the markers that show significant differences over time of water samples 

taken from a carcass decomposing in moving water during the summer experiment. 

 

The fact that there were only 12 markers showing significant differences between the time 

points analysed from the moving water conditions suggests that the nature of the water 

a carcass is decomposing in will have a notable effect on the chemical signature of the 

water and how it changes over time. There are many things to consider when comparing 
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both tables. The masses presented in the samples taken from the still water condition seem 

to be greater than in the moving water, with the highest recorded m/z being 639.6454, 

compared to m/z 423.2414 in the moving water sample. The p-values in the table 

representing the still water sample are overall much lower than the p-values in the table 

representing moving water. Further investigation would determine whether this is 

caused by more impactful chemical changes occurring in the still water boxes. Both m/z 

155.1465 and m/z 162.1768 are present in both tables, showing that similar products are 

appearing, however it is important to investigate the difference in their behaviours. These 

compounds are small and likely breakdown products of larger compounds. 

 

Table 5.3: Summary of the markers that show significant differences over time of water samples 

taken from a carcass decomposing in still water during the summer experiment. 
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Figure 5.12 presents bar charts showing the progression of the two markers identified in 

the top 20 table for both moving and still water conditions, m/z 155.1465 and m/z 162.1549. 

Both markers show a very similar pattern. The sample from moving water seems to have 

a higher peak area up until week 3, whilst still water has a large increase in peak area at 

week 4. The control water is stable over time, confirming that the changes occurring are 

influenced by the decomposing carcass, not natural changes in the water itself. The 

presence of any compound in the control water sample is so small, it is likely attributed 

to instrument or column carryover. Further analysis is needed to assess whether this is 

the case or the extent of it. 

Although similar markers are showing significant differences over time in moving and 

still water conditions, their behaviour in each condition is very different. This suggest that 

the nature of the water can affect the speed and behaviour of these complex metabonomic 

processes during decomposition. A detailed investigation into each time point during the 

experiment will establish the extent of these differences. 

 

 
Figure 5.12: Bar charts showing the progression of two markers over three time points showing 

significant differences in both moving and still water conditions in summer. (A: m/z 155.1465, B: 

m/z 162.1549). 
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5.3.2.6 Metabolic profiling of week 0 

The total ion chromatograms (TIC) from the analysis of samples taken from moving and 

still water following 0 weeks of decomposition are shown in Figure 5.13. It is important 

to note that these particular samples were taken on day 2. The chromatogram 

representing the moving water sample contains two peaks that are not present in still 

water samples at 7 and 17 minutes into the analysis. Despite this, the peak intensities for 

those that are present in both samples are higher in the still water samples. 

 

Figure 5.13: Example total ion chromatograms (TIC) of water samples taken after 0 weeks of 

decomposition in moving and still water during the summer. 
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5.3.2.7 Multivariate analysis of week 0 

The PCA scores plot in Figure 5.14 presents the samples taken after 0 weeks of 

decomposition in moving and still water accompanied by a control sample. The QC 

samples are clustered together. The samples taken from the still water boxes are 

overlapping the control samples, while the moving water sample is slightly separated 

from the control. This is not unexpected as the samples were taken during the early stages 

of decomposition. The poor separation on this plot reflects the very few peaks showing 

differences between water conditions on the chromatograms. 

 

 

Figure 5.14: PCA score plot of PC2 (19.41%) and PC4 (2.82%) for water samples taken after 0 

weeks of decomposition in moving and still water during the summer. 
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5.3.2.8 Statistical analysis of week 0 

Statistical analysis was performed to investigate any significant differences between 

decomposition in different water conditions following 0 weeks of decomposition. 58 

markers were significantly different with a p-value of below 0.05. Of these markers, 81% 

of them have a m/z under 400, while 19% have a m/z over 400. This is an unusual split 

during the early stages of decomposition, as larger compounds are expected at this time. 

Table 5.4 presents the top 20 markers that were significantly different between water 

conditions and shown to be the most robust and reliable. 

Table 5.4: Summary of the top 20 compounds that show significant differences between water 

conditions after 0 weeks of decomposition in water during the summer. 

 



Chapter 5 
 

 

246 
 

The retention times presented in the table above are mostly toward the end of the 

analytical run. This result was expected, as most compounds eluting at this time are the 

larger compounds. However, the average mass calculated from the table is m/z 265.71, 

which is much smaller than expected considering the retention time trends. 

The bar chart in Figure 5.15 shows the peak area of the top 10 compounds from the table, 

including the control, moving and still water sample. Samples taken from the moving 

water condition seem to have the highest peak area overall. The majority of the markers 

have low peak areas, which is expected in the early stages of decomposition. There were 

no obvious signs of decomposition during the physical observations, therefore these 

changes are occurring discreetly under the surface. 

 

 

Figure 5.15: Bar chart showing the peak area of the top 10 markers identified as significantly 

different between moving and still water condition after 0 weeks of decomposition in summer. 
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5.3.2.9 Metabolic profiling of week 3 

The chromatograms in Figure 5.16 show a dramatic increase in the number of peaks and 

overall peak intensities at week 3 of the experiment in both moving and still water 

conditions. The peak intensities of the moving water sample seem to dominate the 

chromatogram between 0-15 minutes, while the still water chromatogram has higher peak 

intensities between 15-35 minutes. This result implies that smaller compounds are 

dominating the moving water sample, while larger compounds are more prominent in 

the still water sample. One of the potential reasons for this is the larger compounds have 

already broken down into smaller ones in the moving water sample. 

 

 
Figure 5.16: Example total ion chromatograms (TIC) of water samples taken after 3 weeks of 

decomposition in moving and still water during the summer. 
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5.3.2.10 Multivariate analysis of week 3 

Figure 5.17 presents the PCA scores plot for the control samples and samples taken from 

moving and still water conditions following 3 weeks of decomposition in water. The QC 

samples are clustered together, highlighting good instrument stability. There is increased 

separation between the sample groups and the control samples in comparison to week 0. 

The moving and still water samples are slightly overlapping on the plot, suggesting that 

there are some similarities between their chemical profile. The samples taken from the 

moving water box seem to spread out more across the plot, indicating more variability 

within the experimental condition. 

 

Figure 5.17: PCA score plot of PC2 (16.52%) and PC4 (1.63%) for water samples taken after 3 

weeks of decomposition in moving and still water during the summer. 
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5.3.2.11 Statistical analysis of week 3 

Statistical analysis was performed to investigate any significant differences between 

decomposition in different water conditions following 3 weeks of decomposition. 78 

markers were significantly different with a p-value of below 0.05. Of these markers, 49% 

of them have a m/z under 400, while 51% have a m/z over 400. This shows that the balance 

between the smaller and larger compounds are reasonably equal at this time interval. 

Table 5.5 presents the top 20 markers that were significantly different between water 

conditions and shown to be the most robust and reliable. 

Table 5.5: Summary of the top 20 compounds that show significant differences between water 

conditions after 3 weeks of decomposition in water during the summer. 
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The average mass of the markers presented in the table above is m/z 425.11. It was 

expected that the average mass in the samples would be much lower, to follow the 

traditional pattern of decomposition products breaking down into smaller compounds 

over time. When comparing the markers showing significant differences here to those 

presented at week 0, five compounds are the same. These were m/z 409.2788, m/z 387.2938, 

m/z 163.1792, m/z 167.1381, and m/z 299.3523. The significance of these markers will be 

discussed further into this chapter. 

The bar chart in Figure 5.18 shows the top 10 markers showing significant differences 

from the table above. The majority of these markers are now showing higher peak areas 

in the still water sample. The peak areas in moving water samples are higher at week 0, 

while the peak areas in still water are higher at week 3. This suggests that the movement 

of the water can influence the behaviour and quantity of the compounds present as a 

result of decomposition. 

 

Figure 5.18: Bar chart showing the peak area of the top 10 markers identified as significantly 

different between moving and still water condition after 3 weeks of decomposition in summer. 
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5.3.2.12 Metabolic profiling of week 4 

Figure 5.19 presents the overlaid chromatograms of water samples taken from both 

moving and still water conditions following 4 weeks of decomposition. A peak appearing 

on the chromatogram at around 10 minutes for moving water is not present in the still 

water condition. The peak patterns are otherwise similar between both chromatograms. 

The main visible difference between both conditions is their peak intensities. It seems that 

after 4 weeks of decomposition, the moving water sample shows higher peak intensities 

between 26-15 minutes, while the still water sample dominates the chromatogram at 10-

25 minutes. This is the opposite pattern to what was presented in the chromatograms 

following 3 weeks of decomposition. 

 
Figure 5.19: Example total ion chromatograms (TIC) of water samples taken after 4 weeks of 

decomposition in moving and still water during the summer. 
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5.3.2.13 Multivariate analysis of week 4 

Figure 5.20 shows the PCA scores plot for the control sample and samples taken from the 

moving and still water conditions after 4 weeks of decomposition in water. It is evident 

that both experimental sample groups are clearly separated from the control samples, and 

the QC samples are tightly clustered in the middle of the plot. The separation between all 

sample groups is further apart than the spread of the QC samples, asserting that this is a 

genuine separation and not as a result of instrument variation. This implies that the 

chemical signature of the water from both moving and still conditions are significantly 

different to the control sample. This is to be expected as the experiment progresses.  

It is important to note here that even in the same environmental conditions, the same 

species of carcass and the same method of analysis, the movement of the water is enough 

to create differences in the chemical profile of the water over time.  

 

Figure 5.20: PCA score plot of PC2 (11.28%) and PC4 (2.37%) for water samples taken after 4 

weeks of decomposition in moving and still water during the summer. 
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5.3.2.14 Statistical analysis of week 4 

Statistical analysis was performed to investigate any significant differences between 

decomposition in different water conditions following 4 weeks of decomposition. 88 

markers were significantly different with a p-value of below 0.05. Of these markers, 45% 

of them have a m/z under 400, while 55% have a m/z over 400. These compounds are of 

similar size to those identified after 3 weeks of decomposition. Table 5.6 presents the top 

20 markers that were significantly different between water conditions and shown to be 

the most robust and reliable. 

Table 5.6: Summary of the top 20 compounds that show significant differences between water 

conditions after 4 weeks of decomposition in water during the summer. 
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The average mass calculated from the table above is m/z 439.44. This mass is very similar 

to the calculated average following three weeks of the experiment. There are 17 markers 

in the table above that are also found in the table for samples taken at week 3. Five of 

these markers are also present in the table presenting significantly different markers from 

week 0.  Table 5.7 presents all the markers that have shown significant differences 

between moving and still water at more than one time point. 

 

Table 5.7: Table showing the markers that show significant differences between moving and still 

water at more than one time point during the summer experiment. 

 

Markers showing 
significant differences at 

week 0 and week 3 

Markers showing 
significant differences in 

week 3 and week 4 

Markers showing 
significant differences in 

week 0 and week 4 

m/z m/z m/z 

163.1792 
387.2938 
409.2788 
167.1381 
299.3523 

728.6695 
700.1489 
543.5234 
532.1636 
757.6967 
467.4391 
205.2238 
670.6223 
257.1905 
485.4706 
642.0978 
612.5694 
514.4948 
583.5406 
130.1225 
299.3523 
167.1381 

187.2438 
315.2399 
195.2080 
279.1497 
299.3523 
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The bar chart in Figure 5.21 presents the top 10 markers showing significant differences 

between moving and still water following 4 weeks of decomposition. The sample from 

the still water condition has a higher peak area in the majority of the markers presented. 

 

Figure 5.21: Bar chart showing the peak area of the top 10 markers identified as significantly 

different between moving and still water condition after 4 weeks of decomposition in summer. 

 

While these drastic differences could be attributed to the effects of running and still water, 

it is also important to consider the implications of the experimental procedures, such as 

sample collection. 

The circulation of water in the moving water condition would prevent the decomposition 

products from clustering together. The lack of movement in still water could lead to the 

stagnation of the decomposition products in certain areas. All samples were taken from 

the same location in both water conditions; therefore this was likely to be an influential 

factor. An additional experiment focused entirely on the sampling position in the box 

would determine if this was the case.  
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The marker m/z 299.2035 is showing significant differences between moving and still 

water samples at all three time points. Table 5.8 shows the tentative identification of this 

marker. 

Table 5.8: Summary of the marker m/z 299.3523 that shows significant differences over time of 

water samples taken from both moving and still water conditions during the summer experiment. 

 
 

The bar chart in Figure 5.22 shows the progression of this marker over time. It shows that 

the peak area for samples taken in both moving and still water conditions increase over 

time, however, they do so at different rates. While the peak area is similar between them 

at week 0, the sample taken from still water seems to have a much greater increase in peak 

area over time than the moving water. This demonstrates that there is a higher quantity 

of this particular marker in the still water sample. The confirmation of this marker using 

a standard was not possible due to rising costs and lack of instrument availability. 
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Figure 5.22: Bar chart showing the progression of m/z 299.3523 over three time points in the 

control, moving and still water sample in summer. 
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5.3.3 Difference in the metabolite profile of a carcass decomposing 

in moving and still water during the winter months. 

 
5.3.3.1 The physical changes visible during the decomposition process of 

rabbits in moving and still water during the winter months. 

 

 

In addition to carrying out the experiment in the summer, the same experiment was also 

carried out in winter. This created an opportunity to investigate the effects of temperature 

on the physical and chemical processes of decomposition. 

Observations were carried out throughout the experiment to create a full picture of the 

effects of moving and still water on the process of decomposition over time, in addition 

to comparing the effects of temperature on the physical changes associated with 

decomposition. Figure 5.23 presents the images of the carcasses in both moving and still 

water conditions after 6 days of decomposition.  
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A                                                                B 

Figure 5.23: Images of 3 rabbit carcasses in moving water (A) and 3 in still water (B) following 6 

days of decomposition in winter conditions. 

 

There are no significant observational differences between the carcasses in moving and 

still water after 6 days of decomposition in water during the winter months, other than a 

small amount of foam in two of the moving water boxes. In both water conditions, there 

were no signs of insect activity, no physical changes to any of the carcasses, and no 

obvious odour near the site. The decomposition process does not seem to have progressed 

as much as during the summer experiment, where day 6 presented bloating and 

discolouration of the abdomen, skin tears and a high level of insect activity. 
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Figure 5.24 shows the image of each carcass after 10 days of decomposition in water. The 

only visible sign of change is the increase of foam in the moving water condition. There 

was still no sign of insect activity. The differences between the summer and winter 

experiment at this time point is significant, as observations during the summer described 

a substantial maggot colony and a strong odour surrounding the boxes on day 10. 

A                                                                 B 

Figure 5.24: Images of 3 rabbit carcasses in moving water (A) and 3 in still water (B) following 10 

days of decomposition in winter conditions. 

 

Figure 5.25 presents the experimental samples at day 24 of the winter experiment. The 

majority of the carcasses had sunk under the water. There were no changes to the colour 

of the water, the surrounding odour or any insect activity around the boxes. There were 

no further observable changes through to the end of the experiment. It is clear that there 
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are substantial differences between the physical changes observed during the experiment 

in both summer and winter conditions. While each carcass seemed to follow the expected 

stages of decomposition accompanied by insect colonisation during the summer, there 

were no obvious observable changes during the winter. The layer of film on the surface 

of the boxes during the summer suggests that not only are there physical differences 

between decomposition at different temperatures, but also chemical differences in the 

chemical signature of the water. 

A                                                                B 

Figure 5.25 Images of 3 rabbit carcasses in moving water (A) and 3 in still water (B) following 24 

days of decomposition in winter conditions. 
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5.3.3.2 Metabolic profiling 

The chromatograms in Figure 5.26 shows the chemical profile of the water samples taken 

at week 0, 3 and 4 from the moving water condition. The chromatogram representing the 

sample taken at week 0 shows very limited chromatography. A peak at around 1.5 

minutes and 30 minutes do show an unusual characteristic of high peak intensities. The 

number of peaks and their peak intensities increase as the experiment progresses. Whilst 

some peaks have higher peak intensities at week 3, others show higher peak intensities at 

week 4. When comparing the chromatograms shown here to those obtained during the 

summer experiment, it is clear that temperature has influenced the chemical changes seen 

in the water as a result of decomposition. The peak intensities are much higher in the 

chromatograms produced during the summer experiment, along with the number of 

peaks that appear over time. The lack of peaks appearing between 5-10 minutes and 25-

30 minutes during the winter experiment suggests that the quantity of leachates in the 

water is much lower during cold temperatures. 

Figure 5.26: Example total ion chromatogram (TIC) of water samples containing a decomposing 

carcass in moving water at week 0, 3 and 4 of the winter experiment. 
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Figure 5.27 shows the chromatograms for samples taken from the still water condition at 

three time points in the winter experiment. Similar to the moving water condition, the 

sample from week 0 shows a very limited number of peaks on the chromatogram. An 

increase in peak intensities is observed at week 3 of the experiment, followed by the 

highest peak intensities at week 4. While there are differences in peak patterns over time 

in the still water condition during the winter, they are not very substantial when 

comparing to those presented during the summer experiment. Additionally, in the 

summer the sample taken at week 3 seems to dominate the chromatogram with high peak 

intensities between 25-35 minutes. This is not the case in the winter experiment, where 

the sample taken at week 4 has higher peak intensities between these times. 

 

 

 

Figure 5.27: Example total ion chromatogram (TIC) of water samples containing a decomposing 

carcass in still water at week 0, 3 and 4 of the winter experiment. 
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5.3.3.3 Multivariate analysis 

The PCA scores plot in Figure 5.28 shows the separation between the control sample, and 

experimental samples taken at three time points from the moving water condition. The 

QC samples are clustered together, highlighting no instrumental variability. Poor 

separation is seen across the plot, with the control samples overlapping the samples from 

all three time points. Each of the three replicates from each sample group are clustered 

together close enough to group them, however the overall separation is minimal. 

 

 

Figure 5.28: PCA score plot of PC1 (65.00%) and PC2 (15.35%) for water samples containing a 

decomposing carcass in moving water at week 0, 3 and 4 of the winter experiment. 
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Figure 5.29 presents the PCA scores plot for the control samples, and samples taken at 

three time points from the still water condition in winter. The QC samples are again 

clustered towards the middle of the plot. The samples taken at week 0 are overlapping 

the control samples. The samples taken at week 3 of the experiment are also overlapping 

those taken at week 0. Samples taken at week 4 show good separation from the rest of the 

groups. The distance between the samples taken at week 4 and the rest of the sample 

groups are further apart than the spread of the QC samples, justifying this separation as 

genuine and not as a result of instrumental effects. 

 

 

Figure 5.29: PCA score plot of PC2 (7.42%) and PC4 (2.33%) for water samples containing a 

decomposing carcass in still water at week 0, 3 and 4 of the winter experiment. 
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The striking differences on the PCA scores plot between the summer and winter 

experiments reflect the results presented in the chromatograms. The lack of 

chromatographic changes over time, accompanied by poor separation on the PCA plots 

strengthens the argument that temperature has a significant effect on the chemical 

processes during decomposition.  

When focusing on the still water condition, there are different patterns emerging in the 

data when comparing between the summer and winter experiment. Whilst in summer we 

see overlap between weeks 3 and 4 on the PCA scores plot, in the winter conditions the 

overlap is between weeks 0 and 3. This suggests that the temperature of the environment 

has a significant effect on the rate of change in the chemical signature of the water 

subjected to decomposition over time. 
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5.3.3.4 Statistical analysis 

The total number of features detected in the water samples through XCMS online was 

2195. All features with a CV value of 30% or more were removed, with 1794 remaining. 

Statistical analysis was performed on water samples from boxes with both moving and 

still water conditions. 19 compounds were found showing significant differences over 

three time intervals in moving water, and 8 in still water. The significant markers from 

each condition are shown in Table 5.9 and Table 5.10.  

Table 5.9: Summary of the markers that show significant differences over time of water samples 

taken from a carcass decomposing in moving water during the winter experiment. 
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Table 5.10: Summary of the markers that show significant differences over time of water samples 

taken from a carcass decomposing in still water during the winter experiment. 

 

When comparing the results of the statistical analysis to those carried out in the summer 

experiment, there are some obvious differences. There are only eight markers showing 

significant differences over three time points in the moving water condition in winter, 

however it was the still water sample that presented a limited number of markers during 

the summer experiment. It is also important to note that none of the markers appear in 

both tables, whilst two markers were investigated after showing significant differences in 

the moving and still water conditions in summer. In winter, the highest m/z in the moving 

water table was m/z 679.1494, and m/z 360.2533 in the still water table. The results from 

the summer experiment showed the opposite effects, with still water recording the 

highest mass. 

Figure 5.30 presents a bar chart showing the change in peak area of the top five markers 

identified in the moving water condition. The highest peak area is recorded at week 3 for 

each marker, with a decrease in peak area at week 4. This is not the case for the top five 

markers in still water (Figure 5.31), where only two markers show this pattern. The 

remaining markers show a direct increase in peak area at week 4 instead. 
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Figure 5.30: Bar chart showing the peak area of the top five markers showing significant differences 

over time in the moving water condition in winter.  

 

 

 

Figure 5.31: Bar chart showing the peak area of the top five markers showing significant differences 

over time in the still water condition in winter.  

 



Chapter 5 
 

 

270 
 

5.3.3.5 Metabolic profiling week 0 

Figure 5.32 presents the total ion chromatograms (TIC) for samples taken after 0 weeks of 

decomposition in moving and still water conditions. It is important to note that these 

particular samples were taken on day 2. Both chromatograms show characteristics of 

what is expected during the early stages of decomposition. Most peaks appear between 

15-30 minutes, and the majority have low peak intensities. It seems that the sample taken 

from moving water has some additional peaks that are not present in the still water 

sample, for example at 26, 28 and 29 minutes. This result is similar to that obtained during 

the summer experiment at week 0. One peak at 7 minutes in the chromatogram for the 

moving water condition in the summer has a high peak intensity. That particular peak 

can be seen in the same chromatogram during the winter conditions; however the peak 

area is very small.  

 

Figure 5.32: Example total ion chromatograms (TIC) of water samples taken after 0 weeks of 

decomposition in moving and still water during the winter. 
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5.3.3.6 Multivariate analysis of week 0 

Figure 5.33 shows the PCA scores plot of the samples taken after 0 weeks of 

decomposition in both moving and still water conditions during the winter experiment. 

The QC samples are clustered together, showing minimal instrumental drift. There is 

overlap between all three sample groups on the plot. The sample from the moving water 

condition seems to be separated slightly better from the control sample, but it still shows 

lack of separation overall. The results presented here are very similar to the results 

obtained at the same time point during the summer experiment. 

 

 

 

Figure 5.33: PCA score plot of PC1 (91.32%) and PC2 (4.50%) for water samples taken after 0 

weeks of decomposition in moving and still water during the winter. 
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5.3.3.7 Statistical analysis of week 0 

Statistical analysis was performed to investigate any significant differences between 

decomposition in different water conditions following 0 weeks of decomposition. 86 

markers were significantly different with a p-value of below 0.05. Of these markers, 50% 

of them have a m/z under 400, while 50% have a m/z over 400. This shows that the balance 

between the smaller and larger compounds are equal at this time interval. Table 5.11 

presents the top 20 markers that were significantly different between water conditions 

and shown to be the most robust and reliable. 

Table 5.11: Summary of the top 20 compounds that show significant differences between water 

conditions after 0 weeks of decomposition in water during the winter. 
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The average m/z for the markers in the table above is m/z 308.87. Larger markers are to be 

expected at this early stage of decomposition. Figure 5.34 presents a bar chart of the top 

10 markers, and their peak areas from the moving and still water samples. Ten markers 

were chosen to give a good overview of the different patterns between markers, whilst 

still allowing deeper insight into the behaviours of individual markers.  The markers that 

are more prevalent in the still water samples have a significantly higher peak area than 

those more prevalent in moving water samples. This is particularly the case with m/z 

413.39 where an adjusted scale was used. This was not the case during the summer 

experiment, where moving water samples produced higher peak areas overall. 

These results are consistent to those obtained during the summer experiment, where a 

similar number of significantly different markers and average m/z across the top 20 

markers are presented. However, while the size of these compounds were equal in the 

winter experiment, 81% of the markers in the summer experiment were over m/z 400.  

 

 
Figure 5.34: Bar chart showing the peak area of the top 10 markers identified as significantly 

different between moving and still water condition after 0 weeks of decomposition in winter. 
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5.3.3.8 Metabolic profiling of week 3 

Figure 5.35 presents the chromatograms of samples taken at week 3 from moving and still 

water conditions. There is only a slight increase in peak intensities and number of peaks 

from week 0. A peak in the still water sample at 3.5 minutes is not present in the moving 

water sample, and a peak at 7 minutes in the moving water sample does not appear in the 

still water sample. This peak is also noticeably present in the moving water sample during 

the summer experiment. These noticeable differences were unexpected in cold conditions. 

When comparing these chromatograms to those obtained during the summer experiment, 

there are differences in the peak patterns, the peak quality and their intensities, 

particularly between 15-35 minutes. During the summer, the moving water sample 

dominates the beginning of the chromatogram, while the still water sample presents 

higher peak intensities and number of peaks further into the chromatogram. This result 

is not reflected in the chromatograms obtained during the winter experiment. 

Figure 5.35: Example total ion chromatograms (TIC) of water samples taken after 3 weeks of 

decomposition in moving and still water during the winter. 
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5.3.3.9 Multivariate analysis of week 3 

The PCA scores plot in Figure 5.36 shows the control sample and samples taken following 

3 weeks of decomposition in moving and still water conditions. The QC samples are not 

clustered as during previous analyses, suggesting the potential of some instrumental 

effects. The plot shows good separation between the control group and the experimental 

sample groups, but poor separation between the moving and still water samples 

specifically. This suggests that there is a clear difference between the chemical signature 

of the control water and experimental samples, but not between different water 

conditions within the experimental samples. During the summer experiment the control 

group was also showing good separation from the experimental groups, however, there 

was also better separation between the moving and still water conditions. The higher 

temperatures seem to be influencing whether there are significant differences in the 

chemical signature of the samples from different water conditions. 

 
Figure 5.36: PCA score plot of PC1 (92.20%) and PC3 (1.77%) for water samples taken after 3 

weeks of decomposition in moving and still water during the summer. 
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5.3.3.10 Statistical analysis of week 3 

Statistical analysis was performed to investigate any significant differences between 

decomposition in different water conditions following 3 weeks of decomposition. 90 

markers were significantly different with a p-value of below 0.05. Of these markers, 53% 

of them have a m/z under 400, while 47% have a m/z over 400. A slight increase in the 

number of markers with a m/z under 400 reflects the natural progression of breakdown 

products associated with decomposition. Table 5.12 presents the top 20 markers that were 

significantly different between water conditions and shown to be the robust and reliable. 

Table 5.12: Summary of the top 20 compounds that show significant differences between water 

conditions after 3 weeks of decomposition in water during the winter. 
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The average m/z calculated from the table above is m/z 253.04. This is slightly smaller than 

the average mass of week 0. It is expected that the compounds break down into smaller 

products as the process of decomposition continues. There are 13 markers present in the 

table that also appear at week 0. These markers will be discussed in section 5.3.4.13 

Figure 5.37 presents the bar chart for the top 10 markers showing significant differences 

at week 3. Similar to week 0, the moving water samples exhibit greater peak areas overall. 

These results notably contrast those presented at week 3 of the summer experiment, 

where the still water samples show much higher peak areas. Additionally, only five 

markers were present in both tables (week 0 and 3) during the summer. This suggests that 

due to the increased rate of decomposition in the summer, the metabolic processes are 

rapidly changing over time. As a result, completely different markers will appear 

throughout, whilst in winter it may take longer for new markers to appear. 

 

 
Figure 5.37: Bar chart showing the peak area of the top 10 markers identified as significantly 

different between moving and still water condition after 3 weeks of decomposition in winter. 

 



Chapter 5 
 

 

278 
 

5.3.3.11 Metabolic profiling of week 4 

Figure 5.38 presents the overlaid chromatograms of water samples taken following 4 

weeks of decomposition in moving and still water. Both chromatograms show very 

similar peak patterns, however those in the still water sample seem to show higher peak 

intensities overall. Although additional peaks are produced between 15-30 minutes at 

week 4, there are no distinct changes to the peak patterns and intensities when compared 

to week 3. 

 

Figure 5.38: Example total ion chromatograms (TIC) of water samples taken after 4 weeks of 

decomposition in moving and still water during the winter. 

 

The chromatograms produced from the samples taken at week 4 in the summer 

experiment show a greater number of peaks and higher peak intensities compared to the 

winter experiment, specifically between 0-15 minutes. The most obvious differences here 

are the two peaks appearing at 3-4 minutes in the summer that are completely absent in 

the winter conditions. This may suggest that there are higher quantities of smaller 
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compounds present in the samples obtained during the summer, as they elute sooner on 

the chromatogram. This aligns with previous research into the effects of temperature on 

decomposition, where the cold temperatures restrict certain chemical processes. 

 

5.3.3.12 Multivariate analysis of week 4 

The PCA scores plot in Figure 5.39 presents the control, moving and still water samples 

taken after 4 weeks of decomposition in water. The QC samples are clustered together 

towards the middle of the plot, showing limited instrumental interference. There is 

excellent separation between the control samples, moving and still water samples. The 

separation between all three sample groups are further apart than the spread of the QC 

samples, indicating that these reflect genuine differences in the chemical profile of the 

samples, and not due to instrumental effects. 

 

Figure 5.39: PCA score plot of PC2 (26.55%) and PC3 (15.48%) for water samples taken after 4 

weeks of decomposition in moving and still water during the summer. 
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There is good separation between the moving and still water conditions at week 4 of the 

experiment in both summer and winter conditions. Unexpectedly, the sample groups are 

clustered tighter together, and placed much further apart on the plot in the winter 

condition.  

The observations conducted during the summer experiment showed there are far more 

physical changes to the carcasses and the water itself, compared to the limited changes in 

the winter. As a result, it is likely that there are more complex metabonomic processes 

occurring during the summer which will increase the variety of compounds in each 

sample replicate. This would explain the spread of the samples within a specific sample 

group on the PCA scores plot representing the summer experiment. 

 

 

5.3.3.13 Statistical analysis of week 4 

Statistical analysis was performed to investigate any significant differences between 

decomposition in different water conditions following 4 weeks of decomposition. 99 

markers were significantly different with a p-value of below 0.05. Of these markers, 28% 

of them have a m/z under 400, while 72% have a m/z over 400. This is an unusual result as 

the number of smaller compounds are expected to increase over time. Table 5.13 presents 

the top 20 markers that were significantly different between water conditions and shown 

to be the most robust and reliable. 
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Table 5.13: Summary of the top 20 compounds that show significant differences between water 

conditions after 4 weeks of decomposition in water during the winter. 

  

The average mass calculated from Table 5.13 was m/z 333.04, which is similar to the 

average calculated from the table at week 0 of the experiment. Both summer and winter 

conditions yielded a similar number of significantly different markers at this time point, 

however overall the winter experiment produced larger compounds at week 4.  The bar 

chart in Figure 5.40 shows the peak area of the top 10 statistically significant markers 

identified at week 4. The still water samples dominate the figure with much higher peak 

areas in all but one marker, which was also the case in the summer experiment. Nine of 

the markers identified in this table were also identified at week 0, and ten of these markers 



Chapter 5 
 

 

282 
 

were previously identified at week 3. These include five markers that show significant 

differences at all three time points. These are shown in Table 5.14. and Figure 5.41. 

Figure 5.40: Bar chart showing the peak area of the top 10 markers identified as significantly 

different between moving and still water condition after 4 weeks of decomposition in winter. 

 

 

Table 5.14: Table showing the markers that show significant differences between moving and still 

water at more than one time point during the winter experiment. 

 

Markers showing 
significant differences at 

week 0 and week 3 

Markers showing 
significant differences in 

week 3 and week 4 

Markers showing 
significant differences in 

week 0 and week 4 

m/z m/z m/z 

215.1704 215.1704 215.1704 

221.1949 221.1949 221.1949 

236.1573 236.1573 236.1573 

252.1281 252.1281 252.1281 

304.1555 304.1555 304.1555 

398.3556 112.1043 507.4076 

242.1989 250.2461 529.3146 

139.1337 417.0941 392.3964 

413.3858 282.2927 117.1589 

158.0899 409.2788  

298.1427   

188.2500   
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Figure 5.41 shows the five markers showing significant differences over time. 

 

Markers A, C, D and E all show a higher peak area in the moving water sample at week 

0, very low peak area during week 3 and a sudden increase in peak area for the still water 

sample at week 4. On the other hand, marker B does not show any drastic changes in peak 

area over time. These results show how the movement of the water can affect the presence 

of decomposition products at certain time points. The behaviour of marker B also 

emphasizes that each compound does not progress or behave the same. The chemical 

changes during decomposition are so complex that the effects of these changes are 

variable. 

Figure 5.41: Bar charts presenting the 

peak areas of the five markers 

discovered with significant differences 

between moving and still water 

conditions at all three time points. A: 

215.1704, B: 221.1949, C: 236.1573, 

D: 252.1281, E: 304.1555. 
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5.4 Conclusion and future work 

This experiment successfully used untargeted metabonomic analysis with liquid 

chromatography-mass spectrometry to investigate the influence of running or still water 

on the chemical signature of a decomposing carcass in water. This workflow was able to 

monitor the progress of decomposition over time, whilst highlighting the differences 

between each water condition. The effects of temperature on these conditions were also 

investigated thoroughly. 

It is fascinating that although the experiment focused on the same species in the same 

amount of water and in the same environment, there was such a pronounced difference 

in the chemical changes as a result of water movement, or lack thereof. It was expected 

that moving water would increase the rate of decomposition due to the agitation of the 

carcass, however, there were clear signs during the experiment that showed this to be 

untrue. Insect activity was more prominent in carcasses placed in still water compared to 

moving water. It is possible that the movement of the water could have deterred the 

insects or damaged the eggs, resulting in the delay of maggot colonisation. The increased 

insect activity in the still water boxes potentially accelerated the decomposition process, 

resulting in the drastic changes observed earlier in the chapter. Another visible difference 

between the moving and still water condition was the formation of white film on the 

surface of the water. This film formed on day 17 in the still water condition, whilst not 

until day 20 in the moving water condition. The movement of the water alongside the 

delay in insect colonisation most likely delayed the formation of this film. 

There is also clear variation in the chemical signature of the water over time when 

comparing moving and still water conditions. The chromatograms highlight obvious 

differences between the moving and still water samples. In the moving water condition, 
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the peak intensities and number of peaks increase slowly over time, whilst in still water 

this is not the case. It seems that in still water, the sample collected at week 3 shows higher 

peak intensities toward the end of the chromatogram, and week 4 at the beginning. This 

is emphasized when looking at the PCA plots at week 0, 3 and 4, where the distance 

between the sample groups increases over time. However, this is not only due to the 

increase in decomposition products in an enclosed space, as often the peak area of certain 

markers in the sample would also decrease over time. While it was interesting to 

investigate the number of statistically significant markers at each time point, it is also 

important to consider that there are over a thousand compounds identified in these 

samples that show no statistical significance between moving and still water. Therefore, 

while there are markers that clearly show the difference in the chemical signature of the 

water from both conditions, the vast majority of the sample content is similar. However, 

it is clear from the results throughout this chapter that the markers showing significant 

differences heavily influence the sample matrix. 

Conducting this experiment in both summer and winter conditions also provided useful 

insight into the effect of temperature on the decomposition process and the differences 

caused by water movement. The observations showed that the rate of decomposition was 

significantly reduced by the low temperatures in winter. The lack of insect activity, odour, 

discolouration of the water and changes to the carcass itself provided useful insight of 

what to expect in the chemical analysis. Overall, the results proposed that the samples 

taken during the winter experiment had a much lower quantity of decomposition 

products compared to the samples taken in summer. The chromatograms from the winter 

experiment produced a limited number of peaks and low peak intensities in comparison 

to the chromatograms obtained during the summer. Additionally, during the summer 

there was greater separation on the PCA plot between the sample groups over time, 
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accompanied by greater separation between the moving and still water conditions at 

specific time points. This suggests that not only was the rate of decomposition faster in 

the summer, the chemical differences between moving and still water conditions were 

also greater. It is important to note that the ability of this metabonomic workflow to 

identify changes in the chemical signature of the water over time in both moving and still 

water conditions in the winter temperatures is a high level of success. With the 

temperatures often dropping under 0°C, and very limited visual changes to the 

decomposing carcasses, this workflow was able to detect a large number of markers 

showing significant differences not only over time, but also between moving and still 

water conditions. 

Future work in this area could improve the current experimental procedures and provide 

greater insight into the effects of moving water on decomposition. One of the main factors 

to improve would be to provide a bigger sample set to gain more reliable results from 

statistical analysis. Adding more time points to the experiment such as sampling twice a 

week would give greater insight into these subtle metabonomic changes, and how quickly 

the chemical signature of the water can change. An important consideration when 

discussing these results was whether the sampling location in the box could have affected 

the results. The stagnation of the water could cause leachates to cluster in one particular 

area, therefore an essential research goal moving forward would be to investigate 

whether the sampling location such as area and depth influences the results obtained. 

Furthermore, looking into the effects of other water conditions such as salinity and pH 

would be an opportunity to broaden the research goals outlined in this chapter. 

Incorporating these additional factors would help this new research area move forward, 

using the successful data from preliminary experiments and applying them to more 

realistic circumstances. 
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Chapter 6 

 

Using metabonomic profiling methods to 

investigate the chemical signature of leachate 

samples from buried human remains. 

 

The focus of this experiment was to investigate the potential of using non-targeted metabonomic 

analysis to profile the chemical signature of leachate samples taken from various locations under 

decomposing human remains. There were two primary aims. The first was to investigate how the 

leachate interacts with different column chemistries, to obtain as much information as possible from 

each sample. The second was an attempt to define a chemical profile of the leachates to investigate the 

chemical changes during human decomposition over time, using biological markers. The 

identification of these markers could provide a direction for future studies that will influence the way 

human remains are investigated. 
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6.1 Introduction 

 

Research into the human decomposition process has accelerated in the scientific 

community, evolving from forensic anthropology into other disciplines in the last 30 years. 

Significant advances in this field have expanded our knowledge of decomposition, 

contributing to its increasing popularity. This has triggered a substantial growth in research 

activity involving decomposition studies, and how various new techniques and approaches 

can be used together to try and answer the big questions [1]. 

The vast majority of our knowledge of the decomposition process have relied on studies 

conducted on a range of vertebrates. The use of animal models in experiments dates back 

to the ancient Greek times, where human anatomy was studied using chicks and dogs [2]. 

The most frequently used analogues for forensic decomposition studies since the 1980’s are 

pigs, known for their anatomical and physical similarities to humans. They are excellent 

subjects that provide good replication, reliability and are easily obtained for forensic 

experiments. This provided a more experimental approach for forensic taphonomy. There 

have been countless studies producing successful results using pigs as human analogues 

for a variety of purposes such as changes in environment, seasons, PMI calculations and 

search techniques [3-6]. Researchers have also worked successfully with mice [7, 8], rats [9], 

dogs [10] and rabbits [11].  

A chemical approach to decomposition has unearthed concerns that the similarities 

between pigs and humans could be outweighed by their chemical differences. While it has 

been established that pigs and humans have similar body mass and gut microbiome 

composition compared to other carnivores and herbivores [12], various publications in the 

last decade have expressed the differences between each mammalian species’ unique 
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composition. Research focusing on the formation of adipocere identified higher levels of 

fatty acids and moisture content present in pigs compared to humans, leading to variations 

in adipocere formation [13]. Additionally, the nitrogen content is also higher in humans, 

which can lead to a variety of differences in breakdown pathways [14]. Furthermore, Vass 

[15] also discovered differences between pig and human profiles when looking at the 

volatile organic compounds (VOC) released, with the differing odours between species 

exposed by human remains detection dogs [15]. The combination of these chemical 

differences in each species can therefore influence the environment surrounding the 

decomposing remains. A chemical study of the surrounding soil of graves showed various 

differences in the biogeochemical activity of the soils between human and pig remains [16]. 

This study was published in 2021, emphasizing that we are only just discovering the 

methodologies that will unearth accurate and reliable knowledge of the chemistry of 

human decomposition. Another recent study in 2018 quotes “human remains behave less 

predictably than those of pigs or rabbits such that the nonhuman models could not replicate 

the impacts of differential insect activity, scavenging or physical state changes (e.g., 

mummification) exhibited by the human subjects” [17, 18].  

There are acknowledgeable difficulties with using human remains in decomposition 

studies, such as the variability between each human being (age, illness, type of death), the 

difficulties in getting adequate donations and the costs that arise as a result. The variation 

of laws in different countries limits the number of facilities, which could make it difficult to 

replicate experiments in different climates. Despite this, raising the awareness of the 

importance of these human decomposition facilities using the valuable knowledge already 

gained from studies at these facilities can be beneficial for future research into the chemistry 

of human decomposition. 
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There are a total of five active facilities working on human decomposition research in the 

USA, in addition to one in Australia, and recently in Canada and the Netherlands. The first 

facility was opened by Dr. William Bass at the University of Tennessee, Knoxville. His work 

on human decay rates began in 1972 [19, 20]. This seemed a unique opportunity to study 

human decomposition in a controlled environment when he came across a case that 

interested him. In 1977, a vandal disturbed a Civil War era burial. Investigators identified 

active decomposition in one of the graves, suggesting a homicide victim was placed there. 

With Dr. Bass’ knowledge and experience of decomposition patterns, he believed the 

remains were a year old. However, it was later discovered that it was in fact the original 

grave with Colonel Shy, a Civil War casualty buried there. His body was embalmed and 

placed in a cast iron coffin, preserving his remains until the recent vandalism [19]. After a 

badly missed estimate concerning time of death, Dr. Bass realised the lack of research 

surrounding an important question – how to calculate the time of death! As a result, The 

Anthropology Research Facility (ARF) was established in 1980 on an old hospital site at the 

University of Tennessee. After receiving the first body donation in 1981 the numbers 

increased rapidly each year, reaching its maximum in 2006 with 107 bodies donated.  

The initial research focus was based on morphological changes associated with 

decomposition, and how different environments and insects can affect these processes [21, 

22]. By 1994, research at the facility had developed to look at how bodies decompose in 

water, and the formation of adipocere with Dr O’Brien [23]. In the meantime, research 

began to attempt to determine the ‘time since death’ by collecting data on volatile fatty acids 

deposited in soil solution from under decomposing remains [24]. By 2002, Vass had 

successfully developed a new method to help determine a post mortem interval (PMI) using 

volatile organic compounds (VOC) [25]. The distinct changes in chemical patterns 

discovered could be correlated to the length of time since death. An Odour Analysis 
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Database was created in 2004, with over 400 compounds of interest identified to help 

estimate the PMI of human remains [26]. It was clear from the valuable knowledge gained 

from the ARF that research on human remains was a success, and the way forward to learn 

more about human decomposition.  

Despite this, concerns were quickly raised about the risks of saturation at the site, of 

decomposition by-products, and an increased population of insects. Shahid et al [27] 

conducted an in depth experiment to determine whether these allegations were 

scientifically true. They discovered that the prevalence of sarcosaprophagous arthropods 

(blow flies, flesh flies, skipper flies, carrion beetles, and rove beetles) was not significant 

different in the ARF facility, than beyond the fence and surrounding sites [27]. 

Whilst four other research facilities have opened in the USA, the Australian Facility for 

Taphonomic Experimental Research (AFTER) was opened in 2016 at the University of 

Technology Sydney by Professor Shari Forbes, an Australian and Canadian forensic 

researcher [28]. This 49-hectare site was the first facility to open in the southern hemisphere, 

and in 2016 alone received over 40 body donations. They have formed strong partnerships 

with New South Wales Police, Australian Federal Police and the Fire and Rescue NSW. 

Forbes has expressed that there are many other valuable applications for research 

conducted at a ‘body farm’, such as improving search and recovery methods and 

identifying victim remains [28]. Investigating the VOC’s released during decomposition is 

a strong focus at this research facility [29], with Forbes leading a vast number of studies on 

the chemical odour profile of decomposition [30]. A significant purpose to these 

experimental studies are to increase our understanding of cadaver detection dog training, 

and to investigate what odours the dogs are identifying [31]. The success of this particular 

facility is reflected in the successful design of an ‘electronic nose system’, for odour analysis 
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and assessment [32]. The development of science and technology at these facilities have the 

potential to revolutionize the search and rescue methods around the world.  

Initially explored in 2010, the Human Taphonomic Research Facility (HTRF) in the 

Netherlands was announced in 2017. This new facility was not only special because it was 

the first and only European taphonomic research facility, but also as it specifically allowed 

the study of buried bodies [33]. Located in the vicinity of the Amsterdam Medical Center 

(AMC), this allowed ease of access to the morgue, technical assistance and experimental 

facilities. In March 2018, the first inhumation was performed to test the logistics and 

operational workflows as a reference for future methodologies. Following this, in 

November 2018, the Amsterdam Research Initiative for sub-surface Taphonomy and 

Anthropology (ARISTA) was opened [33]. There are currently five active graves in use by 

a variety of international research groups. The strategy for ARISTA presented a different 

focus to what has been done elsewhere. The main focus of this taphonomic research facility 

is to use remote and telemetric sensing, with the use of minimally invasive sampling 

techniques to allow the opportunity for a full archaeological excavation of undisturbed 

remains.  

 

 REMOTE SENSING. Using the technology of ground penetrating radar (GPR) and 

spectral imaging allows the preservation of the integrity of the taphonomic 

processes within each grave. These techniques can be repeated indefinitely. 

 TELEMETRIC SENSING. Placing temperature and humidity sensors in and 

around the body causes a very limited amount of disturbance to the decomposition 

processes in the grave. 
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 SAMPLING. Minimally invasive sampling opportunities such as VOC measuring, 

leachate lysimeters will have minimal influences on the experiment. Sampling body 

parts temporarily exposed for tissue biopsies is also carried out, causing disturbance 

to the natural decomposition processes.  

 

These new research methodologies have the potential to expand the focus of decomposition 

to cover a broad range of disciplines, giving a unique opportunity for researchers from all 

areas to work together. 

 

 

6.2 Methods and materials 

6.2.1 Experimental method 

6.2.1.1 Materials 

Methanol (HPLC grade), formic acid and a reference mass solution consisting of purine 

(m/z 121.0509) and hexakis (1H, 1H, 3H- tetrafluropropoxy)phosphazine (m/z 922.0098) 

were purchased from Fisher Scientific (Loughborough UK). Ultra-pure water (18.2 MΩ) 

was purified using a Purelab Option-Q system by Veolia Water (Saint Maurice, France). 

Lysimeters were purchased from HANNA Instruments (Bedfordshire UK). 
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6.2.1.2 Experimental setup 

The measurements of the site were 32 m x 18 m, enclosed with a fence extending 3 m above 

ground and 1m below ground to avert unauthorised persons and larger animals. The plot 

can accommodate 30-50 graves, depending on the distance between each grave. The burial 

site was 2 m long, 8 m wide and 60 cm deep. Each body is buried at the lowest level to avoid 

cross contamination of future graves. 

The top level of terrain is 4m below sea level. It consists of 1m of a homogeneous blend of 

various sand types and peat, covered by 10-20 cm of humus-rich topsoil. The groundwater 

table fluctuates around 70 cm and is tilted downward in the north westerly direction. The 

surface homogeneity was determined using ground penetrating radar (GPR) and ground 

condctivity, further validated with soil profiles retrived with an auger. To ensure the site 

was kept as natural as possible, most of the vegetation was kept in situ. 

Continuous telemetric registration of temperature and humidity was collected using a 

Sweco Nederland B.V data logging system, which can be accessed through the web-based 

platform. This data was also coupled with simultaneous non-tephonomic ambient data 

retrieved from a weather station, and two ground water gauges to measure the water table 

and temperature. The experiment began on the 28th August 2019. Ethical approval for this 

work was approved by the University (NS-190054).  

 

6.2.1.3 Sample collection and storage 

One lysimeter was placed at the head of the body, the second at the foot of the body, and a 

control lysimeter placed at opposite side of the site. The water was removed from the soil 

through a porous ceramic cup with a vacuum placed on the cup. A sample was collected 
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from the lysimeters every two weeks, if a leachate sample was present. Figure 6.1 Shows a 

labelled diagram of a sampling lysimeter. 

 

 

 

 

 

 

 

 

 

 

Figure 6.1: A labelled diagram of a basic sampling lysimeter. 1: Rubber cap, 2: Soil solution sampler 

tube, 3: Porous ceramic cup, 4: 30 ml syringe, 5: Rubber suction capillary, 6: Finger clamp. 

 

The syringe was connected to the rubber capillary, and the syringe piston was drawn back 

30ml. Following this, the finger clamp was pinched and the syringe disconnected. A 

vacuum of -60cb was created in the sampler tube. The soil solution was drawn out after 30 

minutes as followed; The syringe was connected to the rubber capillary, the finger clamp 

opened and the syringe piston drawn 30 ml. The piston was held until all the solution that 

was available was sucked into the syringe, then disconnected with the finger clamp left 

open. All samples were placed in a 1.5 ml Eppendorf tube and centrifuged for 10 minutes 

at 16100 rcf to remove any particulates, then stored in a freezer at -25ºC prior to analysis. 

It is important to note that this experiment was a preliminary experiment, conducted to 

develop an effective and robust method for the metabonomic analysis of leachates collected 
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underneath decomposing remains. Due to the unpredictable nature of the leachates, a 

sample was not always available at the specific time points chosen. Furthermore, as a result 

of factors beyond our control, further experiments could not be conducted at this time and 

therefore leachate samples were limited. 

Table 6.1 shows the location underneath the body and the date each sample was collected. 

Each sample was injected three times into the instrument as accurate replicates. 

 

 
Table 6.1: The location and date of each sample taken during the experiment. 

 

 

6.2.2 Instrumental setup 

6.2.2.1 Quality control 

This was carried out exactly as described in Chapter 3, Section 3.2.3.1. 

 

 

 

Area of body 18 / 09 01 / 10 24 / 10 07 / 12 09 /12 

Control X     

Head X X    

Foot X X X X  

Runoff Water     X 
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6.2.2.2 Chromatographic parameters 

The chromatographic separation was carried out using an Agilent Technologies 1260 

Infinity Binary HPLC system. Early method development was conducted on each column 

to produce a robust and effective solvent gradient unique to each column, shown below.  

C18 Column. Thermo Fisher C18 Hypersil Gold (100 mm x 2.1 mm, 1.9 μm particle size). 

The column temperature was maintained at 40ºC, and the injection volume was 5 μl. The 

mobile phase consisted of (A) Water with 0.1% formic acid and (B) Methanol with 0.1% 

formic acid. The flow rate was 0.2 ml min-1. The solvent gradient is shown in Table 6.2. 

Table 6.2: Solvent gradient used for the analysis of leachate samples, using a C18 column. 

 

 

 

 

 

 

 

 

Hypercarb Column. Hypercarb Porous Graphitic Carbon HPLC Column (100mm x 

2.1mm), 5μm particle size. The column temperature was maintained at 40ºC, and the 

injection volume was 5μl. The mobile phase consisted of (A) Water with 0.1% formic acid 

and (B) Methanol with 0.1% formic acid. The flow rate was 0.4 ml min-1. The solvent 

gradient used is shown in Table 6.3. 

 

Time 
(minutes) 

Solvent A (%) Solvent B (%) 

0 97 3 

6 97 3 

12 20 80 

22 20 80 

25 0 100 

30 0 100 

32 97 3 
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Table 6.3: Solvent gradient used for the analysis of leachate samples, using a Hypercarb column. 

 

Time 
(minutes) 

Solvent A (%) Solvent B (%) 

0 97 3 

3 40 60 

5 35 65 

10 35 65 

12 0 100 

20 0 100 

21 97 3 

 

 

HILIC Column. HILIC Accucore HPLC Column (100mm x 2.1mm, 2.6μm particle size). 

The column temperature was maintained at 40ºC, and the injection volume was 5μl. The 

mobile phase consisted of (A) Water with 0.1% formic acid and (B) Methanol with 0.1% 

formic acid. The flow rate was 0.5 ml min-1. The solvent gradient used is shown in Table 

6.4. 

 

Table 6.4: Solvent gradient used for the analysis of leachate samples, using a HILIC column. 

 

 

 

 

 

 

 

 

Time 
(minutes) 

Solvent A (%) Solvent B (%) 

0 3 97 

5 3 97 

7 50 50 

10 50 50 

11 3 97 
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6.2.2.3 Mass spectrometry parameters 

This was carried out exactly as described in Chapter 3, Section 3.2.3.3. 

 

6.2.3 Data pre-processing 

This was carried out exactly as described in Chapter 3, Section 3.2.4. 

 

6.2.4 Data analysis and statistical analysis 

This was carried out exactly as described in Chapter 3, Section 3.2.5. 

 

6.3 Temperature 

The temperature of the environment, along with the humidity, wind, rainfall, and moisture 

content have a significant effect on the rate of decomposition. During this study, the air 

temperature was monitored constantly to investigate how the temperature effects the 

production and content of leachate samples taken from near a decomposing body. Figure 

6.2 shows the change in temperature during this study.  
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Figure 6.2: Graph showing the change in temperature every week between August and December 

2019, also including a monthly average value. 

 

 

The graph in Figure 6.2 highlights the typical trend expected for temperatures between 

August and December in this climate. The highest temperature in August was 32.5°C, and 

lowest 10.6°C. December produced a much lower highest temperature of 10.2°C, and lowest 

of -2.6°C. This substantial difference is very likely to have affected the rate of 

decomposition, and as a result, the chemical processes that occur in the body during 

decomposition.  
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6.4 Results and discussion using a C18 column 

6.4.1 QC analysis 

 The chromatograms shown in Figure 6.3 show no visible retention time variability in the 

QC samples, and only minor differences in peak area.  

 
Figure 6.3: Total ion chromatograms of QC samples throughout the analytical run for leachate 

samples using a C18 column. 

 

The baseline appears to be unstable in QC1, however, QC2 seems to have stabilised. Two 

blank samples were injected at the beginning of the sequence to condition the instrument. 

Table 6.5 presents supplementary data for variability between peak area and retention time. 

Although the CV values for peak area are much higher than those obtained for retention 

time values, they are still under the accepted level of variability for non-targeted 

metabonomic analysis.  
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Table 6.5: Variability of peak area (A) and retention time (B) from 6 selected peaks in the QC samples 

during the analytical sequence for leachate samples using a C18 column. 
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6.4.2 Metabolic profiling 

Due to the nature of the total ion chromatograms (TIC’s) obtained during this analysis, total 

compound chromatograms (TCC’s) were used for visualisation of the peaks. A TCC is a 

chromatogram showing the extraction of each compound identified within that sample. On 

account of the small amount of sample used, the abundance of compounds in each sample 

was low. A high baseline, and lack of resolution in the TIC’s could be as a result of the 

compounds being inundated by background noise. Using the TCC provides more 

information for each peak present in the sample, allowing a clearer picture of the chemical 

signature of the sample, and eliminating the baseline. Observing these overlaid TCC’s in 

Figure 6.4, a difference between peak pattern and peak intensity is seen between the 

samples taken from near the head in September and October. 

 

 

 
Figure 6.4: Example total compound chromatogram (TCC) of samples taken at the head of the body 

at two different time points, analysed using a C18 column. 
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The peak patterns at the beginning and very end of the chromatogram seem to be consistent 

between both samples, however, peaks from the sample taken in October have very low 

abundance throughout in comparison to those taken in September. There are differences 

between their chemical profiles at 15 – 25 minutes. An additional four peaks were present 

in the sample taken in September, which are not present in the sample taken in October.  

Figure 6.5 shows the overlaid chromatograms for samples taken at four time points from 

the foot of the body. The chromatograms here show fewer differences in peak pattern, and 

more differences in peak intensities. Similar to what occurred in Figure 6.4, the majority of 

the peak intensities for samples taken at the beginning of October seem to decrease from 

those taken in September, additionally followed by a sharp increase in intensity in samples 

taken toward the end of October, then a slight decrease yet again in December. This is 

shown in the areas highlighted in grey on the chromatogram below. There is also an 

additional peak present at 18.9 minutes only on the sample taken on Oct-24. 

Figure 6.5: Example total compound chromatogram (TCC) of samples taken at the foot of the body 

at two different time points, analysed using a C18 column. 
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There is a high level of variability in the patterns between peaks between 15-25 minutes on 

the chromatograms. Each peak shows varying levels of intensity at different time points, 

even in very low abundances. This highlights the complexity of the decomposition process, 

and how even very small changes can affect the metabolite profile of the sample. 

It is important to note that the overlaid chromatograms for leachate samples taken at the 

head and foot of the body show very similar peak patterns. This implies that similar class 

of compounds are detected at both areas of the body. It was assumed that the abundance 

of each compound detected in the leachates would increase over time as it clusters in the 

soil. The uncontrolled nature of this real-life experiment emphasises how quickly these 

compounds seem to have broken down further or simply washed away with groundwater, 

allowing compounds leaching from new chemical processes to appear. The decrease in 

temperature throughout the course of this experiment is very likely to have impacted the 

speed and efficiency of chemical decomposition happening in the body, as shown in Figure 

6.2. which will be discussed further in this chapter. 

 

6.4.3 Multivariate analysis 

The PCA scores plot in Figure 6.6 shows the progression of the chemical profile of the 

leachate samples collected from the foot of the body at five time points and a control sample. 

The QC samples are clustered toward the middle of the plot, indicating minimal 

instrumental effects. 
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Figure 6.6: PCA score plot of PC1 (88.02%) and PC3 (8.22%) for leachate samples from the foot of 

the body using a C18 column. 

 

Each experimental group shows good reproducibility on the plot, with little variation 

within the three replicates. These groups are also well separated on the plot, with limited 

overlap between the control sample and the sample taken on 18-Sept only. This is not 

unexpected as this sample was taken near the beginning of the experiment. The distance 

between each sample group is not further apart than the spread of the QC samples, 

however, each time point can still clearly be distinguished from the next on the plot. There 

is no linear progression between each time point as they are spread randomly across the 

plot. The runoff water sample is positioned close to the control sample, suggesting that their 

chemical profiles could be similar. 
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Figure 6.7: PCA score plot of PC1 (88.02%) and PC3 (8.22%) for leachate samples from the head 

of the body using a C18 column. 

 

The PCA scores plot in Figure 6.7 representing the samples taken from the head of the body 

shows good separation between each sample group. A sample from 24 Oct and 7 Dec were 

not available from the head of the body due to the limited nature of leachates, however it 

is still possible to visualise the difference in the chemical profile between the time points 

presented. One replicate from 01 Oct seems to spread across the plot, and is considered an 

anomaly, most likely due to instrumental effects. The control sample is positioned much 

further away from the experimental samples compared to the samples taken from the foot 

of the body. 

Table 6.6 looks at the m/z of the compounds that show significant differences between each 

time point at the head and foot of the body This data provides a deeper insight to the type 

of compounds expected at various stages of decomposition, and whether the compounds 

that are detected reflect the processes we are already aware of. 
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Table 6.6: Table showing the percentage of compounds of a specific m/z at each time interval showing 

significant differences, using a C18 column. 

 

 

 

The data shows a sharp increase in the percentage of smaller compound (m/z 100-300), 

followed by a sharp decrease in the sample. Furthermore, the larger compounds (m/z 501+) 

show the opposite effect, a sharp decrease in percentage followed by an increase. 

Compounds with a m/z between 301-500 do not fluctuate. Samples taken at the head of the 

body also show a higher percentage of larger compounds present at the beginning of the 

experiment. 

Decomposition is a process where large biological macromolecules such as proteins, 

carbohydrates and lipids are broken down into gases (volatile compounds) and leachates 

(non-volatile compounds) by bacteria, fungi and protozoa [25]. These smaller intermediate 

compounds such as amino acids, glucose monomers, fatty acids and alcohols will 

eventually break down to their most stable form [35]. The increase in percentage of smaller 

compounds at the same time as a decrease in large compounds could be explained as the 

breakdown of larger compounds into a variety of smaller compounds that overwhelm the 

sample. Nonetheless, it is slightly more challenging to explain why the percentage of 

compounds with a larger m/z increase towards the end of the experiment, whilst the 
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percentage of smaller compounds decrease. One possible explanation for this could be that 

the small compounds have broken down into even smaller compounds that cannot be 

detected by this method, or they have washed away from the sampling location. This would 

allow the larger compounds still present to dominate the sample.  

It is important to consider that decomposition consists of a variety of processes/reactions 

happening at each stage. The larger compounds detected at the beginning of the experiment 

are likely to be very different to the larger compounds detected towards the end of the 

experiment. Further statistical analysis was conducted to provide deeper insight into the 

particular markers that influence these results. 

 

6.4.4 Statistical analysis 

The total number of features detected in the leachate samples was 3572. Following the 

removal of all features with a CV value over 30%, 2116 remained. A t-test was performed 

on samples from the head and foot of the body separately. Features with a p-value of more 

than 0.05 were removed, leaving 411 features from samples taken by the foot of the body, 

and 156 features from the head of the body. The top 50 compounds from both the head and 

foot of the body were chosen for further statistical analysis (ANOVA/Welch test) using. 

Table 6.7 shows the top 20 markers that proved to be the most robust and significantly 

different from samples taken at the foot of the body.  

 

 

 



Chapter 6 
 

 
 

314 
 

Table 6.7: Summary of the markers that show significant differences between at least two time points 

at the foot of the body, analysed using a C18 column. 

 

 

Each marker shown in Table 6.8 shows a significant difference between at least two time 

points. It is clear that the majority of these markers are showing significant differences 

between the first two time points (18-Sept and 01-Oct), while the number of significant 

differences identified decreases as the experiment progresses. This initial observation 

suggests that warmer months show an increase in decomposition activity compared to the 

colder months. Although samples were only collected at two time points at the head of the 

body, Table 6.8 shows the markers showing significant differences between two time points 

(18-Sept and 01-Oct) from samples taken at the head of the body. 
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Table 6.8: Summary of the top 20 markers that show significant differences between two time points 

at the head of the body, analysed using a C18 column. 

 

Overall, the markers identified at the head of the body seem to have a higher m/z than those 

identified at the foot of the body. The average m/z of markers showing significant 

differences at the foot of the body was m/z 283, and m/z 450 at the head of the body. The 

substantial difference between the two suggests that very different chemical processes are 

occurring at both ends of the body, highlighting the complexity of metabolic processes after 
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death. The chemical breakdown of larger macromolecules into smaller products is reflected 

in the data accumulated during this experiment, showing that previous research into the 

chemical aspect of decomposition can be used to understand the patterns appearing in new 

research. 

 

6.4.5 Marker identification 

Of these compounds that were found to be statistically significant at different time points, 

four were tentatively identified through comparing mass spectra from the analysis to those 

provided by METLIN. The marker m/z 132.0995 was tentatively identified as Leucine, m/z 

184.0973 as Epinephrine, m/z 169.0491 as Dihydroxyphenyl-acetic acid and m/z 171.0657 as 

3,4-Dihydroxyphenyl glycol. The observed m/z for all four compounds were as a result of 

the [M+H]+ adduct. The tentative identifications of each marker, their peak area and the p-

values at each time interval are discussed further. 
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Table 6.9: Summary of the marker m/z 132.0995, tentatively identified as Leucine. 

 

 

This marker was tentatively identified as leucine. The p-values from the statistical analysis 

in Table 6.9 show that the peak areas are statistically significant across all time points. The 

bar chart in Figure 6.8 shows that there are rapid changes in the abundance of leucine in 

the leachate samples collected from the head and foot of the body. It is important to note 

that the abundance in the control sample is very low, implying that it is very likely that the 

marker identified is leaching from the body into the ground, not only in the soil itself. 

 

Figure 6.8: Bar chart showing the change in abundance over time of m/z 132.0995 tentatively 

identified as Leucine, in samples taken from the head and foot of the body with error bars ±1 standard 

deviation. 
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Table 6.10: Summary of the marker m/z 184.0973, tentatively identified as Epinephrine. 

 

 

This marker was tentatively identified as epinephrine. The p-values in Table 6.10 show that 

this marker only yields statistically significant differences between the first two time points 

at the head and foot of the body, inferring that this compound may be a product of the early 

stages of decomposition. This is also reflected in the bar chart in Figure 6.9, demonstrating 

a dramatic change in abundance in samples from both the head and foot of the body at the 

first two time points, then decreasing over time.  

 
Figure 6.9: Bar chart showing the change in abundance over time of m/z 184.0973 tentatively 

identified as Epinephrine, in samples taken from the head and foot of the body with error bars ±1 

standard deviation. 
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Table 6.11: Summary of m/z 169.0491, tentatively identified as Dihydroxyphenyl-acetic acid. 
 

 
 
Table 6.11 shows that this marker only yields statistical significance in the sample taken at 

the head of the body, suggesting that this compound is more likely involved in 

decomposition processes happening in this area. When looking ar the bar chart in Figure 

6.10, there also seems to be high abundance of this particular marker in the runoff water. It 

is possible that the compound drained very quickly through the site, accumulating at the 

lowest point, however, it is not possible to confirm at this time. 

 

Figure 6.10: Bar chart showing the change in abundance over time of m/z 169.0491 tentatively 

identified as Dihydroxyphenyl-acetic acid, in samples taken from the head and foot of the body with 

error bars ±1 standard deviation. 
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Table 6.12: Summary of the marker m/z 171.0657, tentatively identified as DL-3,4-Dihydroxyphenyl 

glycol. 

 

This marker was tentatively identified as DL-3,4-Dihydroxyphenyl glycol. Table 6.12 shows 

that this marker yields statistically significant differences between the first two time points 

at both the head and foot of the body, which is also evident by the changes in peak area on 

the bar chart in Figure 6.11. This implies that this marker also seems to be a key marker in 

the early stages of decomposition.  

 
Figure 6.11: Bar chart showing the change in abundance over time of m/z 171.0657 tentatively 

identified as DL-3,4-Dihydroxyphenyl glycol., in samples taken from the head and foot of the body 

with error bars ±1 standard deviation. 
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Each of the tentatively identified markers were investigated further to assess their relevance 

to the decomposition process. Leucine is one of three branched chain amino acids, essential 

to human life. It is found naturally in the body provided by food, stimulating protein 

synthesis and muscle repair [36]. Leucine is also essential to regulate blood sugar levels, 

acting as a source for gluconeogenesis in the liver [37, 38]. The structure of leucine consists 

of a four carbon side chain from the basic amino acid structure, shown in Figure 6.12.  

 

 

 

 

 

Figure 6.12: Molecular structure of Leucine. 

 

The decomposition of proteins is one of the most studied pathways in attempts to achieve 

the full picture of human decomposition. The majority of proteins in the body are degraded 

to peptones, polypeptides and amino acids via proteolysis, catalysed by cellular enzymes 

called proteases [39]. It is evident from statistical analysis and investigations into its 

individual patterns in the data, that leucine is present in the leachate samples taken at the 

head and foot of the body, and ever changing throughout the experiment. During the initial 

stages of decomposition, leucine is present surrounding the liver, adipose tissue and muscle 

tissue, followed by the epidermis and muscle protein in later stages as a result of protein 

degradation. Although leucine is not identified as a human-specific marker, the patterns 

and behaviours of amino acids will enhance the knowledge of what compounds you would 

expect to see at certain time intervals during human decomposition, and how they change 

over time. 



Chapter 6 
 

 
 

322 
 

The remaining three compounds tentatively identified are all associated with very similar 

metabolic pathways. Epinephrine (also known as adrenaline) is a hormone secreted by the 

medulla of the adrenal gland. It is one of a group of monoamines called catecholamines (in 

addition to dopamine and noradrenaline), which are responsible for the ‘fight or flight’ 

response in humans [40].  

Monoamine oxidases (MAO)1 are enzymes that catalyse the oxidation of these 

catecholamines by removing the amine group, forming their aldehyde intermediates [41].  

These intermediates are presented in the metabolic pathways in Figure 6.13. These 

compounds are known for their toxic nature [42], and as a result are quickly detoxified by 

enzymes aldehyde dehydrogenase/reductase. The enzyme aldehyde dehydrogenase will 

oxidise the remaining aldehyde intermediates to form carboxylic acids, while aldehyde 

reductase reduces these compounds to sugar alcohols [43, 44].  Additionally, in Figure 6.13 

we see the remaining two compounds tentatively identified in this experiment, 3,4-

dihydoxyphenylglycol and 3,4-dihydroxyphenylacetic acid, now known as metabolites of 

dopamine, norepinephrine and epinephrine. The true complexity of these metabolic 

pathways result in many variations of chemical reactions. While there are an infinite 

number of pathways and breakdown products in our biological systems, this specific 

interaction is a clear and concise way of showing where these tentatively identified 

compounds could have originated from, and how they could be a part of the decomposition 

process. 
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Figure 6.13 Pathways of oxidative deamination of catecholamines to their corresponding biogenic 

aldehyde intermediates and acid derivative or alcohol metabolites Adapted from Eisenhofer et al [45]. 

(DOPAL, 3,4-dihydroxyphenylacetaldehyde; DOPEGAL, 3,4-dihydrophenylglycolaldehyde; 

DOPET, 3,4-dihydroxyphenylethanol; DOPAC, 3,4-dihydroxyphenylacetic acid; DHPG, 3,4-

dihydoxyphenylglycol; DHMA, 3,4-dihydroxymandelic acid; MAO, Monoamine oxidase; PNMT, 

Phenoethanolamine-N-methyltransferase; AR, Aldehyde reductase; AD, Aldehyde dehydrogenase). 

 

 

1Abbreviations: (DOPAL, 3,4-dihydroxyphenylacetaldehyde; 

DOPEGAL, 3,4-dihydrophenylglycolaldehyde; 

DOPET, 3,4-dihydroxyphenylethanol; 

DOPAC, 3,4-dihydroxyphenylacetic acid; 

DHPG, 3,4-dihydoxyphenylglycol; 

DHMA, 3,4-dihydroxymandelic acid; 

MAO, Monoamine oxidase; 

PNMT, Phenoethanolamine-N-methyltransferase; 

AR, Aldehyde reductase; 

AD, Aldehyde dehydrogenase. 
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6.5 Results and discussion using a Hypercarb column 

6.5.1 QC analysis 

Figure 6.14 shows the overlaid chromatograms for each QC sample analysed using a 

Hypercarb column. The first 15 minutes of each chromatogram shows only small variation 

in peak area and no retention time drift. The remainder of the chromatogram seems to show 

high level of variation in both peak area and retention time, additionally showing poor peak 

shape and a higher baseline. Due to the inconsistencies observed toward the end of the 

chromatogram, six peaks were investigated further via QC analysis. 

 

Figure 6.14: Total ion chromatograms of QC samples throughout the analytical run for leachate 

samples using a Hypercarb column. 
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The CV values presented in Table 6.13 demonstrate that although the values for peak areas 

are slightly higher, they are still under the accepted level of variability for non-targeted 

metabonomic analysis. The QC chromatograms appear to be much more stable and 

consistent following analysis with a Hypercarb column, in comparison to a C18 column. 

Additionally, the CV values are much lower following analysis with a Hypercarb column. 

Table 6.13: Variability of peak area (A) and retention time (B) from 6 selected peaks in the QC 

samples during the analytical sequence for leachate samples using a Hypercarb column.  
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6.5.2 Metabolic profiling 

The total ion chromatograms (TIC’s) obtained from samples analysed with a Hypercarb 

column also had a high baseline, which as a result showed peaks of very low abundance. 

By extracting each chromatogram and producing a total compound chromatogram (TCC), 

it enabled better visualisation of the peaks, giving a clearer image of the metabolic profile 

of the sample. The overlaid chromatograms for samples taken at the head of the body are 

shown in Figure 6.15. From 6 to 14 minutes, the majority of peaks show a higher abundance 

in the sample collected in October, with similar peak patterns in both samples. Outside this 

time window, it seems that samples taken in September show greater peak height in 

conjunction with additional peaks that are not present in samples taken in October. An 

example of this is seen between 14-15 minutes. The compounds that are eluting here could 

prove useful in detecting the changes to the chemical signature of the leachates over time. 

 

Figure 6.15: Example total compound chromatogram (TCC) of samples taken at the head of the body 

at two different time points, analysed using a Hypercarb column. 
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Looking at the overlaid chromatograms for samples taken at the foot of the body in Figure 

6.16, there are differences in the chemical profile of each sample. The highest peak at the 

beginning of the chromatogram shows several differences in peak intensities. The peak area 

seems to increase from September through October, followed by a decline in December. 

This peak seems to be the only one following this pattern. After approximately 4-5 minutes, 

the chromatogram for the sample taken in late October (24th October) produced three 

additional peaks that are not present in any other sample. Furthermore, both samples taken 

in October present an additional peak at 17 minutes. Similarly, a broad peak between 13-15 

minutes is only present in the sample taken in September. Although peaks between 5-10 

minutes on the chromatogram show low abundance, the leachate sample taken in early 

October (1st October) seem to dominate the majority of the chromatogram in regards to peak 

height. 

 

 

Figure 6.16: Example total compound chromatogram (TCC) of samples taken at the foot of the body 

at two different time points, analysed using a Hypercarb column. 
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The profile of each sample differs when comparing the analysis using a C18 column to the 

Hypercarb column. The most noticeable difference is that the Hypercarb column was able 

to detect a significantly higher number of peaks, and as a result was able to produce a more 

thorough chemical profile. It is also important to note that the leachate sample taken on 

October 1st produced very limited results when analysed with a C18 column, while on the 

Hypercarb column the chromatograms showed a variety of changes happening in both 

peak pattern and peak height at the head and food of the body. 

 

6.5.3 Multivariate analysis 

Figure 6.17 shows a PCA scores plot of leachate samples collected at four time points at the 

foot of the body. The QC samples are clustered closely together, establishing minimal 

instrumental effects during the analysis.  

 

Figure 6.17: PCA score plot of PC1 (67.46%) and PC3 (6.94%) for leachate samples from the foot of 

the body using a Hypercarb column. 



Chapter 6 
 

 
 

329 
 

The control sample is positioned near the leachate sample taken in December, accompanied 

by the runoff water sample. With the lower temperatures recorded in the winter months 

(the lowest being -2.6C), it is likely that the rate of decomposition had slowed down, 

resulting in less compounds leaching from the body. All four time points on the plot show 

excellent separation power, where the distance between each sample group is further apart 

than the spread of the QC samples. Each sample group is tightly clustered together, 

indicating minimal variation between replicates. 

The PCA scores plot in Figure 6.18 representing samples taken from the head of the body 

shows similar results to those taken from the foot of the body. The QC samples are tightly 

clustered, and the distance between each sample group is further apart than the spread of 

the QC samples. The runoff water sample again seems to be positioned near the control 

sample. 

Figure 6.18: PCA score plot of PC1 (79.36%) and PC3 (1.35%) for leachate samples from the head 

of the body using a Hypercarb column. 
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Whilst the sample taken on 1st October 2019 presented an anomaly following analysis with 

a C18 column, this was not the case when using a Hypercarb column. Overall. There is 

much better separation between sample groups at both the head and foot of the body 

following analysis with a Hypercarb column.  

Table 6.14 emphasises the m/z of the compounds showing significant differences at different 

stages of the experiment, at the head and foot of the body. There is a constant increase in 

the % of smaller compounds (m/z 100-300) from September to December, and a decrease in 

larger compounds (m/z 501+).  

The patterns observed in this table reflects the expected behaviour of the compounds 

leaching from remains during decomposition, taking into account what we already know 

about chemical decomposition in the body. It is possible that the smaller compounds in the 

leachates are detected more efficiently with a Hypercarb column compared to a C18 

column, allowing a more thorough data set that gives a broader sense of the chemical profile 

of the leachate samples. 

 

Table 6.14: Table showing the percentage of compounds of a specific m/z at each time interval, 

using a Hypercarb column. 
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6.5.4 Statistical analysis 

The total number of features detected in the leachate samples was 7337. Following the 

removal of all features with a CV value over 30%, 5125 remained. Statistical analysis was 

performed on samples from the head and foot of the body separately. Features with a p-

value of more than 0.05 were removed, leaving 830 features from samples taken by the foot 

of the body, and 101 features from the head of the body.  The top 50 compounds from both 

the head and foot of the body were chosen for further statistical analysis. Table 6.15 shows 

the top 20 markers that proved to be the most robust and significantly different from 

samples taken at the foot of the body. 

 

Table 6.15: Summary of the top 20 compounds that show significant differences between time points 

at the foot of the body, analysed using a Hypercarb column. 
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Every single marker selected in this table show significant differences between at least two 

time points. The table seems to be dominated by smaller compounds, reflecting the 

percentage of different sized compounds in Table 6.15. When comparing the markers 

detected at the foot of the body using a C18 and Hypercarb column, similar markers are 

presented in both tables. These markers are m/z 164.1262, m/z 177.0809 and m/z 239.1590. 

Whilst it is not possible to confirm the identity of these compounds at this current time, it 

is interesting to note that although both columns have different chemistries they have also 

shown to be able to retain and separate similar compounds. Table 6.16 looks at the top 20 

compounds detected at the head of the body that show significant differences between the 

two time points and are robust and reliable. 
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Table 6.16: Summary of the top 20 compounds that show significant differences between two time 

points at the head of the body, analysed using a Hypercarb column. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

Each marker in the table show significant differences between the first two time points. 

There are also similar markers detected at the head of the body using both the C18 and 

Hypercarb columns. These are m/z 206.1011 and m/z 500.3052.  

It is also important to note that the CV values for the compounds in Tables 6.15 and 6.16 

are notably low. The average CV value for the markers discovered at the head of the body 

was 12.1%, and 10.6% at the foot of the body, highlighting the robustness and reliability of 
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the method. When using a C18 column, the average CV values were 23.3% and 19.7% 

respectively. The contrasting results between the two columns thus far highlights the 

importance of the interactions happening between the sample and the stationary phase. 

 

6.5.5 Marker identification 

 
Four of the compounds that showed significant differences at different time points were 

tentatively identified through comparing mass spectra from the analysis to those provided 

by METLIN. The marker m/z 132.1018 was tentatively identified as Leucine, m/z 118.0864 as 

Valine, m/z 148.0605 as Glutamate and m/z 183.0651 as Homovanillic acid. The observed m/z 

for all four compounds were as a result of the [M+H]+ adduct. The tentative identifications 

of each marker, their peak area and the p-values at each time interval were explored further. 
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Table 6.17: Summary of the marker m/z 132.1018, tentatively identified as Leucine. 

 

This marker shows very similar characteristics to the marker tentatively identified as 

leucine using a C18 column, with similar retention times and m/z. Additionally, both 

columns seem to show high significant differences between time points in Table 6.17. Figure 

6.19 shows that the prevalence of the marker here is consistent throughout the experiment, 

as opposed to only appearing in a select few samples with the reverse phase column 

chemistry. 

 
Figure 6.19: Bar chart showing the change in abundance over time of m/z 132.1018 tentatively 

identified as Leucine, in samples taken from the head and foot of the body with error bars ±1 standard 

deviation. 
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Table 6.18: Summary of the marker m/z 118.0864, tentatively identified as Valine.  

 
The most distinct observation from Table 6.18 is that there are no significant differences 

between each time point in the head or foot of the body. Whilst this could be perceived as 

a poor result, the bar chart in Figure 6.20 emphasises that the peak area for samples taken 

at the foot of the body are consistent. The peak area is higher for samples taken at the head 

of the body, and are also consistent across both samples. This illustrates that in this study, 

valine is mostly present in samples taken from the head of the body. 

Figure 6.20: Bar chart showing the change in abundance over time of m/z 118.0864 tentatively 

identified as Valine, in samples taken from the head and foot of the body with error bars ±1 standard 

deviation. 
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Table 6.19: Summary of the marker m/z 148.060, tentatively identified as Glutamate.  

 
A marker tentatively identified as glutamate shows rapid changes in samples taken from 

the foot of the body. The p-values in Table 6.19 show significant differences between the 

majority of time points. Whilst the difference in peak area over time from the head of the 

body seem small (Figure 6.21), samples from the foot of the body show an increase in peak 

area, followed by a sharp decrease toward the end of the experiment. The fluctuation of this 

marker over time could be a useful tool when considering time since death. 

 

Figure 6.21: Bar chart showing the change in abundance over time of m/z 148.0605 tentatively 
identified as Glutamate, in samples taken from the head and foot of the body with error bars ±1 
standard deviation. 
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Table 6.20: Summary of the marker m/z 183.0651, tentatively identified as Homovanillic Acid.  
 

 

The marker tentatively identified as homovanillic acid only seems to show significant 

differences between the first two time points in samples taken from the head of the body 

(Table 6.20). This is reflected in the bar chart shown in Figure 6.22, where the peak area for 

the sample taken in September at the head of the body has a much higher peak area than 

other samples during analysis. This marker is a potential breakdown product of 

dihydroxyphenyl-acetic acid, a compound previously tentatively identified with a C18 

column. 

Figure 6.22: Bar chart showing the change in abundance over time of m/z 183.0651 tentatively 

identified as Homovanillic Acid, in samples taken from the head and foot of the body with error bars 

±1 standard deviation. 
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Two branched chain amino acids (BCAA) have been tentatively identified in this 

experiment as leucine and valine. BCAA’s are important precursors for the synthesis of 

proteins and other amino acids. They stimulate muscle growth, muscle repair and are used 

as an efficient energy source during exercise and stress [46]. The structure of leucine was 

presented above in Figure 6.12, while the structure of valine is seen below in Figure 6.23. It 

is important to note that leucine was also tentatively identified while using a C18 column, 

revealing the similarities in the interactions between certain compounds and the stationary 

phase of both columns.  

 

 

 
 

Figure 6.23: Molecule structure of Valine. 

 

A third amino acid, glutamate, was also tentatively identified in this experiment, with its 

molecular structure shown in Figure 6.24. Glutamate is one of the most abundant amino 

acids produced in the body, and although known to be a building block for protein growth, 

it is also acknowledged as a neurotransmitter in the nervous system. It plays an essential 

role in normal brain function, and is at the crossroad between a variety of metabolic 

pathways [47]. Amino acids are the major components of all proteins. The degradation of 

proteins via proteolysis yields a vast number of amino acids. This knowledge has facilitated 

modern research in attempts to create a ‘chemical profile’ of human decomposition. 

Although amino acids are ubiquitous in our environment, gaining knowledge on the 

behaviour of a variety of amino acids at different stages of decomposition is an opportunity 

to create a clearer picture of the chemical changes happening in the body after death. 
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Figure 6.24: Molecular structure of Glutamate. 

 

 
 
Homovanillic acid (HVA) is a major catecholamine metabolite, specifically in the dopamine 

metabolic pathway. Enzymes called COMT (Catechol-O-methyltransferase) metabolize 

DOPAC to HVA (Metabolic pathway shown in Figure 6.25) [48]. 

 

Figure 6.25: Metabolic pathway of Homovanillic Acid (created with information from Halbig et al. 

[49] and Meiser et al. [50]). 

 

 

This particular pathway reflects the pathways described in Section 6.3.6. DOPAC was 

tentatively identified as a marker of interest in the analysis of the leachate samples using a 

C18 column. The identification of further metabolism of this compound to HVA suggests 

that the Hypercarb column could have potentially detected smaller breakdown products. 

This supports recent research recognizing the effectiveness of the Hypercarb column in 

detecting a wide range of metabolites, in comparison to the traditional C18 column [51]. 
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6.6 Results and discussion using a HILIC column 

6.6.1 QC analysis 

Figure 6.26 shows the chromatograms for each QC sample analysed using a HILIC column. 

It is clear that the compounds in the leachate samples lack retention on the stationary phase. 

The chromatograms below show a maximum of three unresolved peaks, all appearing 

within the first minute of the analysis. This is most likely the solvent front, which suggests 

that the majority of the sample has travelled through the column directly with the solvent. 

A QC analysis was carried out on the data regardless of the poor chromatographic 

resolution. As a result of only producing three peaks of poor resolution during the analysis, 

only three peaks were analysed when looking at the reliability and robustness of the QC 

samples. 

Figure 6.26: Total ion chromatograms of QC samples throughout the analytical run for leachate 

samples using a HILIC column. 
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Looking at the data in Table 6.21, the CV values for both peak area and retention time are 

under the accepted value in non-targeted analysis. It is important to note that the CV values 

calculated here are very low, which is unexpected considering the poor chromatographic 

quality. The results obtained here are similar to those obtained when using the C18 and 

Hypercarb column. 

 

Table 6.21: Variability of peak area (A) and retention time (B) from 6 selected peaks in the QC 

samples during the analytical sequence for leachate samples using a HILIC column. 
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6.6.2 Metabolic profiling 

Due to the poor chromatographic resolution of the QC chromatograms, a total compound 

chromatogram (TCC) was used once more instead of the total ion chromatogram (TIC). 

Figure 6.27 shows the overlaid TCC for samples taken at the head of the body. There are 

only two peaks visible on the chromatogram in both samples. While there is slight retention 

time variation between the second peak, the first peak shows higher peak intensity for the 

sample taken in October. This produced very limited information in regards to the 

metabolite profile of the samples. 

 

Figure 6.27: Example total compound chromatogram (TCC) of samples taken at the head of the body 

at two different time points, analysed using a HILIC column. 

 

 

 

 



Chapter 6 
 

 
 

344 
 

Figure 6.28 presents the TCC of each sample collected from the foot of the body. The 

majority of samples show only one peak in the chromatograms below. The sample taken 

on October 24th produced an additional peak after 1 minute of analysis. There is a visible 

difference between the peak intensities of each sample in the first peak. The intensity seems 

to increase throughout the timeline of the experiment, followed by a slight decrease in 

intensity in December.  

 

 

Figure 6.28: Example total compound chromatogram (TCC) of samples taken at the foot of the body 

at two different time points, analysed using a HILIC column. 

 

The lack of retention of compounds on the HILIC column suggests that this particular type 

of sample does not interact well with the stationary phase. When comparing the 

chromatographic separation to the C18 and Hypercarb column, it is clear that using a HILIC 

column produces poor chromatographic resolution. 
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6.6.3 Multivariate analysis 

Figure 6.29 presents the PCA scores plot produced with all samples. Initial observations 

show that the QC samples are tightly clustered in the middle of the plot, demonstrating the 

stability of the instrument. The control samples are also clustered together and appear to 

be at the opposite end of the plot to the remaining samples. The samples taken at the head 

and foot of the body are clearly differentiated from each other due to the trend of the sample 

groups. Both samples taken at the head of the body travel up the plot over time, while 

samples taken at the foot of the body seem to travel down the plot in a linear trend. The 

ability to show this on the same PCA plot allows clear visualisation that the chemical 

signature of the leachate samples not only change over time, but also vary when comparing 

different areas of the body.  

Although the distance between most sample groups are not further apart than the spread 

of the QC samples, each samples group is separated on the plot with limited overlap, 

showing good separation power in comparison to the chromatographic results. 
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Figure 6.29: PCA score plot of PC2 (30.36%) and PC3 (14.30%) for leachate samples from the 

head and foot of the body using a HILIC column. 

 

 

Table 6.22 shows the size of the compounds that are significantly different between each 

time point. The percentage of smaller compounds increase followed by a decrease, whilst 

larger compounds decrease, followed by an increase. This may suggest that the smaller 

breakdown products are not detected with a HILIC method, a similar result following 

analysis with a C18 column.  
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Table 6.22: Table showing the percentage of compounds of a specific m/z at each time point, using a 

HILIC column. 

 

 

 

6.6.4 Statistical analysis 

The total number of features detected in the leachate samples was 1380. Following the 

removal of all features with a CV value over 30%, 1136 remained. Statistical analysis was 

performed on samples from the head and foot of the body separately. Features with a p-

value of more than 0.05 were removed, leaving 343 features from samples taken by the foot 

of the body, and 154 features from the head of the body. Table 6.23 looks at the compounds 

that show significant difference between two time points, detected from samples taken at 

the head of the body. Each compound in the table show significant differences between all 

three time points during the experiment. 
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Table 6.23: Summary of the top 20 markers that show significant differences between time points at 

the foot of the body, analysed using a HILIC column. 

 

Table 6.24 also displays that each marker shows a significant difference between the first 

two time points in samples taken at the head of the body. The compound m/z 167.1152 

identified in samples taken at the head of the body was also a significant marker detected 

using a Hypercarb column. This was the only similarity between HILIC and the other 

column chemistries. The average CV value for the top 20 compounds detected at both head 

and foot of the body were 15%. This shows that the robustness of the markers produced 

with a HILIC column sit in between the C18 and Hypercarb columns. 
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Table 6.24: Summary of the top 20 markers that show significant differences between time points at 

the head of the body, analysed using a HILIC column. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Using the results obtained from XCMS Online on the METLIN metabolite identification 

software, it was not possible to tentatively identify any of the markers found at the head or 

foot of the body as no clear structures could be identified from the predicted formulas. 

Despite this, a select few of the markers presented in the tables above were investigated 

further based on their significance. This allowed some insight into the patterns emerging in 

the chemical signature of the sample. 
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Figure 6.30: Trends of the top 10 markers identified with significant differences between time points 

from samples taken at the foot of the body, analysed using a HILIC column. 

 

The graph in Figure 6.30 highlights the trends of 10 markers detected from samples taken 

at the foot of the body. There are two main trends observed across these markers. The first 

is a decrease in abundance from September to the end of October, followed by a slow 

increase towards December (For example, m/z 169.07). The majority of the markers showing 

this trend have a smaller m/z. One possible reason for this particular trend is that these 

compounds could be leaching out initially as small compounds already present in the body. 

The increase of these compounds at further time points could then be due to larger 

proteins/carbohydrates breaking down into the same products. The second trend shows 

an increase in abundance from September to the beginning of October, followed by a slow 

decrease through the end of October to December (For example, m/z 206.95). It is likely that 

these compounds are involved in breakdown processes happening at the earlier stages of 
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decomposition that have peaked at the beginning of October. The slow decrease in 

abundance could then reflect the remaining few still present in the soil.  

The marker m/z 129.98 is the only one that does not follow either pattern. The abundance 

for this marker seems to increase and peaks at October 24th. This may suggest that this 

marker is a by-product of a later breakdown process occurring during decomposition. 

However, it is impossible to tell if this is the case without being able to identify what these 

compounds are. 

The lack of chromatography, yet successful multivariate and statistical analysis on the data 

obtained when analysing the leachate samples with a HILIC column suggests the 

possibility of using a direct injection approach. This approach involves directly injecting 

the sample into the ionisation source, completely bypassing any chromatography [52]. This 

type of analysis has been used frequently in recent years for general analytical chemistry 

[53], and specifically for research focusing on the chemistry of decomposition [54]. 

Although it produces successful results, issues can arise with the production of ions all at 

once. The presence of highly abundant ions can easily mask the detection of low abundant 

ions (ion suppression), which can also lead to ion competition where the detector will have 

a capacity in terms of the number of ions it can detect at a time [55]. Overall, this can lower 

the sensitivity of the instrument, insinuating that if possible, chromatography should be 

used to ensure the maximum amount of sensitivity possible. This is especially important in 

non-targeted analysis, as the studies above seem to focus on targeted analysis. 
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6.7 Conclusion and future work 

This work has shown that it is possible to use metabonomic profiling methods to identify 

breakdown products of decomposition from leachate samples collected near a body. An 

investigation using three different columns (C18, Hypercarb and HILIC) yielded positive 

and promising results. The C18 and Hypercarb columns showed excellent stability in both 

peak area and retention time throughout the analysis, showing reproducibility and 

reliability within the data obtained. 

Investigation into the use of a HILIC column to detect compounds of interest in the leachate 

samples produced ambiguous results. The lack of retention on the stationary phase 

suggests that the compounds in the sample were not interacting with the stationary phase, 

as the majority of the sample eluted in the void volume. The sample retained successfully 

on both the C18 and Hypercarb column. The Hypercarb column produced a high number 

of peaks throughout the chromatogram, with good separation and good peak shape. 

Although the abundance of some of these peaks were low, a substantial amount of 

information was extracted. The C18 column also retained compounds from the sample, 

however, only very few peaks were produced and those were low in abundance.  

Statistical analysis obtained from these analyses also yielded interesting results. While the 

Hypercarb and HILIC columns presented an abundance of markers showing statistical 

significance throughout the experiment, the analysis with a C18 column offered only a very 

limited selection. Regardless, many compounds were tentatively identified using both the 

C18 and Hypercarb column, with those markers showing relevance and interesting insight 

into the decomposition process. 
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One of the most predominant group of compounds tentatively identified in this experiment 

were amino acids. Amino acids are ubiquitous, known as the building blocks to create 

proteins, facilitate growth and repair in various parts of the body in a variety of different 

species, therefore cannot be attributed as human-specific markers. However, we would 

expect to be able to identify a variety of amino acids in the leachate samples, as protein 

degradation is an important factor of decomposition. The fact that these methods achieved 

this suggests that we are heading in the right direction. It would be a concern if the methods 

developed were not able to detect even the basic products of decomposition. Consequently, 

if these preliminary workflows prove that they can detect small known breakdown 

products at various time points during the experiment, it gives a high level of confidence 

that it has the potential to identify new human-specific markers in future research.  

It is clear from the results of this experiment that a combination of a variety of techniques, 

data processing and identification procedures are essential in metabonomic analyses, 

supported by recent publications [56, 57]. Simply running the analysis on an LC-QTOF and 

only changing the type of column used showed the quantity of data that was produced, 

with each column producing valuable results with both similarities and differences. 

Due to the non-targeted nature of this analysis, future work in this field would require a 

more in-depth development of a variety of factors within the method. This would optimise 

the output from the instrument, to ensure the maximum amount of information is collected 

from each sample. This will help get an overall picture of the chemical profile of the leachate 

sample, to encourage an advance in science surrounding human decomposition. This 

would aid the development of a system that could assist in real-life forensic investigations. 

For further success into identifying human-specific markers, it would be beneficial to 

investigate whether these methods are able to identify the larger proteins and peptides 
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ahead of the degradation into their respective amino acids, as these larger compounds may 

add a more unique chemical signature to human decomposition. 
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Chapter 7 

Conclusions and future work 

7.1 Conclusions 

This research aimed to investigate the potential of using a non-targeted metabonomic 

workflow to detect the chemical signature of decomposing remains in water using liquid 

chromatography-mass spectrometry. Current methods mostly rely on physical 

observations and geoforensic techniques, however, new chemical studies could improve 

our understanding of decomposition, and how it can be used in the field for forensic 

investigations. 

There were six main aims outlined for this work. The first aim was to develop an effective 

and robust workflow suitable for non-targeted metabonomic analysis using these 

particular samples. The method development work carried out in Chapter 3 explored two 

different sample preparation techniques, with three different column chemistries to 

identify the most appropriate experimental method. It was clear from an early stage that 

taking a sample directly from the water showed very limited results. Due to poor peak 

shape, lack of separation on the PCA plot and only a very small number of potential 

markers, it was evident that pre-concentrating the sample was necessary. Due to the non-

targeted nature of this work it was difficult to decide on a solid-phase extraction (SPE) 

cartridge, as it was important to ensure none of the compounds in the sample were lost 

in the pre-concentration step. Results showed that a cartridge containing activated 
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charcoal was successful in pre-concentrating 1 L of sample, obtaining the maximum 

amount of information from each sample and improving the quality of the results. 

Investigating the effectiveness of three different column chemistries also ensured that the 

chromatography was suitable based on its interaction with the compounds present in the 

sample, again due to the non-targeted nature of the work. Looking at a C18, HILIC and a 

Hypercarb column provided an opportunity to work with a variety of chemistries and 

interactions with polar and non-polar phases. A C18 column combined with a pre-

concentration step using SPE produced the best results in terms of reliability, quality and 

quantity. This was based on the experimental conditions of this particular experiment. 

The second aim was to investigate whether it was possible to create a chemical profile of 

water that is influenced by decomposing remains. The second preliminary experiment in 

Chapter 3 confirmed that the developed workflow was successful. A combination of 

chromatography, multivariate analysis (PCA) and statistical analysis was able to create a 

detailed chemical profile of water that was influenced by decomposing remains. This 

chemical profile could be monitored over time with the use of markers. This chemical 

signature was not identified in the control sample, which confirmed that the results 

obtained were as a direct result of decomposition, not the natural chemical signature of 

water. The third aim was to determine if there were any metabolic differences between 

two species decomposing in water. The work carried out in Chapter 4 was able to 

successfully differentiate between rabbit and duck species decomposing in water. 

Multivariate analysis was a useful tool that showed increasing differences between 

species over time, which was also reflected in the remarkable differences in peak patterns 

and intensities presented in the chromatograms. The data also produced markers that 

showed significant differences between species at three time points, and were identified 

with the use of standards as cadaverine, leucine and creatinine. All three markers are 
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connected to familiar processes and pathways associated with decomposition, further 

confirming that these methods are identifying the correct group of compounds. 

The fourth aim was to analyse the effects of moving and still water on the chemical 

signature of the water during decomposition. This would help gain deeper insight into 

the effects of chemical decomposition when the nature of the water is different. Overall it 

seemed that the chemical signature of the water was vaguely similar from decomposition 

in moving and still water. The most pronounced differences between their chemical 

profiles was seen when monitoring them over time. Whilst very similar features were 

detected in both experimental conditions, the time point in which they appeared and the 

quantity of these features were often different. The results suggested that the movement 

of the water not only affected the speed of the decomposition process, but also influenced 

the stagnation of compounds in certain areas of the box. This opened discussions on what 

effect this may have on the sampling technique such as depth, location and consistency. 

The fifth aim was to determine the effect of temperature on chemical decomposition. 

Temperature is known to be the most important factor influencing the rate of 

decomposition. Whilst UK temperatures do not fluctuate as much as other countries 

around the world, it was clear from the results that temperature had a significant effect 

on the chemical signature of the water influenced by decomposing remains. The 

experiments conducted in winter in both Chapter 4 and 5 showed lower peak numbers, 

poor separation on the PCA scores plot, and overall a smaller number of markers showing 

significant differences between species, and the effect of moving and still water.  

Whilst it is already established that lower temperatures hinder the decomposition 

process, it was important to consider the full effects of temperature on the chemical aspect 

of decomposition. One of the most astonishing discoveries in this study was that although 
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decomposition was clearly affected by lower temperatures, a remarkable amount of 

information could still be obtained from the samples exposed to these temperatures. 

Whilst differences were scarce, it was still possible to differentiate between species ever 

so slightly using multivariate analysis. Although not very many, there were markers 

showing significant differences between both species and moving and still water 

conditions. It was unforeseen that changes to the chemical signature of the water could 

still be visualised, even with temperatures of 0°C and below. This is an important 

milestone for the use of metabonomic profiling in this field, as it has proven that chemical 

decomposition does not halt at 4°C, but continues, albeit slowly. 

Finally, the work aimed to incorporate the workflow developed during this preliminary 

work into a more realistic environment. Chapter 6 presents an initial investigation into 

the use of the workflow developed in the lab to analyse leachate samples collected from 

below human remains in soil. These samples were analysed using three different column 

chemistries (C18, Hypercarb and HILIC). The Hypercarb column was chosen for future 

analysis as it produced the most robust and reliable data, and provided results that were 

the most applicable to decomposition studies. The results from these analyses showed 

promising signs that it is possible to apply this preliminary workflow to samples taken 

from a realistic forensic environment using human remains.  

Overall, this research has shown that a preliminary metabonomic approach was 

successful in identifying a chemical signature of decomposition in water influenced by a 

decomposing carcass. The chemical signature for this particular experimental setup could 

be monitored over time, and used to investigate metabolic differences between species 

and changes in the environment.  
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7.2 Future work 

The experimental workflow designed for this research has been proven robust and 

reliable for preliminary experiments to capture the chemical signature of decomposition 

in water influenced by decomposing remains. Despite this, there are factors that need to 

be taken into consideration for any future work.  

The sample size is an important factor to consider, as there were only three replicates of 

each species in each environmental condition. Increasing the sample size would not only 

increase the strength of the statistical analysis, but it can also highlight any differences in 

the decomposition pattern within species. Each carcass is likely to produce slightly 

different decomposition patterns due to factors such as weight, fur, health, amount of air 

in lungs etc., therefore increasing the sample size would allow an opportunity to see the 

true effects of these factors on the chemical signature of the water. 

Improving the sampling technique is an important aspect of any future work carried out 

in this area. When discussing the results in Chapter 5, it was highlighted that the sampling 

location in the still water boxes could influence the results. Due to the stagnation of the 

water, the pooling of compounds would likely influence the results from different 

sampling locations. Additionally, it would be interesting to investigate whether different 

sampling locations would influence data collected from moving water boxes. Improving 

the frequency that samples were taken would also improve this study. Due to the 

availability of materials, access to the site and time constraints, a sample was taken once 

a week. Taking a sample 2/3 times a week would allow deeper insight to the more subtle 

chemical changes happening throughout decomposition. Another important area for 

future work is to focus on the very early stages of decomposition, and if there are any 

important chemical changes before any physical appearances occurs. Taking a sample 
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every hour from hour 0 to 12 would allow a more detailed investigation into the very 

initial chemical changes that occur during decomposition. 

The studies carried out in Chapter 4 and 5 were limited to only rabbit and duck carcasses. 

Using a wider variety of animal carcasses in future experiments would be an opportunity 

to identify more chemical similarities and differences between different species. It is also 

important to consider introducing pigs as a subject. Pigs are known to show very similar 

decomposition characteristics to humans, and as a result are the most popular subjects 

used in decomposition research in the UK.  

Due to circumstances beyond our control, the collaboration with The University in the 

Netherlands for the ARISTA project (Chapter 6) was postponed, and eventually cancelled. 

Future work would focus on efforts to resume communications with the University to 

continue with this exciting new direction of using human remains. Studying the 

chemistry of decomposition using human remains would be an opportunity to use the 

workflow designed in a lab environment in a more realistic environment, to search for 

human-specific markers. Assessing the ability of this workflow to detect the chemical 

signature of a decomposing human in water is important, as the detection of any human-

specific markers associated with decomposition would revolutionise the field, and more 

importantly the search and rescue service for missing people. 

As well as improvements to the experimental setup and procedures, additional analytical 

considerations could improve and increase the amount of data available. All samples 

were analysed in positive ionisation mode, whilst analysing the samples in negative 

ionisation mode would further increase the data set and the probability of finding features 

of importance to the decomposition process. The activated carbon solid-phase extraction 

cartridge was successfully capturing the compounds of interest in this study, however, 
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additional work to validate this technique is essential. Each cartridge was assembled by 

hand, therefore it is important to consider the consequence of variation between each 

cartridge. An investigation into the use of pre-made activated carbon cartridges such as 

Thermo Fisher Dionex™ SolEx™ Carbon-Based SPE Cartridges and whether they produce 

the same result would improve the validity of this study by using an official regulated 

product. 

Leucine was one of three compounds positively identified during this study. Valine was 

also tentatively identified. A targeted approach looking at a range of amino acids would 

give greater insight into the presence of amino acids in the sample even at low levels, and 

whether it is possible to identify a combined behavioural pattern over time. 

One of the most difficult challenges in any untargeted metabonomic research is the ability 

to confirm the identity of a compound. The majority of compounds showing significant 

differences or important patterns in the data are not accompanied by predictive formula. 

Additionally, the software available to provide a tentative identification based on MS data 

are limited and expensive. Many of these compounds are also not available to purchase 

as standards, therefore it is often difficult to move forward from a tentative identification. 

This problem would need to be addressed globally, as an approach to ensure there is 

access to effective tools and populated databases specifically for untargeted 

metabonomics. 
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