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ABSTRACT

E.P.R, studies are reported of point defects in single crystals

of Ba0 and neutron irradiated Cawou.

Bao0 : An Mn2+ spectrum, unique to blue crystals of BaC, has been
studied at X and Q band frequ;ncies. It arises from an axial defect
with a large zero-field splitting, the principal axis of which lies
along a <111> direction, The angular dependence of the Q band spectrum
in the <110> and <l11> planes and the spectra observed along <111> and

<110> directions at X band, may be described by the spin hamiltonian:

with g” = 2,0017, gi = 2,0013, D =40.0778‘cms’1, A“ = 67,5 x 10‘“cms‘1
and 51 = 68,5 x 107" cms‘%. By analogy with»previous work on the
Alkali-Halides the spectrum is attributed to an Mn2+kion occupying an
off centre lattice site. ’ PR

A broad, temperature sensitive, background absorption has
also been found to be unique to blue crystals. The previously reported
spectrum of Gd3+ has been observed in blue, green and transparent |
crystals togethenr with a single line, 40 gauss wide, at g ~v2 0054-
Optical Microscopy studies revealed the presence of cubic inclusions

(~10u) in all crystals.



CaWOu : Three prominent absorption spectra, cbserved in CaWOu after

heavy neutron irradiation have been investigated together with a previously

reported spectrum due to Mn2+.

The A spectrum consists of a group of narrow lines arising from

an S = %& centre located at four sites in the structure. The angular

variation of the spectrum may be described by:
a{ = Bé,&._}i + _S_ogu_s_

where the g and D tensors are non-coincident and have principal values:

g, = 2.048, g = 2.007, g = 2,004, D, = 4,32 x 10" %ems™1,

1
Dy = 0.31 x 107"ems™! and Dy = -4,63 x 107%ems™1, It is proposed that

the spectrum arises from 0¥ located at an interstitial site,

The B spectrum has not been investigated in detail but consists
of a complex group of lines, the four most prominent of which have a
similar width, intensity and spectral position to the A lines,

The C spectrum appears to high field and is very sensitive
to temperature, Besides unidentified lines it is composed, at 1iqhid

nitrogen temperature, of two species, termed a and B, each of which may

be described by:-

i = Bs.g.ii + 8.2

—— ——

LI, + 1)

with g) = 1.811, g, = 1,785 and g, = 1,497 for o and g, = 1.774,

8, = 1,766 and g3 = 1.429 for B, Both centres have identical hyperfine

183

Structure arising from the 14% abundant W at two equivalént>sites:-



Ajj = 167.4 x 10-*cms™! and Al = 87,4 x 107*ems™! with I, = 3 or O
and I2 = +} or 0. It is suggested that these spectra arise from

related oxygen deficient species located on two adjacent WOuQ- complexes

along <100> directions,
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INTRODUCTION

Electron Paramagnetic Resonance (E.P.R,) is a very specific
spectroscopic technique which is used to investigate the detailed
structure of systems containing electrons with unpaired spins,

Owing to the wide variety of such systems in nature e.p.r. has been
applied with success in many fields and has yielded valuable information
about the electronic structure of matter in forms as diverse as organic
free radicals and gases. Since the energy levels occupied by electrons
are determined by the symmetry and strength of the potential in which
they move, e.p.r. gives an insight into the immediate environment of the
unpaired electron on an atomic scale,

From its very beginning e.p.r. has been particularly useful
as a technique for exploring the nature of defect structures in solids.
The majority of non-metallic solid materials, if they could be obtained
in a pure and ideally structured form, would have all the electrons from
their cbmponent atoms paired in the bonding and hence would be quite
unresponsive to e.p.r. However such ideals of purity and structure are
seldom, if ever, realised in practice and actual materials contain
defects of various kinds. These defects often contain unpaired electrons
and it is this paramagnetism which may be exploited by e.,p.r. and used
to determine the structure of defects and the nature of their immediate

surroundings in the solid.



In the work reported in this thesis e.p.r. has been used to
investigate the nature of paramagnetic defects in single crystals of
Barium Oxide and Calcium Tungstate. Chapters I and II give a brief
review of the basic theory of e.p.r. and of the electronic structure
of point defects in insulators., An account of the experimental apparatus
and techniques employed in the work reported here is given in Chapter III.
Chapter IV is concerned with describing the nature of the two materials
studied and also surveys previous work. The results of the e,p.r.
studies of these materials are presented and discussed in Chapters V

(Barium Oxide) and VI (Calcium Tungstate).



CHAPTER I

BASIC THEORY OF ELECTRON PARAMAGNETIC RESONANCE

In electron paramagnetic resonance transitions are observed
between the energy levels of electrons with unpaired spins. Since
electrons are charged particles possessing angular momentum they will
have associated magnetic moments. The net magnetic moment of an electron
will depend upon the angular momentum associated with it in the energy
state it occupies, If the total angular momentum of an electron, or
collection of electrons is J and the associated magnetic moment is p the
two vectors may be taken as parallel and the relationship between them

expressed as

B ooy (1.1)

where y is a scalar termed the gyromagnetic ratio. y is a constant for

a particular energy state but varies from state to state as the amount

of angular momentum attributed to the electron changes.

1.1  Quantum Mechanical Description of Resonance

Quantum mechanics considers y and J as vector operators and the
concept of two such operators being parallel is taken to mean that their
matrix elements between the quantised energy states of the system are
linearly related. The interaction between the electron and an applied

magnetic field can be represented by the hamiltonian
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}e = -u.H | (1.2)

The angular momentum and consequently the energy levels of the electron
are assumed to be quantised in the magnetic field, If we define a

dimensionless angular momentum operator S by
J = TS (1.3)

then §_2 has (281—1) eige'nvalues, S;(S~l),(S—2),.....,~S, which are either
integer er half integer. Any component of S such as Sz commutes with _Sf-
and may have simultaneeus eigenvalues with it,

Assuming the field, of magnitude Ho; is applied along the z

direction then (1.2) becomes

3{ ='Y'ﬁHO_S_z ‘ R ¢ S

The elgenvalues of this hamiltom.an are the eigenvalues of S multiplied

by the scalar yBH . Thus the allowed energies of the electron are

E = YhHM_ ' (1.5)
M= §,(S5-1),0enny=Se S
Figure 1-1 shows the energy levels for an § = S/Z_State such as
the ground state of the free M2t ion. : It can be seen that the separaticn
of the levels depends linearly on the magnitude of H and the figure
suggests the possibility of observing trans;tions between the spin energy

levels of the eleetromc system, It is trans:.tmns of this kind that

are observed in €.l




To cause transitions between these levels an interaction must

fulfil two conditions:-
1) To satisfy the conservation of energy the interaction must be

time dependent and of such an angular frequency u that
Tw = AE (1.6)

where AE is the energy difference between the initial and final states of
the electron making the transition.

2) The interaction must 'mix' the electron wavefunctions of the
initial and final states. Quantum mechanically this condition requires
the perturbation operator of the interaction to have non-zero matrix
elements between the initial and final states.

The coupling most commonly used to produce magnetic resonance
is an alternating magnetic field applied at right angles to the static

field. 1If the alternating field has a frequency w and an amplitude Hx we

get a perturbing term in the hamiltonian of

}epert = Y'thSx cos wt ‘ (1.7)

It can be seen from Appendix I that the operator §x’ which in
quantum mechanical formalism can be written as %(S+ + S_), only has non-
zero matrix elements between states that differ by #1 in their Ms values.

Thus the allowed transitions are given by the selection rule AMS : *l

and will have energies

AE

y"hHo (1.8)

or alternatively AE = gBH (1.9) -



where the Bohr magneton B8 = =D s the magnetic moment associated with

2me

unit angular momentum and g is the spectroscopic splitting factor.
Effectively g represents the total angular momentum of the state including
both spin and orbital contributions. For a pure spin state g = 2,0023
and deviations from this value are attributed to the admixture of
orbital angular momentum into the state by such mechanisms as the spin~
orbit coupling.

From (1.6) and (1.8) it can be seen that resonance will occur

when

w = YyH (1,10)
[o]

This condition can also be derived from classical theory and although

resonance is essentially a quantum mechanical effect the classical
treatment gives a useful insight into its dynamic or transient aspects,

For this reason a brief description of the classical viewpoint will be

given here,

1.2 Classical Treatment of the Motion of an Isolated Spin

In classical terms the applied field H will produce a torque on
the magnetic moment u equal to p x H. Since the electron also possesses
angular momentum the equation of its motion can be found by equating the

torque and the rate of change of angular momentum.

dJ ‘

it - kX H ‘ (1,11)
since p = -yJ

dy ‘

3% - Y xu (1.12)



This equation,which holds even when H is time dependent, indicates that
the change in up at any instant of time is perpendicular to both u and H.
As illustrated in Figure 1.2 the electron will behave rather like a
gyroscope and in the absence of 'fricticnal forces! its magnetic moment
will precess around H, the angle 8 remaining constant. This classical
precession frequency is termed the Larmor frequency and has a magnitude
YE, which is equal to the angular frequency required for magnetic resonance
absorption as derived from quantum mechanics (equation 1,10).

As indicated earlier the means of achieving a resonance is to
apply an oscillating magnetic field at right angles to H. The effect of
this oscillating field H (t) = 2chos wt can be analysed by regarding it

as a combination of two oppositely rotating components

ﬂR(t) Hl(i_cos wt + j sin ot)

(1.13)

H (V) H (1 cos wt - J sin ut)

One component will rotate in the same sense as u whereas the other will
rotate in the opposite sense and consequently near resonance will have
little effect on the system., Thus considering only ﬁR and making use

of (1.12)

du
= = y(u05 + HR(t)) Xy (1.14)

The time dependence of ER(t) can best be considered by expressing (1,14)
in a coordinate system i', j', k' which rotates about the kx direction of
the i, j, k system with an angular frequency W,y where w, is the component
of w along Ho. This transformation to a rotating frame changes the form

of (1,14), the relation between the time derivatives of ¥ in the two
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frames being given by (Rutherford p.13)

%‘% = %w wxy (1.15)
Thus (1.14) becomes
'?'1%"’ = Y[.‘E(Ho - %z') + Hl,i_] X u (1.16)
or
%%T = Yfl-effective * W (1.17)

which predicts that in the rotating frame the moment acts as though it

experienced a static magnetic field

k(H -4 i 1.18
Eeffective —ﬁHo Y) * Hli ( )

and consequently it will precess in a cone of fixed angle about the

direction of Heffectlv with an angular frequency YH

illustrated in Figure 1.3b.

. as
effective

In the absence of any friction forces to dissipate its angular
momentum the motion of g_will be periodié. When the resonance condition
is fulfilled Heff z Hli and the magnetic moment will precess about §1
moving Periodically from a position having a ﬁet moment parallel to Eo
to one having a net moment in opposition tovﬂo. When Qiewed fréﬁ the
laboratory frame it can be seen that the magnetisafion is'céﬁtinﬁously'
changing its orientation with respect to the large static field and the
énergy absorbed from the rotating field in changing the spin oriéntaticn. 

from parallel to anti-parallel is recovered as the spin turns back.

’Thus this analysis predlcts that there will be no net absorption but a
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continuous absorption and remission of radiation from the oscillating
field, In practice a net absorption does occur and this is attributable
to the interactions between the spins and between the spins and their
environment. Thus at this point it is profitable to leave the classical

dpproach and considerations of an isolated spin and to take account of
the interactions between electrons and between the electron and its

environment,

1.3  Spin Lattice Relaxation and Thermal Equilibrium

Suppose that a macroscopic solid containing N electrons in
Spin states § = 3 is placed in a magnetic field, The spin energy levels
will be quantised by the magnetic field and their degeneracy removed‘as
shown in Figure 1.4; Initially one would expect there to be as many
electrons in the upper‘state |a> as in the lower state |b> and if the
electrons were not coupled in any way to their‘environmeht this situation
would persist, Howevéf fhére is a coupling of the electron spins to the
total energy level system‘éf the solid and this causes the electrons to -
make transitions betweeﬁ the spin‘states. Thermodynamic considerations
indicate thaf the effeét of fhese transitions will be to relatevthe
distribution of energy between the spin states to,the,overall_distribufion
of energy in the solid. iA dynamic equilibrium and a population diffebence
between the two states will be.established‘ﬁhich ﬁill be related to‘thef

energy separation of the two states and the overall temperature of the

Solid,



In thermal equilibrium the ratio of the number of electrons in

. o . .
the upper state Nao to the number in the lower state N, will be given

b
by Boltzmann's law

N0

Ja BB
(o]

Ny

(1.19)

The process by which this equilibrium is established is called spin~-
lattice relaxation, the term lattice being taken to refer to all the
degrees of freedom of the system not directly concerned with spin.
It is a necessary corollary of the above that the transition
probability for an electron making a radiationless jump from the upper to
the lower state, wab‘ is more favourable than for the reverse Jump W

ba®
The rate of change of the population of state |a> will be given by:-

dN
a - -
T ° waba Nawab (1.20)
. dNg
In thermal equilibrium e 0
o
and N Yy
o - W
‘ Na ba
thus by (1.19)
Yab _ @BH/KT (e
wba

If the population difference between the two states is n

n

A
!

-

n

(1.22)
N =:N : .



and from (1.20)

dn _ _ -
5t ° n(wba + wab) + N(Wab wba)
or
(n=n)
g}% 2 - (1.23)

1
in which the population difference in thermal equilibrium

- (wab - wba)
n = W (1.24)
° ba * "ab

and

1
- = (wba+w)

1 ab
Tl has the dimensions of time and is called the spin-lattice relaxation
time., It is a measure of the time taken for energy to be transferred
between the spin system and the other degrees of freedom of the solid,

i.e. for the spin system to reach thermal equilibrium. Its magnitude is

inversely proportional to the strength of the coupling of the electron

sping to the lattice.

l.4 Spin-Spin Relaxation and the shape of the Resonance Line

E.P.R., absorption lines have a finite width which is determined
by the interactions between the electrons and their environment.
The concept c¢f spin~lattice relaxation implies that the spin states have
a finitelifetime and consequently, by the uncertainty principle, there
will be a degree of indefiniteness in the energy separation of these
states, This uncertainty will make a contribution to the line width of

the transition which will be inversely proportional to the spin-lattice



relaxation time T,. Spin lattice broadening is homogeneous in that it
broadens the resonance from every paramagnetic centre in a macroscopic
sample equally. There are other broadening mechanisms which vary the
relative energy of the spin levels over the sample and consequently
produce slight shifts in the resonance observed from different centres.
This spreading of the resonance is termed inhomogeneous broadening and
the most important process involved is the dipolar interaction of the
electron spin with other spins, electron and nuclear, within its vicinity.
Such processes are characterised by a relaxation time Tz, the spin=-spin
or more generally the transverse relaxation time,

The shape of the resonance line is described empirically by a
frequency distribution function g(w) which reflects how the energy
absorption varies near resonance. g(w) is normalised to unit area:-

™
J glw)d = 1
)

The two most common line shapes are:-

T2 1
m [l + T.%w - w )2]
2 o

This is characteristic of a damped oscillatory motion and has a width at

Lorentzian gl(w = wo) =

(1.25)

half height of - .
T2

T clTa2(uey )2
Gaussian glw - wo) = —2 ¢ 3% w u’o) (1.26)
/on
where the width at maximum slope is'g— .



1.5 The Absorption of Energy

Consider the application of-an oscillating field of frequency v
to a macroscopic paramagnetic specimen placed in a magnetic field H.
Provided the energy of the radiation field corresponds to the energy
separation of the spin states transitions will be induced between them,

From (1.6) and (1.,9) this requires:-

hv = gBH (1.27)

Time dependent perturbation theory predicts that the rate at which the
r.f. field causes transitions between the two levels |a> and |b> is given

by:-

Py = %—} |<b| b{ert|a>|2g(w = W) (1.28)

where,Pab is the transition probability or number of transitions induced
per second, <b]| }gert|a> is the matrix element of the perturbation between

the two states, g(w = mo) is the shape function of the resonance about w

the angular frequency at resonance.
It may be noted fhat for transitions to occui <b| égért|a> must be non-
zero, i,e. the perturbation must mix the stateé.

The transitions caused by the r.f, field are called stimulated
transitions and since |<b] bggrt|a>|z = |<a] b;;rt|b>|2 the probabilities
for an upward and a downward transition are equal, One will thus‘only
observe a net absorption of power if the spin lattice relaxation mechanism

is efficient in producing a net population difference between the two

states,



Considering an S = 3 system (Figure 1.,4) and denoting the

transition probabilities by

Pab = Pba = F

then the rate of change of the population of state |a> due to the r.f,

field is;:=

a

T = NbP - NaP
dN
a?a— = + Pn

By (1.22), N, = 3(N - n) and since %% = 0, i,e. the total number of

spins is constant,

d
Yz = -Pn (1.29)

Thus the rate of change of the population difference is given by

n = on et (1.30)

where n is the initial population difference,

The rate of absorption of energy from the r.f, field is given by:-

dE -E)+N
a

dt = Na Pab(Eb b Pba(Ea - Eb)
or
&
?t- = nPAE : (lo 31)
From (1.30)
dE _ -2Pt

-d? - noe AE : . (lo 32)



Equation (1.32) implies the exponential decay of the population
difference and thus the eventual disappearance of the resonance line, an
effect which is termed saturation. However this analysis has so far
ignored the effect of spin lattice relaxation which by inducing radia-
tionless transitions from the upper to the lower state will maintain the
population difference required for the observation of a continuous
resonance absorption., Thus including the effects of spin lattice

relaxation (1.23) with the r.f. perturbation (1.29)

dn (n=mn)
=- = =-2Pn - —/—
dt Tl

so that at equilibrium when spin lattice relaxation balances resonant

absorption and %% =0

n
n = o
1l + 2PT1
(1.31) thus becomes
n PAE
db o)
it m (1.33)

We have now to include the broadening of the resonance line by
spin~spin relaxation. As indicated earlier, the spin-spin relaxation
mechanisms make the transition probability a function of frequency P(w)
giving the absorption line a definite shape. Thus

JE nOP(w)AE
I* * Tr @) (1.34)

1+ 2P(w)Tl) is termed the saturation factor and it depends upon both the
lifetimes and the energy spread of the spin levels, Saturation will not

occur if 2P(w)Tl << 1 and since P(w) is proportional to the square of the



amplitude of the r.f. field it is usual to operate at low power

levels,
We are now in a position to calculate the power absorbed by
electrons making transitions between the spin levels of our S = 1 system,

Combining (1.7) with (1.28) the transition probability becomes
= 2m . 2 oy -
P(w) = = |< %]yﬁHxchos wt|+3>|? glw wo)

Writing Sx = %(S+ + S_) and using the rules of quantum mechanical

operators (Appendix I)

yan

P(w) = —5— glu - )

Assuming a Lorentzian line shape (1,25) the absorption of power becomes

2y 2
& . n y?H 2T AE
dt -~ 2y 2
H
r le X T2

2(1 + T,2802) |1 +
2 (1 + T22Aw2)

since AE = hv
noyzﬂszzhv :
(1.35)

a 25,2 2 2
2(1 + Ty 8w + y TlT2Hx )
N(W_, =W )
Since n = -TWEE_—_WEET
°© ba * ab

we can expand the exponential of (1.21) and on neglecting second order

terms this approximates to
n = Ng8H
o 2kT
The static susceptibility for a two level system

2p2
X = Ng<B8
° LkT




AW

and (1.35) becomes
2
_c_l_l;_ = onx TQWO
dt

(1 + T,28w2 + y2T.T
2

2
1l 2Hx )

At the centre of the resonance w = w_ and for an unsaturated line

(o]

dE - 2 2
(I = X H 2 Tow, (1.36)
Max

1.6 Magnetic Susceptibility

Equation (1.36) is an expression for the power absorbed in
resonance derived by considering the rate at which transitions are
induced by the radiation field. It is useful to compare this expression

with one developed by considering the paramagnetic susceptibility y of

the whole specimen., x is usually defined by:-

-M-X - )LHX (1037)

where Ex is the magnetisation vector induced by gx. For slowly varying

Hys M, will be parallel to H, since the mechanisms of reorientation will

have time to act.
As the frequency w is increased Ex will become out of phase
with H, and x will decrease. By analogy with phase lag in A.C. theory

this situation can be represented by considering x to be complex
x = x' - ix" (1.38)
Thus the radio frequency field induces a magnetisation

= ! "
Mx 2x chos wt + 2y Hlsin wt



dM .
The energy of a magnetic dipole in a field Hx is HX;E; per unit volume,

per sec. Thus over one cycle
2n/w
aM
E = H(dt) dt
)

and the average rate of absorption of energy is

2n/w
dE | .ﬂi 4H_ 2u(x"cos2ut - x'si
= T x x'sin wt cos wt)dt
lo
and
E = 20", (1.39)

The rate of absorption of energy depends on only the complex component

of the susceptibility. Combining (1.36) with (1.39)

X0 T
Max x" = 020 2 (1.40)

Thus for microwave frequencies w =~ 10!%rad.sec~! and with
(o}

T, ~ 1077 sec,

2
" oo 3
X 10 Xq

consequently the resonance technique of detecting paramagnetism is very

sensitive and improves with frequency.
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CHAPTER II

ELECTRONIC STRUCTURE OF POINT DEFECTS IN INSULATORS

To observe e.p.r. it is necessary to have a specimen containing
electrons with unpaired spins. However the bonding between the constituent

atoms of the majority of insulating solids is such as to lead to a
cancelling of the spin angular momentum of the valence electrons and thus
produce a diamagnetic situation. In pure ionic bonding each atom is
considered to ionise into a closed shell configuration and tﬁué have no
residual electronic spin or orbital momentum. A similar result holds for
covalent bonding but here it is the pairing of the valence electrons in
the shared orbitals between atoms that is responsible for fhe cancellation
of the spin angular momentum. Even though the bonding in a particular
insulator is rarely either of these extremes and is besf thought of as

involving proportions of ionicity and covalency there is no relaxation
of the paired spin arrangement for the majority of its electrons;

However the presence of defects in the‘crystél structure of éuch
materials may give rise to unpaired electrons and hence to céntres from
which e.p.r. can be observed. Moreover the concentration of centres required
to give an observable e.p.r. signal is quite small (loll‘spins/cc for avl
gauss linewidth or 1 atom in 10!2) and it is usually poséible to tfeat such
signals as being due to a collection of discrete nbn-interacting point
defects. Such pdint defects are loosely classified askéxtrinsic, by‘which
are meant impuritiés, or intrinsic. Intrinsic defects are defécté in the

structure of the material such as broken bonds, vacant lattice sites or



interstitial atoms and it can be shown on thermodynamic grounds that
some intrinsic defects will always be present in crystals at finite
temperatures., The concentration and nature of intrinsic defects in a
crystal will depend upon the conditions under which it was grown and its
subsequent history. An imbalance of constituents in the melt will

nenstoichiometeic . . . .
no;stozgeme%aae crystals con’ .alng interstitials and vacancies

produce
whilst exposure to radiation and heat treatment may disrupt the atomic
arrangements‘of properly formed crystals and change the nature of defects
already present. From the point of view of e.p.r. the most important
extrinsic defects in crystals are transition metal ions. Transition
metal ions are characterised by having incompletely filled orbitals within
thevorbitals of the valence electrons and it is from unpaired electrons
in these states that resonance is observed.

To treat e.p.r. centres rigorously in theoretical terms would
require the setfing up and solution of the full Schr¥dinger equation
for all the atoms and centres in the crystal. As such a fundamental
treatment‘is impractical, various alternative approaches have been made
to calculate the energy level structure of e.p.r. cehtres, which will have
different degrees of validity depending upon the nature of the centre
under consideration. Transition metal impurities are usually treated in
terms of Ligand Field théory in which the positive ion is considered to
occupy a potential well formed by the nearest neighbour negative ions or
ligands of the host. This approach includes considerations of the overlap -
of electron orbitals and covalency. A special case of Ligand Field theory,

and one which has achieved considerable success,is Crystal Field theory.



The technique here is to approximate the ligands to point charges and
to determine the energy level structure of the positive ion in terms of
the overall symmetry of the field produced by these point‘charges.

A brief account of crystal field theory will be given here and a more
thorough treatment can be found in Low (1960) and Murrell, Kettle and
Teddar (1965, Ch. 13).

E.P.R. centres which arise from broken bonds or electrons
trapped at vacant lattice sites are not susceptible to analysis in terms
of Crystal Field theory as the electrons cannot be considered to belong
essentially to a single atom, but rather as being shared between several
atoms, Consequently these centres are best treated in terms of Molecular

Orbital theory, an outline of which will be given in a later section.

2.1 Crystal Field Theory

Crystal Field theory assumes that the most important determinant
of the electron energy levels and wavefunctions of an ion in a solid is
the nature of the ion itself. The technique is to consider the various
interactions in an ion one by one in decreasing order of magnitude and
to insert the crystal field perturbation at an appropriate point in the
development. Consequently it is usual to begin by considering the

Hamiltonian of the free ion.

2.1.1 The free ion Hamiltonian

The most important terms in the free ion Hamiltonian in

decreasing order are:



N N N
+2 2 2
}e = Z .;Ll—- -?- + Z‘ — + Z 355 Byes; (2.1)
¢ j=1 | " i i>3 Y13 i=1
j=1

The first term represents the kinetic energy of the N electrons and the
coulomb force between them and the nucleus, The second term expresses
the coulomb repulsion between electrons and the last term represents the
magnetic coupling that will occur between their spin, s, and orbital, %,
angular momenta. It is not possible to solve the wave equation associated
with this Hamiltonian exactly (this is a manifestation of the many body
problem) and consequently various approximations are used in determining
the electron wave functions, ¥, and enérgies. The central field approxi-
mation recognises that the first term is much larger than the others and
taking advantage of its spherical symmetry considers each electron to
move independently in a spherically symmetric potential well modified by
a spherical 'screening' effect from the other electrons, This form of
Potential assures the separation of variables in the wave equation and
each electron will have a well defined angular momentum. It is still
necessary, however, to determine the radial dependence of the individual
electron eigenfunctions and indeed to specify the exact potential Vi(r)
seen by each electron, This problem is solved by the Self Consistent
Field (S.C.F.) method in which initial 'guesses' for the'Vi and wi are
substituted into the Schr¥dinger equation for each electron. These
equations are then solved by numerical integration to yield new forms

for the ¥;'s. The new forms of Y, are used to determine new v; and

the process is repeated again and again until a self consistent solution



is achieved. 1t can be shown that wavefunctions derived in this way will

satisfy the condition derived from the calculus of variations (Eisberg
1963, p.278) that the wavefunction for the ground state of a system will

always give an absolute minimum of energy:-
E = I‘Mw = Min

Following Hartree (Tinkham 196&) the initial forms chosen for the wave-
functions in the S.C.F. approach are products of one electron orbital
wave functions., Later modifications by Fock to make the initial forms
antisymmetric and allow for the fact that electrons are indistinguishable
particles improved slightly on the Hartree functions., Having determined
the one-electron central field eigenstates it is possible to describe

the ground state of the ion by specifying which states must berfilled in
order to minimise the total energy and also satisfy the exclusion
Principle. Such a description is callea a configuration,

For a configuration that does not consist entirely of closed
shells it is necessary to consider how the spin and orbital angular
momenta of the one electron states will be coupled together and.
how the energies of these various coupled states, or Terms, will be split
by the inter-electronic coulomb repulsion. In the Russel-Saunders cbupling
scheme, applicable to the lighter atoms, the individual orbital momenta
&i are assumed to couple separately and form a total orbital quantum 
number L, A similar coupling of spin momenta produqe;.A«total spin

quantum number S,
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The high degree of degeneracy within a configuration prevents
the use of perturbation theory to calculate the new eigenstates and
consequently the matrix of 2%?7 must be diagonalised directly.
Fortunately it is possible tolgerforw a considerable amount of initial
factorisation of this matrix by making use of the group theoretical
properties of angular'momentum. Since we are still ignoring spin orbit
coupling the Hamiltonian is invariant not only under rotation of the
coordinates of the wholeatom, but also under separate rotations of
orbital and spin coordinates. Thus }e commutes with J, L and S and it
is possible to choose simultaneous eigenvalues for these operators,
A theorem of group theory (Tinkham p.80) shows that the matrix elements
of Xbetween states with different J, L or S or different M, M, or M
values will be zero since these quantum numbers label the irreducible
Pepresentations of the angular moment group of the configuration and
their rows., Consequently by choosing as basis functions combinations
of one electron wavefunctions which are already angular momenfum eigeﬁ;
functions we can considerably simplify the matrix.

Unfortunately all the anguiar moﬁentum operatoré‘that cbmmute
with }edo not commute with each other and it kis possible to simultaneously

diagonalise only four of them., To be consistent with Russel-Saunders

coupling, we assign good quantum numbers to‘g;.g, EL and ﬂs.




Although group theory allows the determination of the nature
of the splitting up éf the coﬁfiguration into terms by the electronic
coulomb repulsion, it gives no indication of the energy separation
between terms or of the nature of the ground term. To solve this last
problem recourse is usually made to the semi-empirical Hund's rules in
which the term with maximum L value consistent with maximum 8 value is
assumed to lie lowest, The energy separation between terms is of the
order of the inter~atomic coulomb energy = a few electron volts.

We are now in a position to consider the effect of the remaining
term in the free ion hamiltonian, the spin orbit coupling, on the energies
of the various terms, However, as the crystal field Vc is often of the
Same order or larger than the spin orbit éoupling, we will proceed first
to an evaluation of its effect on the hamiltonian., It may be noted
however that as L and S are good quantum numbers, then for the ground
term a,.t.s., may be written as AL.S, where A, the spin orbit

i3 1313
1]
coupling constant, has a definite value for a given term,

2.1.2 The crystal potential Vc

As a general rule, and as our analysis so far has demonstrated,
it is simpler to achieve a description of the energy levels and splittings
of an ion in a crystalline field by treating successive terms in the
hamiltonian as perturbations on a state determined by the previdus terms,
This method requires that the relative magnitude of the various
interactions be known and further, that the hamiltonian can be written
in such a way that successive terms differ in their effects by roughly

an order of magnitude., Inclusion of the crystal field however presents

e i




the difficulty that its position relative to other terms in the
hamiltonian hierarchy depends very much on the particular situation
envisaged. An investigation of the experimental data reveals that the
strengths of the various crystalline fields fall into three groups which
are generally categorised as follows:-

(a) Weak Field AL.S » V.

The Stark splittings by the electronic charges of the crystal
field are less than the spin orbit splittings and consequently J will
still be a useful quantum number. This is a situation typified by the
rare earth elements in which the paramagnetic electrons lie in the 4f

érbitals well shielded from the effects of the lattice.

U7 o2 .
(b) Medium Field S == >V > LS
i lr’ij c -

This is the situation that usually prevails for the elements
of the 3d transition group and is the designation appropriate to the
studies reported here. The splittings produced by Vc are of the same
order or slightly less than the electronic coulomb repulsions that split

the configuration into terms.

Ry
(c) Strong Field ) >> = > AL,S.
[o] Tdrij —
i

Here the crystal field is stronger than the coulomb repulsion
term. There is considerable overlap between 1igahd‘orbitals and the
electron distribution of the central ion and the situation can be

envisaged as one in which there is a considerable amount of covalency in

the bonding between ion and ligands.



The analysis which follows will be restricted to the medium
field case but before proceeding it is possible to deduce quite a lot of
information from the symmetry and form of Vc.

The crystal field approach assumes that in the region in which
the electrons move the charge density arises only from the central ion
itself and that the contribution from the ligands is zero., Moreover the
central ion potential is included in the free ion hamiltonian with the
result that the crystal field potential can be assumed to satisfy
Laplace's equation,

Vv, = 0 (2.3)
in this region.

The solutions of (2.3) can be written as generalised Legendre

polynomials of the form

-n
- YT T
. mn,m
v = Vo= L L oA Y " (8,.4,) (2.4)
c {i n n m=n k n n k¥k

where the summation k is over the electrons of the central ion and the

m 3 .
Yn are the normalised harmonics

Y M0,0) = (-;)m[;,},;‘znfimil';‘"’] P"(cos 0)e™™  (2.5)

We will be interested in the matrix elements of V. between the
wavefunctions Wnk of the electrons in the free ion orbitals and it is
useful to expand these wavefunctions as a sum of the same harmonics
Ynm(9,¢). These expansions carry the restriction that n g 2% where
L is the angular momentum quantum number of the orbital and consequently |

all elements <w2klvnm‘w£k> for which n > 2% will be zero. - In addition



all the terms in (2.4) with odd n must be zero since the matrix elements
for these will be integrals over all space of functions of odd parity.
The term in n = 0 can also be ignored since it is a constant and as it
shifts all levels of a configuration equally will not contribute in
optical or magnetic transitions. These restrictions mean that for the
iron group with £ = 2 the only terms we need to consider are those with
n = 2 and 4 and. further since the potential must be real Anm z -(A;m)ﬁ.
The symmetry of Vc will also modify the form of its expression and a
table of the expressions appropriate to Vc for various symmetries can be
found in Low (1960),

Having achieved consistent expressions for the electron wave-
functions and the form of Vc, it is now necessary to evaluate the
remaining non-zero’matrix elements, This caiculation is simplified by
making use of the theorem of Operator Equivalents established by Stevens
(1952), The theorem states that if two operatbrs A ande have the same
transformation properties, then in a manifold of constant J their matrix
elements will be linearly related. Conséquently itkis ﬁossibie,‘for
example, fo replace elements like x, y and z in the cartesian form for Vc
by Jx, Jy and Jz and thus the evaluation is made considerabiy eésier.
Tables of the various operator equivalents are gi?eh By Léw (1960) and
Stevens (1952), Diagonalisation of this‘matrix of’Vc‘befween the wave-
functions of the free ion hamiltonian reveals how thekfree ion térms
are split into 'levels' by the crystal field. AppendixII shpwé ho&
the form, though not of course the magnitudeé, of this spiittihg into

levels can be deduced from group theory. The remaining terﬁs in fhe



hamiltonian, the spin orbit coupling and the Zeeman term, are usually
dealt with by means of the spin hamiltonian, but before doing this it
will be as well to clarify the development so far by means of an

example,

) . 3+
2.1.3 Illustration of Crystal Field Theory : Cr

3+ in a cubic material

Consider the case of a (Sd)3 ion such as Cr
Such as Mg0O. The following analysis will hold for the isocelectronic ions
Til+, V2+ and Mnu+, all of which have indeed been seen in Mg0 (Henderson

3t is (1s)2 (2s)2

and Wertz 1968). The electron configuration of Cr
(2P)6 (3s)2 (3p)6 (3d)3. All but the (3d)3 electrons go to make up the
Spherically symmetric closed shell configuration of argon and will be
unaffected by the crystal field. The only effect of the closed shell

core of electrons will be to partially 'screen' the (3d)3_electrons from
the nuclear potential and consequently change the radial dependence of
their one electron orbitals. Having specified the configuration it is now
necessary to consider how it is split into terms, each diagonal in L, S,

My and Mg» by the coulomb repulsion between electrons. To facilitate

this a table is constructed of all the possible ML MS states that can be

formed by placing three electrons in the five available 3d orbitals,
bearing in mind that each orbital can accommodate a maximum of two
electrons provided their spins are paired. This enables us to pick out
the terms and by means of the empirical Hund'srules to select the term

of lowest energy. As this analysis is rather laborious for (3d)3 electrons

it is not presented in detail but the resulting term splittings are shown
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in Figure 2.1, It may be noted here that whereas the Hund's rules are
generally correct in specifying the ground term, they do not always give
the correct ordering of the higher terms.

As can be seen from Figure 2.1, the ground state of Cr3+ is a
tp term with L = 3 and $ = %, We now proceed to investigate how the
octahedral crystal field of MgO will split this term. As Indicated in
Appendix II, we need to decide which irreducible representations of the
octahedral group O are spannhed by the D3 representation of the full
rotation group of the 3F functions. From the character table of 0O
(given in Cotton 1964) and the characters<5ftheixreducible representations
of 0 which can be constructed from a basis of third order spherical
harmonics, we can find how many times each irreducible representation

of the crystal point group O is contained in the L = 3 representation.

(This problem is treated in detail in Appendix II). Thus:

3 .
,D = A2 + Tl + T2 : , | “,; : (Q.G)v

and a field of octahedral symmetry will split‘the l4? term into a singlet
and two triplet levels. To deduce the obdéring'éf these levels it is
necessary to dlagonaliﬁe the hamlltonian dlrectly. Expressing the
'C”YStal field term in cartesian coordlnates |

v o=

Ve Di(xi tygt ot zi 4/5 Iv‘i Yoot (2"7;),«

f-f"’{

This satlsfies Laplace s equation and transforms according to an’
iPPedu01ble representation D, of ‘the rotation group,; Making use of

StEVens'operator equivalent method, we can replace x, y and z by
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Lx’ PY and Lz and the required operator for Vc is

Br~Y 4 . 2 2 . 2 2
55 [ 35Lz  30L(L+1) Lz + 25Lz L(L+1) + 3L4(L+1)

_@_{‘iu 4 o
+ 55 (L* +L_%) : : : (2.8)

Slnce V includes no spin operators, all that remains is to diagonallse
its matrix between the orbital |M > states of the P term. This establishes
the order of states (Flgure 2.1) and gives splittings in terms of Dq

Where D depends on the crystal fleld strength and q(= %63) on the radial

Part of the wavefunctlon.

| The results of the above analys1s can be more easzly v1sualised
by considerlng the physical effect of placing a F term electron |
distrzbutlon in an octahedron of negatlve ions (Figure 2 2). The F |
electron distrlbutlon can be thought of as a superp031tion of electrons
Occupylng real forms of the f type orbitals which transform like the
F term. Those orbitals Wlth lobes pointlng towards the negative ligands'
WIll suffer electrostatic repulsion and be raised in energy rslative
to those which avoid the ligands. Thus in an octahedral fxeld the 7 f rf .
OPbltals spllt lnto groups of 3 3 and 1." o

Pigure 2 1 1llustrates that an octahedral fleld will still

leave some degeneracy 1n the hlgher energy levels._ This degeneracy willti"
be lifted by flelds of 1ower symmetry and indeed a general theory due to”;
’ Jahn and Teller states that 1n the event of the crystal field leaving

the ground state degenerate thls degeneracy will be removed by a locel

‘ diStort:Lon of the atoms around thc site, resultinv in a lowering of the




energy of the whole system. This removal of orbital degeneracy by the
crystal field is sometimes referred to as orbital quenching.

It only remains now to introduce the spin of the electrons in
the ground state of the Cr3+ ion in order to complete our description of
its energylevels preparatory to a consideration of spin orbit coupling
and magnetic effects. The ground state orbital singlet uAQ will have a
four fold spin degeneracy and it might be expected that this degeneracy
will be removed in the same way that the orbital degeneracy was.

However a general theorem due to Kramer establishes that in the absence
of a magnetic field all the energy levels of an ion with an odd number
of electrons must be at least doubly degenerate, Thus we see that it is

only possible for the crystal field to split the spin degeneracy of Cra*

into two doublets which is in fact what happens,

2.2 The Spin Hamiltonian

The inclusion in the hamiltonian of the spin orbit coupling
and Zeeman terms produces spiittings in the icnic enérgy levels which
are of the same order as the microwave quanta used in electron paramagnetic
resonance, Consequently it is between these levels that transitions will
be induced and resonance observéd. Thus it is convenient to develop a
formulation of the hamiltonian'in which the experimentél data éan be
speedily and economically summarised in terms of these interactions,
Such a formulation is the effective spin hamiltonian of Pryce (1950)

and Abragam and Pryce (1951), the development of which will be briefly

presented here.



The two terms are considered together, a procedure justified
by the fact that the stronger spin orbit coupling will vanish in first
order for the orbital singlet ground state, Thus the perturbing

hamiltonian is

Y= aL.s + eH(L + 25) (2.9)

where the second term represents the Zeeman interaction between an applied
field and the orbital and spin magnetic moments of the ion.,

The shift in the energy of the ground state |1> produced by
admixtures from the higher levels |n> is given by second order perturbation

theory as:~

AE = <1,Mg |AL.S + BH(L + 2§_)|1,Msl>
1

L let.Mg LS + BH(L + 28)|n g > |2
)

(E, - E)

(2.10)
n=2

As the orbital momentum is quenched to leave a singlet ground state
<1jL{1> = ©

and only the spin terms contribute in first order,

The orbital eigenfunctions |n> of the unperturbed hamiltonian are

orthogonal so that
<n,Msnl§[m.Msm> = 0 forn#m

and consequently the spin terms vanish in second order reducing (2.10) to



N

X Jeug 2 + sl >[2]<2[Ln> |2
AE = <1,Msllzeg._§|1,usl>+ ,: L I
e (E, - EJ)

At this point in the development of the spin Hamiltonian we
'remove' the spin states and retain the operator S. This enables us to
write the hamiltonian in a form convenient for a later evaluation between
the actual spin states observed in resonance. Further, expressing L and

S in terms of their components

.-

-+
L !

\
§ - !l...« §i -E = ‘{-‘ &i
i=xz,y,2 i=x,y,2
we have
N
: - g (A8 + BH)OS; 4+ BH;)<1|2; |n><nfsey]1>
AE' = 28H.S - )
T 13 (E_ -E)
n=2 1ij n 1
or
oo
AE' = 2BH.S - £, ‘”‘ij (A28;S. + Bzﬂiﬁj + 28MH;S4) (2.11)
i,3 '
X <1|2, |n><nfe, j1>
- N 1 3
where /.. = %
i3 n=2 (En El)

The term in BZHiHj is a constant and represents a temperature independent
paramagnetic moment induced on the ion., As it shifts all levels equally
it can be ignored when considering transitions, Collecting the remaining

terms of 2,11 together we get an expression for the spin hamiltonian

vWwoooo - Y
g = i'j[g(sij A2, 5)BH 8. - A nij_s_igj]



which can be written in tensor notation as

Y. = et.g.s+ S.D.s. (2.13)

where g and D are the second rank real symmetric tensors

A
"

2(Sij - Aﬂij)

- 32
i3 Ay 5

=]
11

The formulation (2,13) includes only spin operators, the orbital angular
momentum having been incorporated in the ansiotropic g tensor coupling
the electron spin and applied magnetic field. This derivation illustrates
how the spin orbit coupling may admix sufficient orbital angular momentum
from higher levels into the ground state to lift its (2S+1) field
degeneracy even in the absence of an applied field. This 'zero field
splitting' is represented by the tensor D, The advantage of the spin
hamiltonian is that it enables us to describe the behaviour of systems
in which the zero field splitting is too great for all the transitions
permitted by the Mg = +1 selection rule to be observed. In these
situations a suitable choice ofra fictitious spin S!' aﬁpropriate to the
observed humber of transitions will allow the spectrum fo be described
by (2.13). '

By appropriate choice of axes x, y and z the g‘and D tensors

can be diagonalised so that the generai spin hamiltonian for any symmetry

18

= 2 2 2
XS B(gxxHxSx gyyH S +¢g szSz) + D S + Dysy + D S (2,1y)

where it is assumed that the g and D tensor axes are coincident,
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Alternatively the D tensor may be represented by
8.D.8 = D(S,2 - ¥35(S + 1)) + E(5,2 = §.2) (2.15)

= 3 = 1 -
where D = %D, and E = 2(D, Dy).
By choosing IDXI<|Dyl<|Dz| the axes can always be chosen so that

os%s Yy

The term Y35(S + 1) is included to fulfil the requirement that the

tensor be traceless.

2.3 S State Ions

The ground state of an ion with a half filled shell (e.g. the
3d5 ions Mn2+ and Fe3+) will be an orbital singlet or S term with a
(28 + 1) fold spin degeneracy. As it is impossible for the crystal
field, whatever its symmetry, to split the S term into levels, the only
source from which the spin orbit coupling might admix orbital angular
momentum into the ground state will be the higher energy terms.
As the term separations are considerable (25,000 cms™! for a® in an
octahedral field) such admixture should be very small and consequently
there ought to be no zero field splitting of the spin states of an S
state ion. This is contrary to observation and in order to summarise
the spectrum, it is often'necessary to resort to an extended hamiltonian

including terms in S up to 25 + 1.



b{? = BH.g.S + D(Sz2 - V,8(s+1)) + E(Sx2 - Syz)

r

I b 2 2 . S + 352(S+1)2 1
* 160 | 355, 30s(s+1)s % + 255 2 - 6S(S+1) (

1

r
a 4 4 b 2 - .
* 3 L S, + Sy* s, Yss(s+1)(352 + 35 = 1) ] (2.16)

where the terms in D and F, E and a represent the behaviour in tetragonal,
rhombic and cubic fields respectively.

Several attempts have been made to explain this anomalous
zero field splitting of S state ions notably by Van Vleck and Penny (1934)
who considered the crystal field and spin orbit coupling as a combined
perturbation on the free ion terms and went to a higher order of
perturbation theory. This predicted splittings lower than those observed
and Pryce (1950) suggested a first order spin spin interaction between
different configurations 6S (3d5) and 6D (3du usl) combined with an axial
field to account for D. These and other suggestions héve been reviewed

and evaluated by Sharma, Das and Orbach (1966).

2.4 Nuclear Interactions

So far we have considered only the magnetic moments of electrons
and ignored the much smaller magnetic and electric quadrupole moments
possessed by some nuclei. The electrons will interact with the nucleus
of the paramagnetic ion and possibly, if their wavefunctions are
sufficiently delocalised, with the nuclei of thé surrounding ligands,

A nucleus ﬁith a spin I will have (21 + 1) quantisation states in the
magnetic field of the electrons and consequently each transition of the

electronic 'fine structure' will be split into (2I + 1) 'hyperfine'

; components,
[
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There are two contributions to this magnetic interaction

between electrons and nuclei:-

(a) The Contact Interaction: This is an isotropic term introduced by
Fermi to represent the energy of the nuclear moment in the magnetic field
produced at the nucleus by electric currents associated with the spinning
electron. It may be written

a I.S (2.17)

where a = %f ggNBBN|W(0)|2.

gN and BN are the nuclear g value and Bohr magneton and ¥(0) is.the

electronic wavefunction at the nucleus. The wavefunctions of all but

S orbitals have nodes at the nucleus and consequently the strength of

this interaction provides a measure of the S character of the wavefunction.
(b) The Dipolar Interaction: This is an isotropic coupling analogous

tQ the classical interaction between two dipoles and may be written

quantum mechanically as |

ngnB

<p3>

‘\M"

lf‘.)-(i-i)} ' ‘ (2.18)

Besides the magﬁetic interaction there may be an electrickquadrupole
interaction between the electfons'and the nucleus.‘ This can bekunderstood
in terms of an electric field gradient céuéed by the anisotropy‘of thé
electronic charge distribution at the nucleus. In first order this
gradient is independent of electronic spin and the interaction may be
Specified in the form | ,

Py L L | (2.19)

where Pij is tensor with components of order 1073 cm~!,




Collecting (2,17), (2.18) and (2.19) together and writing them in
tensor notation, these interactions can be incorporated in the spin

hamiltonian by adding
T2 T. H.I 2,20
[AzSzIz +ALS +tALS ] +Q i I, /3I(I+l)J Y8 .H.I )

to (2.14).

The first term represents the nuclear hyperfine interaction,
the second the electric quadrupole coupling and the third the direct
Zeeman interaction between the nuclear spin and the applied field which
is usually small enough to ignore.

Normally in an electron spin resonance transition the electron
quantum number changes by l while the nuclear quantum number my is
unchanged. However at certain orientations of the centre to the applied
field it is possible to observe transitions in which m, also changes.
The physical reason for the occurrence of such 'forbidden' transitions
lies in the competition between the -quadrupole moment trying to align

the nucleus along the symmetry axis of the electronic crystal field

and the magnetic field of the electrons which tries to align the nucleus
off this axis., Several nuclear states become admixed and the resulting
non-zero off diagonal matrix elements give a finite transition probability

between different nuclear quantum states.

2,5 Molecular Orbital Theory

It was pointed out earlier that electrons with unpaired spins
mey be present in an insulator due to the presence of disrupted bands

or other traps such as vacant lattice sites, The interpretation of



resonance signals arising from such defect centres is rather more difficult
than the case of transition metal centres since one cannot usually assume
the existence of a centro-symmetric free ion hamiltonian as a starting
point., Consequently the analysis is often more qualitative. The crucial
starting point for the consideration of transition metal ion resonance
centres was the assumption that the electron orbitals were essentially

the one electron orbitals of the free ion, Analogously one begins the
treatment of an electron trap by specifying the form of the electron
orbitals., Here wé make use of molecular orbital theory which attempts

to find orbitals fulfilling the same function for molecules as the s, p,

d etc. orbitals do for atoms. Once having achieved the molecular orbitals
of a centre, we can specify its electronic structure by assigning electrons
to these orbitals in accordance with the Pauli principle. In any
particular case the determination of molecular orbitals usually proceeds
by forming various linear combinations of the orbitals available on the
atoms surrounding the centre (LCAO's).  Symmetry considerations can often
be used to eliminate various possible LCAO's and decide which are
degenerate. In practice the experimentally observed spectrum can usually
be summarised in terms of the spin hamiltonian of (2.14) and (2.20)
suitably generalised to include the effects of transferred hyperfine
interactions on the surrounding nuclei = often the most important clue

as to the nature of the centre., The origins of the various terms in
(2.14) and (2.20) are of course quite different in the case of electron
traps, the g tensor anisotropy for example now beiné due to admixtures
from higher molecular orbitals instead of from higher levels of the

free ion ground term,
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An excellent illustration of the molecular orbital approach
to the analysis of resonance spectra arising from defect states is
provided by the work of Watkins and Corbett on silicon, A brief account
of one of the centres they identified, the divacancy, will be given here.

A fuller treatment of this and related defects can be found in their

papers (Watkins and Corbett 1965, Corbett 1966), A discussion of the
success of their model® and its implications is given in a recent paper

by Hagston (1870).

2.5,1 Illustration of Molecular Orbital Theory: The Silicon Divacancy
Electron irradiation of p-type and n-type silicon produces two
€.p.r, spectra referred to as G6 and G7 respectively., Each spectrum

consists of groups of lines from several inequivalent sites in the

Structure and each group,of a strong central line and weaker symmetrically

disposed satellites,can be described by the spin hémiitonian

e nese Z_I.jéj_s_ D o

The flrst term descrlbes the anisotropy of the central line with reapact

to the orientation of the magnetic field to the crystal axis, while the
Second expresses an hyperfine interaction with the 4, 7% abundant 3129 :
(1 = }) nucleus at sites near to the defect. Comparlson of the relative
inf6n31ties of the main line and the satellites indicates that tha 8129
Must have a cholce of two sxtes exactly equivalent about the defect centre,
The prlnciple values for the g and A tensors togethar thh thelr directions 

fQP one of the inequiva;ent/sitesrare shownﬁin,gigure,2.3.
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The model proposed by Watkins and Corbett to explain these
spectra is shown in Figure 2.4, It is the divacancy in which adjacent
lattice sites A and B are vacant, The six broken bonds from the six
atoms surrounding the divacancy are considered to form two ‘'bent' pair
bonds between atoms 2-3 and 5-6 and one extended molecular orbital
between atoms 1 and 4 as shown. In p~-type silicon this extended molecular
orbital holds one electron and gives rise to the G6 spectrum.

The higher Fermi level in n~-type silicon populates the orbital with
three electrons producing the G7 spectrum. This model explains the
hyperfine splittings by interactions with 8129 at the equivalent sites

1 and 4, the <111> hyperfine axis corresponding to the directions of

the broken’bond at each site, The g tensor is tilted slightly away

from this direction reflecting the overall character of the wavefunction.

A molecular orbital treatment of this defect based on LCAO‘s
is shown in Figure 2.5. The atomic wavefunction at each atom wi;is.
considered to be a 3s3p hybrid and the one electron MO's are cénatructéd
by summing these over the surrounding atoms, The symmetry of the.
undistorted divacancy in ‘silicon is D3d and the molecular orbitak;shown
are those which transform accordlng to the irreducible representatlons l
of this point group. The flrst two orbital singlets are filled by foup o
electrons and the remalning electrons, one for the positive state and |
three for the negatlve, go‘1nto_the eu~doub;et.~rTbe degeneracy of‘this ‘
doublet is assumed to be lifted Ey'a Jahn Téiler‘distortiéﬁ. léweringk'

the symmetry to C The resultlng energy level shifts are comparable

2h*
- to the energy level separations of the orbitals in Dsd symmetry and
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consequently this results in considerable mixing between €y and 34 and ¢ and
Ay Consequently the wavefunctions in C2h symmetry will reflect primarily
the pair bonding between 2 and 3 (5 and 6) and only small admixtures
of other orbitals remain.

Even though they ignored effects from next nearest neighbours,
Watkins and Corbett were able to calculate approximately the observed
hyperfinevinteraction. The magnitude of the g shifts expected from this
structure is consistent with those observed and,more conclusively, the
symmetry of the g tensor is compatible with the model, Stress splitting
experiménts and dynamic studies involving production rates and motional

behaviour of related defects further support this assignment,
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CHAPTER III

EXPERIMENTAL TECHNIQUES

The X band e.p r. results reported in Chapters V and VI were
obtained w1th Decca X2 and Varlan 4500 spectrometers. The Q band work
on Barlum Oxide was performed using the Varlan 4500 system with a V4561

Q band mlcrowave bridge.

3.1 The Decca Spectrometer

A block dlagram of those units of the Decca X2 spectrometer

used in thls work is shown in Flgure 3.1. The X2 system includes super-

heterodyne detection facilltles which were not used in this work and hence
are not shown in the flgure. | |

The spectrometer ecploys a flxed frequency klystron oscillator
end a tunable resonant cavity. The klystron frequenoy is maintaxned by

beating its output with an harmonlo of a quartz crystal oscillator.~'
The beat frequcncy is compared in a phase sensitive detector with the
output of a voltage controlled oscillator and the difference signal

Produced controls the reflector potential and hence the klystron frequency..
In addition the voltage controlled oscillator is tunable over a small

range to allow the klystron to follow changes in the resonent frequency’
,Of the oavity as might be produced for example, by temperetuve changes

’durlng the course of an experzment.



The klystron oscillator 8 has a nominal frequency of 9270 MHz,
Precise control of the klystron frequency is achieved by phase locking
to a harmonic of a stable 30 MHz quartz oscillator 1 housed in a constant
temperature oven. The output from this oscillator is multiplied up to
300 MHz and applied to a crystal diode, mounted in the waveguide system,
which acts as a harmonic generator. Three matching screws in the wave~-
guide optimise the 31st harmonic at 9300 MHz and this is mixed with a
sample of the klystron output in the crystal mixer 4, The 30 Mc/s beat
frequency signal produced is amplified in a phase lock amplifier, S, tuned
to 30 Mc/s., The amplified signal is then compared with a reference signal
from a voltage controlled oscillator 6 in a phase sensitive detector 7,
The output from this phase sensitive detector, a d.c. voltage proportional
to the phase difference between the two signals, controls the reflector
Potential and thus the frequency of the klystron. Any tendency of the
klystron to change frequency appears first as a change of phase and
generates sufficient voltage to maintain the original frequency.
The high spectral purity of the quartz oscillator ensures that fluctuations
of the klystron frequency that are within the bandwidth of the phase lock

loop are removed. The voltage controlled oscillator has little effect

on the spectral purity of the output signal since its contribution is

310 times less important than that of the quartz oscillator. However the
frequency of the klystron output does depend directly on the frequency of

the voltage controlled oscillator, and thus by making this unit tunable

the output signal can be tuned over a small range.



Thus:-
Klystron frequency = 310)<Crysfal Oscillator frequency - Voltage
Controlled Oscillator frequency
The voltage controlled oscillator then is the means by which the klystron

frequency is varied, As shown in Figure 3.1 there are three ways of

operating the voltage controlled oscillator (6).

1) Fixed at 30 MHz, klystron frequency 9270 MHz,

2) Manually controlled over 29 - 31 MHz, klystron tunable from
9269 - 9271 MHz.

3) Controlled by cavity lock system over 29 - 31 MHz, klystron
automatically tuned over 9269 - 9271 MHz to follow changes in
resonant frequency of cavity.

The phase locked klystron signal passes through an isolator,

a cross guide coupler, a 30 dB switched attenuator, a variable phase
shifter, a 50 dB precision rotatory vane attenuator and a 6 dB directional
coupler to the sample cavity.’ The 6 dB coupler is designed so that the

6 dB loss can be in either the path of the power supplied to the cavity

or the path of the reflected power.

The cavity used in this work was the Decca general purpose
cavity. It operates in the TElO2 mode and is of the rectangular waveguide
type. A removable tuning rod controls the insertion length of four
dielectric rods into the cavity so that it can be tuned to the frequency
of the klystron. A second rod controls the size of the coupling hole
between the waveguide and the cavity and there is a further control for‘

fine tuning adjustments. Modulation coils in the cavity side walls



provide a maximum field sweep within the cavity of 40 gauss when driven
by the 100 kHz oscillator unit. The cavity has an unloaded Q of about
7000.

The reflected signal passes down the other arm of the directional
coupler, through an isolator and a waveguide switch to the 100 kHz
balanced mixer 17. The balanced mixer is biased by a sample of the
klystron output signal applied by means of a crossguide coupler and shutter
type waveguide switch. Since the magnetic field is modulated at 100 kHz
the output of the mixer is thus an 100 MHz modulation of the beat
frequency of the output and reflected microwave signals., This signal
passes through the 100 kHz preamplifier 18 and then to the 100 kHz receiver
which contains the main amplifier 19 and a phase sensitive detector 20,
The 100 kHz oscillator 22 which drives the cavity modulation coils also
provides the reference signal for 20 and thus the output from 20 is the
first derivative of the E.S.R. spectrum which can be displayed on the Y
axis of a TOA (Y-T) chart recorder or an oscilloscope.

In a system where the signal frequency remains constant it is
necessary not only to tune the cavity to this frequency, but also to
ensure that the cavity remains tuned while the spectrum is taken,
This is the function of the cavity lock unit, A 10,5 kHz oscillator 2#
is used to modulate the klystron reflector voltage. This frequency
modulation of the klystron frequency results in a 10,5 kHz signal at the
100 kHzmixer 17, the phase of which varies with the cavity drift,
This 10.5 kHz signal is extracted from the first stage of the 100 kHz

preamplifier 18, amplified and applied to a phase sensitive detector 23



in the cavity lock unit. This phase sensitive detector compares the
phase of the signal with the output of the 10.5 kHz oscillator and the
fesulting d.c. signal is used to control the reference oscillator 6,

The cavity corrected phase lock system described above is
satisfactory if cavity detuning is limited to about +1 MHz. However in
some of the experiments performed in this work low temperatures were
achieved by means of a continuous flow of cold Helium or Nitrogen gas
through the specimen tube of the cavity., The resulting temperature
fluctuations were such that the reference oscillator 6 could not compensate
sufficiently and a direct cavity lock was achieved by cecnnecting the output
of the cavity lock unit phase sensitive detector 23 directly in series with
the klystron power supply (point 3 on unit 25). This allows the klystron

to change frequency by +15 MHz to compensate for cavity detuning.

3.2 The Varian X and Q Band Spectrometers

Both Varian spectrometers, unlike the Decca, have tunable
klystron oscillators and setting up is achieved by tuning the klystron
until the central frequency of its mode coincides with the cavity dip.

The difference in the power levels that can be generated at X and Q band
frequencies leads to the adoption of quite different microwave bridges in
the two spectrometers. In the X band spectrometer a balanced bridge is
used, the klystron power being divided equally between the cavity and a
balancing arm. The absence of such a large power reserve at Q band is met
by employing a circulator to direct all but a fraction of the klystron
power onto the cavity. The automatic frequency control, modulation,

detection and display systems are common to both spectrometers.
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3.2.1 The X band bridge

A diagram of the V-4500 X band microwave bridge is shown in
Figure 3,2, The klystron is capable of generating in excess of 300 mW and
this signal passes through a ferrite isolator and a variable attenuator
to the first arm of the bridge. By attaching the cavity to arm 2 or arm
3, the system can be operated with high (20 ~ 25 dB below unattenuated
klystron output) or low power levels incident on the cavity. The low
power configuration illustrated in the figure allows the selection of
absorption or dispersion mode operation, Klystron power from arm 1 is
divided between arms 2 and 3 and the reflected signal from the:cavity is
detected by the crystal in arm 5. The detector crystal is biased by the
Slide screw tuner in arm 2 which can be varied to change both the mean
Power level and the phase of the microwave energy it reflects.

The amplitude of the microwaves reaching the cavity is set by the
dttenuator in arm 1 and the phase is determined by the phase shifter in
arm 3, During resonance the sample absorbs microwave power and the
resulting unbalanced condition of the bridge is detected by the crystal
detector,

In a system with a tunable klystron it is nescessary to measure |
the microwave frequency. For the work reported here this was done hy
attaching a waveguide to coaxial converter to the 20 dB coupler‘shown ;
in the figure. This sample of the klystron output was mixed in a Hewlett
Packard 540B transfer oscillétor with a variable frequeﬁcy‘of the ordéb
©f 200 MHz, The variable frequency’is tuned-until zéro beatsrare cbserved

between the two signals, In this condition the klystron output must be
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some harmonic of the frequency of the variable oscillator fvl.

fklystron = fVl

fv was measured with a Hewlett Packard 544 D counter and a plug-in 525 C
frequency counter unit to better than %5 kHz. fv was then varied until

an adjacent zero beat condition occurred.

Then
_ fklystron = (n+ l)fv2
Eliminating n
fv2fvl
fklystron = G - f;)
1 "2

The klystron frequency was found to be stable with respect to the cavity

to 1 part in 108 when the automatic frequency controlAWas in operation,

3.2,2 The Q band bridge

' Figure 3.3 shows the lay-out of the bridge which consists of
a klystron oscillator, a reference loop, a cavity loop, a miker assembly
and a signal mode selector. The reflex klystron used has’an output of
about 50 mW at a frequency of 35 GHz., A 7 dBkcoupler diyertsa small
portion of the klystron output into the reference loop; thé remainder
- Passes through a’variable precision attenuator to the ca&ity by means of
a circulator, The circulator separates the reflectéd power from the
incident power and passes it to the mixer where it meets the bucking power '
Provided by the reference loop. A phase shifter in the reference 1oop
allows the selectlon of dispersion mode operation and is used in conjunction'

Wwith an attenuator to provide bias to the resonance crystal and mlcrowave
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voltage to the A.F.C. crystal in dispersion operation, The reference

loop also contains a precision cavity wavemeter graduated in units of

10 MHz which was used in this work to measure the operating frequency.
Two detector crystals in the mixer enable the 10 kHz A,F.C, system to be
employed when operating in either the absorption or dispersion mode.

The phase angles of the microwaves differ by 90° at the two crystals,

In the absorption mode the phase difference between the microwaves

from the reference loop and those from the cavity is 0° and both the

100 kHz signal and the 10 kHz A,F,C. signal are taken from the resonance
crystal, Dispersion mode operation results in a 90° rhase difference
between the two microwave paths at the rescnance crystal and the 100 kHz
signal is taken from here; the 10 kHz signal is now taken from the
A,F.C. crystal where a 90 phase shifter in the mixer corrects for the
phase difference between the microwave signals. The signal mode
selector circuit permits the sthchlng of the AF.C, from one crystal to
the other while detecting e.p.r,,in either absorptlon or dlspersion,at

the resonance crystal,

3.2.3: Modulatlon; detection and A F. C.

} These unlts are common to both frequencies and are shown xnll
Figure 3.4. The audio system is used both for 31gnal display and initial
setting up purposes. Its ba51c oscillator can be switched to produce a
20, 40, 80, 200 or 400 Hz signal which is then ampllfled. In setting up,
this 51gnal is applied to the klyatron reflector via the mode sweep

sw1tch, allow1ng the klystron mode to be viewed on an oscilloscope.



The klystron is tuned by varying the reflector voltage until the cavity

dip is superimposed on the central frequency of the mode, At Q band there
is insufficient tuning range on the klystron to match the dip to the mode
so the cavity is also tunable. The cavity dip is optimised in the centre
of the klystron mode by means of a coupling screw between the cavity and
the waveguide. Once the klystron is tuned the audio modulation is
switched off by the mode sweep switch and the A.F.C. system switched on to
keep the klystron on tune.

The A.F.C. system operates in a similar manner to the Decca
system in that the klystron reflector voltage is modulated at 10 KHz
thus producing a frequency modulation of the klystron output., If the

klystron is operating at the frequency of the centre of the cavity dip,

this 10 KHz signal will have zero amplitude upon reflection from the
cavity, However, any drift of the klystron from this central frequency
'will produce a 10 KHz output proportional in amplitude to the slope of
the cavity dip. Afterkdetection at the 'appropriate' detector in the
bridge, this signal passes through the audio‘amplifier to a'iO KHz A.f.C.
amplifier, It is then compared in a phase sensitive detector with a
reference signal»from the 10 KHz oscillator, the resulting d.c.kvoltage
being applied as a correction to the klystron reflector power supply.
The Varian spectrometer can be operated with elther audio or

100 Ke/s detection as both systems can be used to drive ‘the cavity
modulation coils. Phase sen31tive detectlon is employed in both detectorsv
~and the resulting first derlvative €.Pels spectrum can be dlsplayed on .

-an oscilloscope or chart recorder, In the work reported here*aiTOA«YnTai‘

chart recorder was used.




3.2.4 The resonant cavities

The resonant cavities employed in this work were the V 4566 Q
band cavity and the V 4533 X band rotating cavity.

Both cavities are of the right cylindrical type and operate in
the TEOll mode. At both frequencies samples were inserted through an

access hole in the centre of the cavity top plate adjacent to the wave-

guide, As mentioned previously it is necessary to tune the Q band cavity
and this was achieved by varying the insertion of a tuning plunger which
was threaded in the cavity from below. Both cavities had a matching screw
which by governing the motion of a conducting rod through the iris

gave a variable coupling facility. Modulatioh coils exterior to the
cavities rotated with the magnet to ensure that the medulation field was.
always parallel to the d.c. magnetic field. . These coils,abe,part of the
X band cavity construction, but at Q band are housed in anzassembly

supported by the magnet pole pieces. Relevant characteristics are given

below: . ... . g :
V4566 .V 4533
Q Band ’i!: X'Bahd4 .
‘ Fréquency‘{vzbfi O . 35 CGHz ;9.5 Gz
-;,Unloaded Q “:v;, ” 7,000 20,000

100 Ke/s field modulation

amplitude, peak to peak 15 g;gssk’  10 g?“ssf‘




3.3 Magnet Systems and Field Measurements

Both spectrometers were operated in conjunction with Varian- V-
3400 9" electromagnets and power supplies. The magnet in use with the
Varian spectrometer was mounted on a trolley which could be rolled along
a railway track between the X and Q band bridges. This magnet could also
be rotated a full 360o about either cavity for angular variation studies,
Shimmed pole pieces gave a maximum field of 15,25 kilogauss with air gap
of 13" for Q band operation. Work at X band necessitated the removal of
these pole pieces to accommodate the X band cavity and the increased gap
of 23" lowered the maximum field to 10 kilogauss. Magnetic field control
was provided by a Varian Mk I Fieldial,

The magnet used with the Decca spectrometer had a rather larger
air gap of 3%" which reduced the maximum field attainable’to 8.5 kilbgauss.
The rectangular shape and the protruding tuning rods of the Decca cavity
restricted rotation of the magnet to +15° of the forward position, a »

restriction that was overcome by moﬁnfing specimens on a goniometér and -
rotating iﬁSidevtheAcavity; A Mk II Piéldial wés used to confrol thé |
field of this magnet. Both Fieldials enmﬂqya.ﬁall effect probe, mounted
on one of the magnet pole pieces, to keep the field in the gap at the value .
selected on the dial.‘ A difference between the actual and selected field
generates an error signal which is applied to the power supply regulator .
circuits in much the same way as an A.F.C. system. The Fieldlal was found
to be a great axd in flndlng and taking preliminary measurements cf |
e,p.r, spectra but for accurate measurements reliance was placed on protan :;

resonance units, Twe such units were built in accordance with Rnhinson's
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design (1965), one for X band use and the other for use at Q band.

The X band proton resonance unit was used mainly to measure line positions
in CaWOq and,as some of these lines were quite narrow (600 mg), the 50 Hz
field modulation required to observe the proton resonance signal made
simultaneous observation of the e.p.r. lines to be measured impossible,
Consequently it was decided to abandon the 50 Hz modulation of the field
and frequency modulate the proton resonance oscillator instead, This

was done by applying a 50 Hz signal to a vericap included in the tuned
circuit as shown in Figure 3.5a. The central proton resonance frequency
was measured by locating a condition of minimum beats with a harmonic of
a quartz oscillator in a heterodyne frequency meter unit. The high
frequency proton resonance unit was also modified as shown in Figure 3.5b.
The mechanical tuning capacitor was replaced by two vericaps as shown,

and the resultingkcontrol of the oscillating frequency by means of the
rheostat made operation much simpler, The frequency of this oscillator
was measured with a Hewlett Packard frequency counter, Spectra‘ﬁere
recordedkbn a TOA Y-T chart recorder while the'fieldkwas:swept by means
of a motor driven ﬁotentiometer in the Fieldial control unit, Over’the
ranges used the field sweep was found to be linear to within'thé'stability

of the proton resonance units (1 in 10?0).

3.4 Low Temperétﬁre Equipﬁent .
~ Low temperature éxperimentsLWére performed with'tbe Décca_Spéct#o—
meter. Initially  a 'cold finger! technique was employed,,the spgcimen:f*_f»

being cemented to a copperkrod’whiéhyextendéd’into the'hitrdgen‘reSébvéif  !~
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of the dewar. Nitrogen was excluded from the cold finger itself as the
bubbling disturbed the cavity Q. This technique was rejected, however,

as it made it particularly difficult to align specimens accurately.

A gas flow system was adopted which allowed crystals to be mounted on a
goniometer and hence aligned to the same accuracy as at room temperature,
The technique involved the insertion of an evacuated quartz tube into the
cavity., The specimen was lowered into the tube from the top and the cold
gas flow connected to the bottom of»theftube."For liquid nitrogen
teﬁperatures nitrogen gas from a high pressure cylinder was passed through
a metal refrigerating coil immersed in a liquid nitrogen bath.,

The temperature could be varied by adjusting the flow rate, Lower
temperatures were achieved by transferring helium gas to the bottom of
the tube'diréctly‘from a helium dewar by means of an evacuated stalnless
steel transfer fube;' No absolute measurements of temperature were:#.-
performed though"the operation of identical systems on other spectrométerS'
yields temperatures down to 100°K for nitrogen (Assabghy 1970) and

10° K for helium (Dows1ng 1969).

-

3.5 Orlentatlon and Mounting of Crystals

To interpret an e p r. spectrum it 15 necessary to know the

dibections of the crystal aXeS in the specimen tc ha observed. It was by noy:j o
means cleav where the principal axis directions of the CaWG crystals lay
and to decide this recourse was made to X-ray diffracticn.' A Philllps  ';  

W 1030 X-ray system was used to take back reflection Laue phatagraphs

- as shown in Figure\3.5. The 40 kV, 1% mA, electron beam,incident cn a




tungsten target,produced a 'white' X-ray spectrum which was directed at
the crystal. The crystal mount was a two circle goniometer which enabled
corrections to be made to its orientation between exposures, . Exposure
times of four hours yielded reasonable diffraction photographs.

To simplify and determine the symmetry of the e.p.r. spectrum
it was necessary to perform angular variation studies in particular
crystal planes, This was accomplished by mounting the crystals on
teflon wedges machined to the required angles; a technique that was
particularly useful with CaWO, where the planes required were rather
obscure, It was necessary to use quite small wedges, typical dimensions
being 3 mm diameter and 8 mm long, as the sample axis hole at Q band was
only 2 mm diameter and for low temperature work at X band the crystal
plus wedge had to rotate within the 5 mm diameter bore of the flow tube .
On the Varian systems anisotropy studies could be’perfofmed by rotating
the magnet, but on the Deccé it was necessary to mounf the crystal on a
gonidmeter. As théiCaWOu spectra were very genéitive té migorientation
a two circle goniomefeb was designed. = A small ihtérnai;whéel,i» |
to which thé crystal waé:ce@énted, could be rbtated by means of a
flexible cotton loop bassingkover _an external wheél thus ﬁroyiding‘thbea
dimensional control ofkcrystal orientation in situ. fTo ensure that
alignmént ih the deéired pléne ﬁad beén'achievéd, itkﬁas‘checked thaf‘f‘:

directions which should be equivalent produced identical spectra,



3.6 Microscoges

The optical microscopy work reported in Chapter IV was
performed on a Vickers projection microscope and a Russian MNM=-7 vertical
metallographical microscope. Electron microscopy was performed with the

department's Hatachi HS-75 transmission electron microscope.
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TABLE 4.1

Ionic Radii Lattice Constant Ratio of Ionic Maximum

in 8 a/2 for Oxide Radil in Oxide IPterstitial
1,40 - - .

0.65 2.1 0.46 0.75
0.9 . 2.4 0.71 0.88
1.13 2.54 0.81 0.93
1.35 2,75 0.96 1.0

(Ionic Radii after Pauling 13948)



CHAPTER 1V

PRELIMINARY SURVEY OF BaO AND CaWOu

4,1 Barium Oxide

4,1.1 -Crystal structure and nature of BaO

“Barium Oxide crystallizes in the NaCl type face centered cubic
structure, The bonding is predominantly ionic, the diamagnetic ions of

2+ and 0% having the complete electron shells appropriate to the inert

Ba
gases of Xenon and Neon respectively, and the material is an insulator
with a band gap of 5 eV (Apker et al, 1951). Barium Oxide decomposes
rapidly in ordinary air into Barium Hydroxide. The reaction rate for
this process is so rapid even at very low vapour,concentratiohskthat the
material is the best of the known chemicai drying agénts for gases 
(Sproull et al. 1951).

-The crystal structure consists of two intébpeﬁetrating’faée
centered cubic arrays of anions and catlons laterally displaced by one

half of'thelattice constant a of the unlt cell. It is ugefully described

by considering the unit cell in which ba. and 02 ions are 51tuated as

followss~ - S B
Ba®T (0,0,0) - (%/2,0,2/2) (%/2,3/2,0) (0,2/2,2/2) . .
}02" €0,0,%/2) (3/2,0,0)  (0,%/2,0)  (3/2,2/2,3/2)

- The lattice ccnstant for Ba0 is 5,54 (Pauling 1948). This is ‘
the distance between like ions, the separation between nearest neighbours.

unlike ions, will be half this, 2.75A. Table b 1 shcws the ianic aizes i




and lattice constants of other alkaline earth oxides with this structure.

It may be noted that as the size of the metal ion increases down the

series, Ba2+ being almost equal in size to 02~, the size of the space in
the centre of the primitive cell will also increase, This is an important
consideration in the evaluation of possible sitesrfor impurities,

The last column of the table lists the radius of the largest sphere,
assuming close packing, that can be inserted into this space 'in the
lattice without disturbing the structure. The majority of impurity ions
have radii exceeding this maximum value for MgO and Ca0 and so one expects
them to enter the lattice substitutionally{7'In'thé last two cxides
however, there is a distinct possibility of interstitial sites pbovided

charge compensation requirements can be satiéfiéd. Thia point will be
taken up in the next chapter in connection with the siting of an Mn2+
impurity ObserVedrih Ba0. f |

Of course the"majority of crystals'§§nta1n macrbScopic défects
in the form of'dis;dcatidns;,incluéiohé; sUbgtaiﬁrbbﬁndéfiegiaﬁd the
like and impUriﬁies’ﬁay well as$§Ciate'with‘such‘featurgs;' HoQévéf1i  
ﬁaramagnetic résoéan¢e7détectiqn ofkpoint‘defecté_prbduqes a éigﬁéi‘whigh- ,
is the coherent sum over all similar sites‘in the*crystél”aﬁdvthe“éffééft’
of macroscopic defects is usually 11m1ted to broadening the resonance ek
line, As noted earlier an important contrlbution to line broadening 18‘
‘the presence of nuclei with non zero spin., In Bao intrinsic nuclear spinévf
are present in the form of the isotopeu Ba135 (6 5% abundance), Bal37' g
(ll 3% abundance) both w1th I Y, and of O (O 04% abundance) with

I = 5/2- ,




4,1.2 Crystal growth

Several techniques have been developed for growing single
crystals of BaO., Sproull et al. (1951) produced crystals as large as
1 x 10 x 10 mm by vapour deposition onto MgO seed crystals inside a cavity
of compressed BaO powder at a temperature of 1400°¢. Crystallization
from a melt of Barium Hydroxide held at 550°C for a 30 to 40 day period
(ILynch and Lander 1959) has produced good but fairly small crystals,
Gambino (1365) has successfully used a modified Verneuil method in which
the material is melted onto thé’tip of a refractory rod in a hot flame,
In order to reach the high melting point of Ba0, Gambino used an induction
coupled plasma torch as a heat source,

Théyéfystéis used in this work were grown’from tbevmelt by
workers at the Phys10a Department, University of Mlssouri using a
modlflcatlon of the Arc Fusion method developed for other alkaline earth
oxides. A thoroughly mlxed powder of BaO plus any impuritles it is
Vde51red to 1ncorporate in the lattlce is compressed around four carbon
electrodes.‘ dhen an arc 1s struck botween the electrodes a reglon of
molten oxidé is formed whlch is prevented from rapid cooling by the outer
solid layers.1 For good crystal growth the melting temperature of 1923 C
must be held &losely since the materlal evaporates readily abnve this 7
temperature.b Crystals of varylng size up to 8 x 3 x 2 mm weve obtained ?? .
,1n thls manner . Doping concentratlon will, of coursa,(vary with position .
in. the melt and as no 2zone refinzng type process is possxble w1th such a ' 1

hlgh melt temperature, 1t is necessary to use starting materials of high




The crystals obtained from these melts showed three distinct
regions of colouration: blue, green and transparent. The presence of an
unusual manganese spectrum and the knowledge that a high concentration of
manganese had been included in the melt lead to the suspicion that the blue
crystals were BaMnOu. Attempts to determine the crystal structure using the
back reflection Laue X-ray technique were unsuccessful due to the high X-
ray absorption coefficient of Ba and the formation of Barium Hydroxide on
the surface, However, the demonstration that the spectrum had four fold and
six fold axes and the cleavage of crystals along faces consistent with a

<100> designation was taken as sufficient evidence for cubic Ba0 crystals,

4,1,3 Summary of previous work on BaO

Thejoriginal stimulus for work on BaO arose our of attempts ro
understand phenomena assoc1ated with thermlonic emission from oxide coated
cathodes. Early studles were performed on Polycrystalline and powdered BaO
and were concerned w1th the nature of electron traps and conduction processes'f
A review of this early work complete with an extensmve bibliography may be
found in a paper by Blewett (1946). The complex nature of these processes _
oombined w1th improvements in crystal grow1ng technxques (Sproull et al.,'
1951, Lynch and Lander 1959, Gambino 1965) caused the centre of interest to
‘Shlft to SLngle crystal work. It was soon noted that crystals grown by
these methods were often blue or red in colour instead of being transparent.;
The work of Dash (1953) and Kane (1951) demonstrated that whenever red
crystals formed there was always evidence of contact w1th molten Bariumeﬂrdr

Consequently the centres g1v1ng rlse to red colouratlon are thought to be

.either colloidal Barium or aggregates of Oxygen vacancies,’ though the ‘,;f5>?+

',questxon is by no means resolved.




In contrast the cause of blue colouration is now fairly well
understood mainly as a result of three related pieces of.work (Reddington
1952, Dash 1953, Sproull et al. 1953), Dash showed that blue colouration
could be induced in transparent crystals by heating in the vapour of Ba,
Mg, Ca or Al which indicated that the colour was associated with an excess
of metal ions, Since the optical absorption curve was independent of the
type of metal ion, this ruled out the mechanism of direct migration of
vapour ions to interstitial sites in the crystal though there remained
the possibility that substitution of metal ions for Ba2+ might in all
cases lead to the formation of Ba interstitials, Alternative mechanisms
postulated were some kind of aggregate centre or the trapping of electrons
at vacant oxygen sites pboduced by the diffusion of oxygen ions to the
surface’and‘consequenf extension of the crystal at the expénse of its
stoichiometry. From comparisons of optical and chemical méthodsrof‘
measuring the excess metal content, Sproull et’al. (1953) deduced that
‘the Ba excess was probably dlspersed atomlcally rather than colloidally. |
These workers also measured the diffusion rate 0f the blue colouration
mechanism and by comparlson with Reddlngton s (1952) radioactive tracer:
determlnation of the self dlffusion rate of Ba in Bao,established that
the blue colour could not be associated w1th Barium transport. :

From these studies it is reasonable to deduce that blueico;aurfis]fﬂ«w,;ﬂfv
associated with the presence ofkokygen vacéncies due to éﬁnexcéss of i

Barium, ’ " i
| The particular usefulness of e.p.r. as a tool for studying point

defects has been applied to BaO in attempts to deduce the natura Of defects 5




Defect

Eu2+

Gd3+

E.P.R. PARAMETERS OF DEFECTS IN BaO

TABLE 4.2

Temperature g value Fine Structure Hyperfine Structure

L,2°K

77°K

1,936

1.9915

1.,9918

(x10"%cms™1)

b, = +19.0
O--

b,” = -1.91

b 9% = 0.73

(x10™%cms™1)

151 59,6

153 13.1

155 4.8

157 3.65



present and if possible to correlate their electronic structure with
optical absorption (Bessent et al. 1968, Zollweg 1955), photo~electric
emission (Apker et al. 1951), photo-conductivity (Dash 1953) and Hall
effect (Pell 1952) measurements. A difficulty in using e.p.r. arises
from the high dielectric constant of Ba0 (e = 34 at microwave frequencies)
and consequent non-resonant microwave loss (Bever and Sproull 1951),
Carson et al., (1959) reported that such microwave losses were higher in
coloured than in transparent crystals and attributed this to the presence
of conduction electrons though they were unable to decide whether this
was due to colloidal Barium or bulk conductivity from thermally excited
electrons in BaO itself. 1In the work reported here, microwave loss was
high, but not noticeably larger in coloured crystals though a broad e.p.r.
31gnal,possibly due to conduction electrcns, was observed in bluespecimens.
The 13975 o spectrum arising from one electron trapped at an
oxygen vacancy (the Ft centre in the notation of Henderson and Wertz 1968)
has been reported (Carson et al. 1959, Mann et al. 1969), conclusive
identiflcaticn being provided by the hyperfine interactlcn with the
nuclei of 3613§ and Ba137 at the six equivalent sites surrounding the
vacancy. At present there is some dispute as to the correlation of this
centre w1th the 2eV optlcal absorption band (Carson et al. 1959,
Bessent et al. 1968, Henderson and WGrtz 1958 Turner 1969).f |
In contrast with the other alkallne earth oxides there hévé'f;
‘been very few reports of transition metal ions in BaO. The rare earthsi.t |
(Overmeyer and Gambino 196u) and Gd (Mann and Holroyd 1968) have ;7 1‘ﬁ

been'observed, No iron tran31tion group elements have been reported
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except for a temperature dependent study of the hyperfine coupling of
Mn2+ in BaO powder by Zdansky (1968) which will be discussed in detail

in the next chapter. These results are summarised in Table 4.2.

4,1.4 Microscopy studies

The observation that the manganese spectrum (described in
Chapfer V) occurred only in blue crystals lead to an investigation of
the nature éf the crystals by optical and transmission electron micro-
scopy. This investigation revealed several features having implications
for the e.p.r. spectrum and of interest in themselves.

Otpical studies were made in transmission and to limit the
formation of an opaque layer of Ba(OH)2 the crystals were immersed in
carbon tetrachloride. The most significant features observed were the
macroscopic square shaped, dark, colloidal defects shown in Plate U4.1.
These defects varied in size up to 10 x iOu and were distributed through
the crystal so that by focusing up and down different particles could be
brought in and out of focus. It was always possible to resolve the
sharp edges and right angled corners of a particular colloid. Plate 4.1
also shows that the square edges of the defects are remarkably aligned
and, from comparison with the external shape of the crystals, parallel
to <100> crystal directions. When viewed under high power some of

these defects, whilst retaining a dark square boundary, were not

completely cpajue but had a 'partially filled' appearance. Some of the
colloids shown in Plate 4.1 may be seen by closer inspection to
demonstrate this effect. These defects were observed in all crystals

but were smaller and less numerous in the green and blue regions.
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Plate 4.2 illustrates a quite definite falling off of concentration which
coincided with the boundary between a transparentand a green region of
one crystal. The large vague dark spots on this and other plates are
contamination effects on the glass-crystal interface which are, of course,
out of focus.

Hypotheses as fo the nature of these colloids must be very
speculative though one which suggests itself immediately is that they
are composed of excess Barium metal. It may be noted that Barium
crystallizes in a cubic phase. However the identification of precipitates
is always difficult and, as a cautionary example, one might remark on the
pyramidal colloids observed in MgO by Bowen (1963) and which Venables
(1963) was subsequenfly able to show were precipitates of Zr02.
These precipitates appear in MgO when the Zr impurity concentration is
as low as i ppm, far less than the concentration of other impurities
which are not observed to form colloids,

Plate 4.3 shows a network of dark surface cracks appearing on
all crystals and possibly associated with the formation of Ba(OH)z.
A photograph (Plate 4.4) of blue BaO at lower magnification illustrates
a background network extending through the depth of the material,

The cubic colloidsmay be seen as a faint spread of black dots.

Electron microscopy studies were made of different coloured
crystals using a variety of techniques of specimen preparation in an
effort to find a way of minimising the formation of the hydroxide. In an

attempt to discover the nature of the colloidal defects, one crystal was

dissolved in water. If the colloids were metal then they should be left
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in suspension and a specimen mount swept through the solution might be
expected to collect some of them, Unfortunately nothing was found which
extended the optical work though features attributable to Ba(OH)2 were

observed. The right hand side of PlateX4,5shows how the long sharp

whiskers of Ba(OH)2 aggregate to form the dark mass on the left.

Plate 4.6is an electron diffraction pattern observed, on two separate
instances, from these specimens which is identifiable as arising from

a twinned crystal of quartz, It cannot be concluded that the BaO crystals
contained quartz however, as this might easily have resulted from
contamination of the mount during specimen preparation.

This work and particularly the observation of the large ordered
colloids illustrates how important it is to study the macroscopic sfructure
of crystals upon which e.p.r. experiments are conducted. The colloids,
for examplé, are sufficiently large and aligned that point defect centre
e.p.r. signals might be observed arising from them as well as from the
Ba0 lattice., Although viewing through crossed polaroids revealed no
macroscopic strain gradients in the crystals,the existence of these
several macroscopic defects will undoubtedly set up local strains in the
lattice and,by 'modulating' the environment of point defects over the
whole specimen, act as an inhoﬁogeneous broadening mechanism on the e.p.r.
line shapes. It may be noted that at some orientations the manganese
spectrum reported in Chapter V had line widths of 10 to 20 gauss, quite

broad for manganese.






4,2 Calcium Tungstate

4.2.1 Crystal structure and nature of CalWO,

Calcium tungstate crystallizes in the Scheelite structure with
four molecules in the unit cell, It is a tetragonal structure made up of

linked metal-oxygen tetrahedra, the Ca and W ions occupying the sites of

6

two interpenetrating diamond lattices. The space group is C“h

(Iul/a)rand the unit cell has parameters

a b = 5.24 A

c 11.38 A

N

Choosing an orlgln of coordlnates on a W ion, the posxticns of the xons in

the unit cell may be expressed in Wycoff's notatlon (1960) as:

3

'WAél(Ra)  0 00; 033&; B.C.
Ca

o]

(16£) *(x,y)z; (x,3+y), & - 2;
BRSO LTREICZ BRI R TH
Figure u.l_shows a‘prdjectioﬁ of the struéture’onto the a c'plané of the
unit cell.
 The exact posxtlcns of the oxygen ionq were for some time in

,doubt.; Sillen and Nylander (1943) from consideratlons of ianic radii, L

hard sphere packlny and comparison w1th Other cheelites deduced tham to ‘ ka

be;z y o D
k % #v’o 25 z-'oé. jl i
‘;y_i=; 0.15 .o ‘:i(""““
2 = 0.075 ,015




These values have been confirmed and their accuracy refined by
X-ray diffraction (Zalkin and Templeton 1964) and neutron diffraction
(Kay et al. 1964) studies. These studies show the wou unit to be a
slightly distorted tetrahedron with a W-0 bond distance of 1.75%.
The wouz' system may be considered to be ionically bonded to the Ca2+
ions, the Ca and O's having separations of 2,448 and 2,488, The point
symmetry at both the Ca and the W site is Su and the oxygens lie on 41
type screw axes. The presence of these screw axes means that there is no
mirror plane perpendicular to the c axis with the result that the two
<001> planes at the ends of a crystal are not equivalent,

In recent years crystals of the Scheelite family and particularly

CaWOu,have been increasingly studied as potential host lattices for various

rare~earth laser systems, - Laser action has been observed from several
trivalént fare earths in cawoq. the mostfsuccéssfulfbging Ndsf}from which
continuous operation has béen achieved at room temperature (Johnsbn 1963).,
The development of this field may be seen from the papefsyéf-Nassau;
Broyer, Johnson, Mimﬁé, McGee, Van Uitert and'S¢den‘who,also réferftd
related work,. |

There are several reasons why CaWo, 'provides.such a;suitéble host
lattice for laéer systems; Most 1mportant perhaps is that recent develop—
ments in the techniques of crystal growth have made it possible to grow
large 51ngle crystals of good optical quallty.w The ch@mical stability mf

‘the material compared to other;water soluble.salts is also an advantage
as is its hardness. Cawo ‘has a hardness comparable to that af Iron and

' the ability fo grdw crystalsywhlch are relatlvely«freexfrom,strain means A J;ai




that the line widths of impurity spectra are quite narrow, This is an
important consideration for efficient laser operation and, in softer
materials strain has been found to be a major contribution to the line
widths of both optical and e.p.r. transitions, In addition the line
broadening from the nuclear spins of the host ions is much reduced in
CaW0,, the only isotopes with non-zero nuclear spin being ca*3 (0.13%),

7 (0.04%) and w183 (14.3%) and the magnetic moments of these nuclei
are relatively small. The incorporation of a trivalent impurity into a
divalent lattice necessarily introduces charge compensation problems
and, as there are several mechanisms of restoring the balance, this
results in an undesirable proliferation of absorption and emission bands.
An important advance, however, has been made by incorporating monovalent
alkali atoms in the 1atfice to act as a charge compehsation mechanism
(Nassau 1963). Thefaddition of Na' to the Nd3+;Caw0g system, for example,
increases the number of abscrption bands thus facilitatingrpumping,»-
and by concentrating and reducing'the number of emission’bands lbwers
the threshold for laséf operafion by a factor of threé{f‘/b .

When, as'is usually the case for transitiohfmétal ion#,”the
impurity is»paramagnetic. .p.r. prov1des a useful complementavy tool to
the‘optidal study‘of such systems. E.P.R. ylelds information about the
ground state’ of the ion and also about the crystal field both of which
are 1mportantndeterminants of its~optical praperties. In additian e.p.r"
may be used to determine the lattlce site occupled by the impurity and
_possibly also the positlons of other impurltles such as mlght be includedi

for chargevcompensatlon purposes,« It has also been»suggestad;that the;ﬁ_ ‘/




spin states of ions with large zero field splittings in CaWOu, such as

d3+ (Hempstead and Bowers 1960, Van Uitert and Soden 1960) might
themselves be used for three level maser operation. This latter suggestion
presumably also offers the possibility of easy tuning of the maser output
by varying the applied magnetic field and hence the energy separation of
the spin states. These considerations have given rise to a considerable
amount of e.p.r. work on transition metals in CaW0, .

y

reported from nearly all the rare earth and iron group elements sometimes

Spectra have been

located at both the Ca2+ and W6+ sites and often in association with other
defects. As a comprehensive review of all this work is beyond the scope
of this thesis, particular studies will be referred to where relevant,

and as a representative sample one might mention the work of Mimms et al.

3+

(1961) on Ce“' and Br3+, Forrester and Hempstead (1962) on Tb3+

St and Mahootianet al. (1968) on Vu+.

Kedzie et al, (1964) on Cr
The presence of defects other than doped substitutional impurities

was noted very early in the development of this field.,‘cfonemeyéb and

3+

:Cawob

Beabien (1964) reported that flash tube irradiation of the Nd M

system darkened the crystal and raised the threshold for laser action. :
The colour could be removed cowpletely by annealing at 300 c for several v

hours, Agarbayejarl and Merlo (1965) demongtrated that vacuum reduction

of doped crystals produced changes ranging from a falnt smokey colour to

a deep purple, whereas similar treatment of pure CaWO left it unchanged.

It would seem llkely that the incorporation of trivalent impurities in theff
lattice 'loosens up'! the structure, possibly for example by the generation

of charge compensatlng vacancies, and that,this;promotes ionic migration ;l;'




Cross sections of pulled CaWO, crystals.

(after Nassau and Broyer 1962)
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and the formation of electron traps. The various colouration mechanisms
then would seem to be defects in the structure of the lattice possibly in
association with impurities. Several e.p.r. studies have been made of such
'damage' centres in Cawou and these will be discussed in a later section.
However, it may be noted that, as in other complex systems, the situation
is rather confused and the nature of e.p.r, centres is less well understood
than in the simpler cubic materials such as the alkali-halides and
alkaline-earth oxides, In the work reported here, studies were made of

defect centres present in CaWO 6 crystals which had been subjected to light

n
and heavy doses of neutron irradiation., The defects created by radiation

damage are often the same as those produced by other mechanisms and
irradiation is a convenient way of generating a high concentration of
defects., It may be noted, however, that neutron irradiation tends to

produce larger concentrations of aggregate defects than other mechanisms,

4,2,2 Crystals used in this work

The crystals bflpawouqued in;this,w6rk werebgrown by wbrkers;at
the Royal Radar Establishment (Malvern) usiﬁg thé receﬁfly‘perfected
Czochralski growth technlque (Nassau and Broyer 1962). ‘Invthis methbd
the melt is establlshed at just about the l 600°¢C melting point by means :'
’of a platinum/rhodium thermocouple which controls the current Supplled 7
to r.f. heater coils, Growth initlates readily on the end of a platinum
wire andrgood'Singlézcrystal bogles Qf‘CaWOu‘may‘bQ drawqrqum Fhevmglt |
withoﬁt the use of seed crystals. After'pulliﬁg the crystals were annéalgdr; )

in air at 1520°C for 20 hours to reduce strain éﬁdnfééilitétarcpttiég;: ,f'"
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The as-received boules had the characteristic cross sections noted by
Nassau and Broyer (Figure 4.2) for crystals pulled along <100> and <001>
directions., However in order to interpret the hamiltonians summarising
theubehayiqg?>of defect spectra it is necessary to be quite sure of the
positigné of the crystal axes with respect to external forms. Consequently
'3'én'X—fé§ diffraction study was made to determine axis directions of
several crystals., The back reflection Laue technique was employed using
the apparatus described in section 3.5 and it was found that exposure times
of four hours produced reasonable photographs, Figure 4.3 shows a
comparison of the diffraction pattern observed with the beam incident on

a ¢ axis, and the stereographic projection of Nassau (1960)., It can be
seen that it is possible to unambiguously assign the various crystal
directions using this technique., The assignment was coﬁsistent with the
cross-sectional shape of the boules, and also with the positions found

for the principal axis directions of an Mn2+ spectrum, present in several
crystals, and previously reported by Hempstead and Bowers (1960).

“,’ Crystals were cut from the boules using a low speed variable
pressure diamond cutter developed forthis purpose 3y workers at R.R.E. (Malvern)
(Fynn and Powell 1966). Irradiations were performed in the BEPO and DIDO
reactors of A.E.R.E. (Harwell). Two dosages were used; a light one of
5 - 50 x 105 nvt at 30°C in BEFO which produced a light brown/yellow
colouration and a heavy one of § x 1018 nvt at 45°C in DIDO which turned

the crystals opaque and a deep purple in colour,



4,2,3 Damage centres in Cawou

Several studies have been made of defect centres created in
CaWo, by irradiation, The e.p.r. centres produced are correlated with the
complex thermoluminescence, thermo-conductivity, and photo-conductivity
processes in the material but the exact relationships Letween these
processes and the e.p.r. centres is still unclear. All these electronic
properties of CaWo0, are sensitive to the irradiation mechanism employed,
the temperature of irradiation; subsequent thermal history and the presence
of impurities, Several e.p.r. spectra have been reported and in order to
present é unified picture this work will be summarised according to the
models that have been proposed for the various spectra. Often of course
several centres are reported as occurring'togethér and, as expected, there
is evidence of dynamic relationships between some'defects. However it is
not yet possible to give a detailed and unambiguous descriptioh of these
relationships. |

Vk Centre

This is probably the most established damage centre in Cawo
(Zeldes and L1v1ngston 1961, Born et al, 1968, Koehler et al. 1969,
‘Born et al. 1970). It consists of a hole localised between twc tungsten'»

tetrahedra and is termed a LV centre by analogy with a similar centre

k
formed in alkali-chlorlde crystals (Castner and hanzig 1957 Slichter 1963).
It is produced by y~ and X-ray 1rrad1ation at 77 K and may be recognised
by its hyperflne 1nteraction with Wle ;‘ The ratxo of the 1ntensities -

of the hyperfine llnes to the central line suggests the presence of two o




TABLE 4.3a

Vk CENTRE

Direction Cosines
g value
a b c

g 2.0010 0,101 0.540 ~-0.836
g, 2,0065 0.699 ~-0.636 ~-0.326

g 2,0354 0,708 0.551 O 442

TABLE 4.3b

W0, 3~ CENTRE

y

Direction Cosines
g value ,
a b c
gl 1.5716 0.547 ~0.,837 0.008
g, 1.633% 0,832  0.543 -0.111

83 1,8482  0.089 0.068 0.994

(after Zeldes and Livingston 1961)



equivalent W sites (Born et al., 1970) and the spectrum can be described

by a hamiltonian of the form
= es.gt+as + 1)

with S = } and Il =1, = 3.

The principal directions and values of the g tensor are shown
in Table 4,3a. The centre anneals out with rising temperature and is
not stable at room temperature., Zalkin and Teﬁpleton showed that the centre
could be bleached out with u—v’light which suggests that u-v radiation
releases electrons from other traps in the lattice, and also correlated
the growth and decay of this spectrum with the growth and decay of a
higher field species which fhey attributed to WOHS‘. Born et al. (1968)
supported this dynamic relationship between the two defects and by assumlng
that the back reaction between them was radiative were able to correlate %
the disappearance of their e.p.r. spectra with thermo-lumlnescence,behaviour.
However in crystale doped with ?b Bobn et al;u(1970) were ableefo creafe’
the V. oentfetwithout the oorresbondiugywbuafvcentfe andkfurthefvthe
luminescence accompanying the‘decay of the Vk centrew&e,followed by,an :
increase in the intenehy'of an e.p.r. sigual"identified"as"Pb3+"‘“ad‘u
Cizf site. This would seem to Suggest that the impurity centre is a more
’ favoured electron trap than the tungsten tetrahedron. These authors also -
suggested that the angles of an oxygen molecular ion 'brid&e' between the
two tungsten tetrahedra of the defect were cousistent with the directions 1 

of g2 taking into account the polarlsatlon of the surroundinge which would

be produced b] a stable self~trapped hole.'




wou Complexes

In their work on the Vk centre Zeldes and Livingston also
observed a spectrum, present after y-irradiation at 77°K which could be

fitted to

X = ss.gu

with S = } and with the principal values and directions of the g tensor
axes as indicated in Table 4.3b. There was also an anisotropic hyperfine
interaction with a single W183 nucleus but the parameters of this inter-
action could not be determined. The spectrum annealed out with the Vk
centre with rising tempeéature as previously described and the defect was
assigned to WO43-. Born et al. (1968) observed a similar spectrum with

the same order of g value and similar temperatﬁre dependence but did'

not in#estigate it in detail. In order to explain the g yalué directions‘

of this cenire Zeldés and Livingston postulate that it is stabilised

but electronically undisturbed by the presence of some other lattice
defect, This a351gnment is supported by Chu and Kikuchi (1968) who also
suggest that a.similar spectrum of Azarbayejani (1965) is also a stabilzsed

but undlsturbﬂd wo = centre, These conclusions are based on the analysis

of a spectrum with 51m11ar parameters to these two which was present after.

" neutron 1rrad1at10n (Chu and Kikuchi 1966) and whlch could be assigned
to a WO, o defect in association with aCa vacancy. '

Ar@cent spectrum reported by Sayer and Lynch {1970) present
after low temperature ultra—v1olet irradiatlon 1s attributed to w04~.- ’£“:

(Iynch and Sayer also associate this defect with the luminasaence previoualy



TABLE 4,4

wo3’ CENTRE
8, 5, g,
1.914 1.675 1.646
6 57° 33° ao®
o 32° 212° 122°

Lo
"

angle from ¢ axis

=g
1

angle from a axis in ab plane

(after Chu and Kikuchi 1966)



ascribed to the Vk centre. The assignment of the spectra to wou must

however be treated with caution since the reported hamiltonian and

g values do not correspond to the angular variation shown for the spectrum.

WO3 Complexes

In their neutron irradiation studies Chu and Kikuchi (1966 and
1968) also observed a spectrum which althougﬁ it couid only be observed at
low temperature did'not appreciably anneal out after long periods at room
temperature, This spectrum consisted of fourclines, attributed to
inequivalent sites in the structure, each accbmpanied by two‘widely spaced

satellites (280 gauss along c axis) which arose from an anisotropic

hyperfine interaction with one w183 nucleus, The g values and principal

directions of the g tensor are given in Table 4.4, Unfortunately the
exact form of the hamiltonianjiS‘not quoted, although angulér'vafiaticﬁ
studies and uniaxial stress measurements identify the spébtra“with:a‘W03'
complex, i.e. a»tungsten tetrahédra which'has lést on:oxygen."’ -
ThlS spectrum is also noted by Mason et al. (1968) in connection.
with thermo-luminescence though there is some confusion as to whether 1t

'is best regarded‘as WO~ or w5+:in association with.an 0 vacancy.

3
The same workers (Koehler et al. 1969) also report a spectrum which they
attribute to WOS in association with a Ca vacancy and suggest that this |
is the high fleld spectrum referred to by Born et al. (1968). However as f{3
neither group of authors give the Spln hamiltonian and only cursorily

‘mention the g values it is difflcuh:to draw any conclusions about the Tftj:

defect,



Impurity associated defects

Besides the many spectra attributed to transition metal ions
at normal lattice sites, there have also been several e.p.r. centres
reported which arise from impurities in association with other defects,
From their work on vacuum reduced crystals ccntaining Mo, Azarbayejani and
Meflo (1965) deduced that the impurity is located at the W site as
diamagnetic MoG* but that during reduction oxygen vacancies are
preferentially trapped at the impurity site permitting the formation of
paramagnetic Mos*.,.Similarly Mahootian et al. (1966) tentatively attribute
one of the Vanadium spectra they observe to V in a Ca site in association
with an oxygen vacancy. Koehler et al. (1969) discuss the possibility
that one of their spectra arises from paramagnetig‘w-coupled'to’one or
more_Nb“*fs. Sayer énd Lynéh {1970) indicate that Cu2+ impurities may
act‘ask;catalysts’ ingthe production of damage centres byklow temﬁerature
irradiation with ult:a-v;olet light and Born et al. (1970)’report a super=
hypérfine interacticnbetwgen fb3+ at a Ca2+ site and‘foup surréunding w;83
nuclei. »This’latter study‘thbpws some dQubt on thé bithertb éssgmed

2+ 2- ‘

pure ionicity of the Ca” - wo . bonds,

Interstltials

Cawo has a closed packed structure and no posxtive identi~

fication of spectra with interstltlal atoms has been made in the 1iterature.
Chu and Klkuchi (1966) in thelr paper on neutron irradiated CaWO mention
a group of lines stable at room temperature w1th g values slightly greater

than 2, As other centres in their study. are attrlbuted to Ca and O

vacancies, they suggest these 1ines may arise from Ca or 0 interstitials 1 o



but were unable to correlate their angular variation with the crystal

structure,
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CHAPTER V

E.P.R., INVESTIGATIONS OF BARIUM OXIDE

As mentioned in Chapter 1V several crystals of Ba0O varying
markedly in colour and size were available for investigation., The extreme
reactivity of the material was a major problem which could not be fully
overcome but it was‘possible to slow down the rate of crystal decomposition
considerably by covering them with grease and storing in an evacuated
desiccator. Before each e.p;r. experiment the layer of Barium Hydroxide
that bad formed during storage was scraped away and a fresh layer of
'signal free' silicon gréase applied. The problem was particularly acute
during low temperature work since the grease had a tendency to crack and
flake:away leéVing thé‘crystal unpfotected'aﬁd allowing water to condense
on it during‘wafmiﬁgkupo The highygielectric‘constant of the material
caused cohsiderable‘microwavékloss and consequent lowering of cavity Q in
e.p.f.‘experiments. | |

Preliﬁihary surveys, both at'liquidZnitrcgén and}fddm témpera~
tures, vere made at X band on transparent and coloured crystals in an
attempt to observe the F spectrum reported by several wcrkers (Carson et
al. 1959 Mann et al. 1969). In the course of these studies an unusual and
prev1ously unreported‘Mn spectrum was observed in a 1arge 2 x 3 E Smm blue—
green crystal.' The spectrum appeared when the applied magnetic field was
parallel to <110> crystal dlrections and dlsappeared breaklng up into :

fcomponents and 1os¢ng lnten31ty very rapidly when the fleld was rotated

from this crystal direction. A rotation of two degrees caused a reductlon



of over a third in the peak height of some e.p.r. lines and by ten degrees
no trace of the spectrum could be discerned above the noise level.

Closer examination of the crystal revealed the presence of a well defined
<100> plane boundary between its blue and green regions and it was cleaved
exactly along this boundary. The spectrum was not present in the green
region and extensive searches on other crystals made it possible to

conclude that the spectrum only appeared in blue regions,

5.1 X Band Studies of the Mn2+ Spectrum

The spectrum was studied at room and liquid nitrogen temperatures
using the Decca spectrometer., Low temperature work was originally performed
using the 'cold finger' technique in which the specimen is mounted on the
end of a copper rod and inserted into the microwave cavity inside a double
walled evacuated finger dewar. The copper rod extends upwards through a
plug which freezes in the neck of the finger, into a Nitrogen bath
outside the cavity and the specimen is thus cooled by conduction,

However the sensitivity of the spectrum to orientation coupled’with the
need to extract the’specimen as quickly as possible to prevent condensation
during warming up, led‘tO'the early rejéction‘of this technique in favour
of the continuous flow methcd described in Chapter I11I. The ad?antage of‘
the latter technique 1is that it allows the specimen to bhe mounted 6nka :
goniometer and removed from tﬁe apparatus quickly when the experiment is
over, Liquid nltrogen temperatures made little dlfference to the actual
spectrum belng studied but by con81derably reducing a 1arge background :

signal made observatlons much easier,
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The spectrum was simplest along <110> and <11D crystal directions
and was made up of several distinct groups of six equally intense lines,
characteristic of the hyperfine pattern expected from Manganese, scattered
over a range of six kilogauss. The variocus groups collapsed and-dispersed
at other orientations with the exception of a very low field group of
lines, which, although anisotropic, retained their intensity. This group
occurred at fields of less than 500 gauss, as measured on the fieldial,
and since there was a residual field present in the yoke even when no
current was flowing in the magnet coils it was not possible to record the
'beginning' of the spectrum. Reversing the field direction and thus
opposing the residual field lowered the net field and hence allowed more

of the group to be observed but the initial surge of current in the coils
always meant that this group was 'jumped' into.

Identification of the spectrum as arising from some charged
state of Mn was made on the basis of the characteristic six line hyperfine
splitting of this ion. The separation between hyperfine components showed
large second order effects, more pronounced in low field groups as expected,
However the fine structure of the spectrum could nof be corfelated at X
band with that expected from Mn, The spectrum observed with H along
<110> directions is shown in Figure §.1 and consists of two'intenée -
groups of lines, of the type normally associated with Mg = +3 to Mg = -3
fine structure transitions, situated around 25395;gauss (g = 2,76) and
2,985 gauss (g = 2.21). Two groups of less inteﬁse and broader lines of

the type that might be expected from MS =‘+34 to MS = +3 fine structure

transitions in a 'normal' Mn spectrum could be observed at 1,950 gauss






(g = 3.39) and 5,081 gauss (g = 1.3) and in addition two overlapping sets
of lines of 'intermediate' width and intensity to the other types occurred
at 3,710 gauss (g = 1.78) and 3,992 gauss (g = 1.65) respectively.
In addition to these main groups there were several weak groups to low
field, Along <111> directions the spectrum again simplified and formed
groups of intense lines., In this direction three groups of '+i + =3i'
lines were formed centred at 1,605 gauss (g = 4,12), 3,310 gauss (g = 2.00)
and 5,007 gauss (g = 1.32) with two groups of the broader '+% + +31'
type lines at 2,100 gauss (g = 3.15) and 6,627 gauss (g = 0.99).
Angular variation studies in <100>, <110> and <111> planes failed to
reveal any information concerning the angular dependence of these various
groups of lines owing to rapid loss of intensity with angle. The break
up of the 5,007 gauss group along the <1l1> direction under rotation is
shown in Figﬁre 5.2,

| The results of the X band studies described above made it
possible to make some deductions about the hature of this Mn centre,
Fiprstly the odd angular dependence of the specfrum, quitg unlike Mn in
other alkalineearth oxides, and especially the break up of the groups
of lines observed in <110> and <111> directions éuggested that several
equivalent sites in the structure were involved, The'existehce of the
very low field lines, if they were in fact aésociated witﬁkthe éamé centre
as the rest of the spectrum, suggested that the zero field splittlngs
of the fine structure levels of the Mn ion were of the same order as the

X band quantum, i,e. ~0.3 cms 1. This would also explain why the observed

fine structure pattern bore no resemblance. to the five componentfspectrum.



predicted by a perturbation theory treatment of the Mn Hamiltonian (2,16)
since the assumption D >> hv made it that this treatment would not hold
for this centre. The zero field splittings between the various fine
Structure energy levels of Mn2+'ape 2D, 4D and 6D, Consequently

D might roughly be expected to be either 0.15 cms™!, 0.075 cms™! or

0.05 cms~ ! depending upon which transition the low field lines are
associated with, In order to simplify the problem investigations were
continued at Q band frequencies on the Varian spectrometer.

2

5.2 Q Band Studies of the Mn * Spectrum

Q band studies were necessarily made on smaller crystals,

2 x 1 x 1 mm, which were cleaved from the crystals investigated at X band.
To achieve angular variation studies in <110> and <l11> planes, cryétals
were mounted on appropriately angled wedges which were then lowered
through the sample hole into the cavity. To check‘that a given plane,
the'<lll> for example, was parallel to the plane of rotation of the field,
the spectrum was compared along equivalent diréctions, in this case the
three <ilQ> directions 60Q apart,and the specimen mount adjusted by
crudely pushing it to one side or the other of the sampie hole until the
equivalent directions gave identical épectra.

The e,p.r. spectrum was much easier to interpret‘ét‘Q band
since although the peak intensity 6f‘lines was still véby angular’
dependent it was pbésible to see the majority of the sbectfumvaf all
orientations. Furthérmore at Q band the microwave quéntﬁm is four

times larger than at X band and consequently, as expedted, the predicfions
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of perturbation theory were more closely followed. Rotations in the
<100> and <110> planes,failed to reveal the symmetry of the spectrum
although it was obvious that with well over a hundred line$ observed
there must be at least four inequivalent sites involved, Further it was

apparent that some of these sites become equivalent along <111> and <110>
‘and thus caused the great increases in intensity along these directions
observed at X band, The recognition that the spectra along <111> and
<211> directions were similar led to an angular variation study in the
<111> plane and tﬁis finally resolved the symmetry of the spectrum,

In the <111> plane one set of five fine structure components remained
almost invariant and this suggested that the spectrum could be fitted;~

to a Hamiltonian of the form:

D

X,

[

-

(= BH.g.S + n(sz2 - 3s(s+1)+ E(sz - sy2) +AL +B(IS + IySy)
(5.1)
with the D term predominant and the z axis along a<lll> crystal direction,
As there are four different <111> type direcfions in a cuwbic strﬁcture one
would expect to interpret the whole spectrum as avisingifroﬁ centreé with
this hamiltonian but with z axes distributed over these four directions.
Thus in the <111> plane'the invariant compqnehts arise from
those centres with'their principal axis at right angles to tﬁe plane of
rotation andktherreméining‘anisotropic lines are dué to simiiar sites
alohg the three other <1ll>‘type diréctions. In the <110> direction
the sites are equivalent invpairs and along the <1ll> split into a single
| site with its zero field splitting axis parallél to the aﬁpiied'magnetié

field and a group of three éQuivalent sites, The kaaﬁd:SPgétra 6bsér§ed |
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along these two directions are shown in Figures 5.3 and 5.4, together
with a key specifying the origin of each group of lines., The letters
A, B, C and D refer to the four <11l1> type directions in the structure
while the subscripts +%, +¥, etc. specify the Mg value of the fine
structure level from which the transition occurs. To avoid confusion
only the fields of the fine structure transitions from which each group
of six hyperfine lines derive have been marked, The spectra observed
along <100> directions are much less informative than the §llO> and <111>
spectra since although all four sites are equivalent along this direction
the polar angle of 6 = s54.74° is such as to lead to the near gollapse
of all their fine structure components, which produces a very confﬁsed |
pattern of lines. For a general orientation when all four sites will be
inequivalent we expect to see 2S = 5 fine structure transitions each split
into (2I + I) = 6 hyperfine components, associated with eéﬁh site, making
a total of 120 lines in all. Not all these lines can be sgén for a given
orientation, however, as the line width and intensity of édﬁponeﬁts varies
considerably with angle and the outer fine structure grbups pérticularly
are often too broad to be discerned above the noise level, However
evidence has been found for the egistence and predicted angular dependence
of all lines required by this assignment of the spectrum. .There remain
however quite a number of extra lines, especially in the-spéctrum found
along <110> directions, the origin of which is a little uncértain.
These will be discussed in a later section (seqtioﬁ 5.7).

It may be hoted from the spectrum,obsérved along fhe <lli>

~direction (Figure 5.4) that the spectral lines arising from the 'A' site N
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with polar angle 6 = OO, are much more intense than those observed from
the three other sites with 6 = 70.5°. This is an illustration of the
general dependence of the intensity of these lines on the polar angle,
Advantage was taken of the presence of more than one site to construct
Figure 5.5, showing the dependence of the peak-to-peak height of the
first derivative of lines on 8, from spectra taken in a <110> plane of
the crystal., As illustrated by the figure the intensity is greatest
when 6 = 0° corresponding to the applied field being along the zero field
splitting axis and has a subsidiary maximum when 8 = 90°, A similar
study in the <111> plane on components for which 8 = 90° revealed no
dependence on the polar angle ¢, the peak-to~peak height being constant
to within experimental accuracy. Line widths as estimated from measure-
ments of the peak-to-peak width of first derivative traces were much
less senéitive to orientation and no variation comparable to.that of the
peak-to-peak heights could be discerned. However it must be pointed out
here»that owing to overlapping of lines,line width measurements could
only be made to an accuracy of t20%. The widths of MS = 43 > -3
transitions were found to be 5 gauss * 1 gauss,

This description of the symmetry and form of thé spectrum‘is
essentially correct. The spectra observed along <110> and <lll>‘difections
at Q band and at X Eand have been shown to be,cbnsiStent with a pré*
dominantly axial centre with principalbaxis along a <111> direction.,

The hamiltonién parameters determined for the’ceﬁtre predict the‘qbserQed
‘spectrﬁm at both frequencies and the calculated angular variations of |
the spectrum in the‘<loo>, <110> and <11l> planészat Q bénd are céhsiéfentr .

" with the pbserved variations.k



g TENSOR AXIS SYSTEM

lg.'.

>gy

FIGURE 5°6°



5.3 Determination of Hamiltonian Parameters

Having deduced the overall form and symmetry of the spectrum
it is now possible to carry out a detailed analysis of spectral line
positions and determine the various parameters of the spin hamiltonian.
Firstly however it is necessary to adopt some system of relating the
direction of the applied magnetic field in the laboratory frame of
reference to the magnetic axes of the defect centre. The latter will
of course, alsc be related to the crystalline axes. There are in common
use two alternative but equivalent ways of making this specification,
The first is to work in a system based upon the magnetic field (Dowsing
and Ingram 1969); the z axis is taken to be the direction of H and the
spin, fine structure and hyperfine terms in the hamiltonian are transformed
through the polar angleé 8 and ¢ thus relating the hamiltonian to a
centre with g tensor axes at these angles‘to‘g. This produces a somewhat
unwieldy expression for a gemeral orientation and consequently it is
convenient to transform the hamiltonian into the g tensor system.'
Choosing'the'x, y and z directions to be coincident with the principal
axis directions of the g_tensor and specifying 6 and ¢ as in Figure?S.G;

then the components of the magnetic field in this System are =

H =z H s8in 8 cos ¢

X o0 - ,
H = H s8in 8 sin ¢
y o . o
Hz- = .HO gos 8

| Assuming that"the'g tensor and hyperfine teﬁsor{éAhaVe the same

axis sysfem as the‘g tensor, then the'spin hamiltonian (5.1) becomes - -



- 3 «Q 3
f}e = gZBHocos 0 Sz + ngHosm 6 cos¢ Sy + gyBHOsin fsin¢ Sy

2 .1 2 o 2
+ D[Sz . /3S(S+l):[ +E(5,2 = S.%) + A5, T, + B(S,I +ST) (52)

In determining the form of the spectrum expected from this
hamiltonian it is often possible to assume thét the microwave quantum
hv >> D, E, A and B and then apply the results of perturbation theory to
yield an approximate solution (Bleaney 1951, Low 1960). This leads to
analytical expressions for the energy levels of the system which may

then be used in conjunction with the selection rules AM. = #l,4m, 5 O

S I

to predict the spectrum, However when, as is the case here, the zero
field splitting parameter D is of the same order as hv the perturbation
theory result will be invalid for a general orientation of H to the
magnetic axes, It is then necessary to consider all the terms in the
hamiltohian simultaneously which involves setting up the enefgy matrix
between the lMomI> states of the ion and performing a direct diagonalisation
to arrive at the energy levels. This procedure is rather lengtnyespecially
~for an S = 5& state and 1n thlS work resort was made to a dlgltal computer.,
| Beforg treating the general angular dependence qf the:spectrum,
however, it is péssiblg to determ{ne,the main hamiltonian,parameteré by
considering the’séecial cases of g'bging pérallel tgythe ptinéipa; magnetic
axes, When 6 é‘di.COffesponding té ﬁnbeing albng fhé z axis;the terms in
&, and'gy vanish‘making iF possible towfac#oriée thg enefgy matrig directiy.
Applying the sele?tién rules AMS =’tl, Av&'; 9 toktﬁe §x§ressions for th?_j

energy levels (Low 1960) then the allowed trahsitions will occur when



E2 29
- 21 — 1l -
hv = ngH + (MS 3)2D + 2g, 6H, { 5 BMS(MS 1)}
B2 35 2 B2
+ AmI + m {~= - my } o+ m (QMS l)mI (5.3)

The observed resonance fields will be given by

2D E2
H = H - (M~ - {- - 3Mg(Mg=1)
M m, o S g6 g 282K , S
Z o
Am 2 2
- o - e (- mp?) - — 22— (H-Limy (5.4)
z gZZBZHO 2g2262H
where H = Ly .
&z

Hé was found from the centre of the hyperfine group associated
with the MS = +3 to -} transition after having first found the hyperfine
parameters and checked that the small second order shifts are negligible
for the fields employed at Q band. Since the frequency was known this
made it poésiblé to determine By It will be shown later that the second
order contribution to the fine structure'splitting from E can be safely
ignoréd as being well within the limits of experimental accuracy.

A value for 4D could then be found from the separation“éf’the centres

of the hyperfine groups associated with the M = +¥% - +§‘andbthe-"

Mg = -3 » -34 Fine structure tran51tlons. ThlS gave D = 0.0778 m Y,
Since the absolute sign of D could not be determlned in these experiments ‘
1t’will be taken as positive; the only difference in the analysis introduced
by a negative D would of course be to require a redesignation of the fine A

structure quantum numbers MS'



When we come to the problem of determining E, By and gy it is
first of all necessary to make some choice of x and y axes in the 6 = 90
plane., Normally the choice is made such that the y axis is the direction
in the 8 = 90° plane in which the fine structure separations are greatest
and some estimate of the size of E can be made from the anisotropy in
these separations in this plane, Examination of the spectra taken in
the <111> plane, which would correspond to the xy plane of the g tensor
for one site, revealed that any anisotropy in the separation of the
Mg = +¥% + +3 to Mg = =3 = ~¥ transitions for this site was less than
six gauss out of the ~1,600 gauss produced by D, a figure that was
within the accuracy of the experiments, This places an upper limit on

1

the value of E of 0.0005 cm ' and the centre can effectively be considered

axial, the ratic of E/D being less than .003. Furthermore the positions
of the hyperfine group associated with the Mg = +3 + =3 transition were
also invariant in this plane to within experimental error, inferfing

that g, = gy as expected for an axial centre. The result of factorising
the energy matrix for the® = 90° plane of an axial centre does however
produce an expression involving second order terms in D which,with such

a large D value,will not be negligible in this case. Consequehtly it was
decided to determine gl by cycling the computer diagonalisation procedure
for various~valﬁés of'gl until‘a reasonéble fit‘fo’the spectrum  was

obtained,




5.4 Direct Diagonalisation of the Energy Matrix

The program used in these calculations was developed by Dowsing
from a procedure outlined by Swalen and Gladney (1964). It was written
in FORTRAN 4 and the computations were performed on the University Eliot
41/30 digital computer. As the 32,000 word store of this machine was
insufficient to handle the 36 by 36 energy matrix of the full hamiltonian
5-2 evaluated between all the spin states of Mn2+, it was necessary to
exclude the hyperfine terms and consider only the 6 by 6 matrix of the
fine structure and Zeeman terms set up between the states of the electron
spin,

The programme required input values for the microwave frequency,
the electron spin, the polar angles 6 and ¢ and the hamiltonian parameters
Byr By By D and E, In addition it was necessary to divide the field

y
range over which it was desired to search for transitions into a number

3

of steps of specified field interval. A brief description of the programme

will be given here, a fuller specification of a more versatile programme

may be obtained from Dr. R.D. Dowsing.
A subroutine is used to set up the matrix, makihg userof‘the

matrix form of the various operators as illustrated in Appendix I,

A small problem arises with the introduction qf imaginafy matrix elements
by the Sy operator. This is overcomevby‘dQublihg fhé size of the métrix
such that (A + iB) is specified as (g‘i)’and use is méde of the mathematical ;ﬁ
result that,if‘the eigénvectofs of thg formév j x‘jkhatrix are gj:+ ivj o
the eigen vectors of the 2j x 2j real form willvbg uj, vj.'kThe doubléd,

matrix is diagonaliséd'by'another'subroutine‘making use of the Jacobi
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2.0017

2,0013
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method in which the operations performed on A to reduce it to diagonal
form and display its eigenvalues are simultaneously applied to a unit
matrix I of the same dimension, thus transforming the columns of I into
the eigenvectors of A,

The eigenvalues for the first value of the field are stored and.
the process is repeated for the first step increase in field, The
separations between all pairs of energy levels at the two field values
are then compared with the size of the quantum. If a transition could
occur within this step length it would be registered by a change in the
sign of the difference between the energy separation of the two levels
concerned and the quantum. Thus by monitoring the sign of (Ei - Ej - hv)
as the field is stepwise increased it is possible to deduce when and
between which levels a transition will be observed, For each transition
registered an interation procedure is started which progressively
reduces the field Intervals within the given step until the field at
which the transition occurs is determined to én accuracy specified by the
programrer. The eigenvéctors of the levels involved in the trensition
are then determined and a further subroutine uses them to célculate the
transition probability. When the total field range has been covered in
this manner, details of the transitions are printed out. |

The programme was first Qsed to check fhe valﬁeé of D and g,
determined for the 8 = 0 direction, Good agreement was found to within
the’experimental errorkfor both the X‘band and Q band data, Variqus’values
of %l were then cyéled to producé a besi fit for‘the'> position of the

central fine structure line in the 6 = 90° plane., Agreement with experiment
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was not so satisfactory in this plane however where discrepancies of
up to 15 gauss occurred in the experimental and calculated positions of
the outer fine structure components at Q band. The fit could be improved
by varying D but only at the expense of the results achieved in the
6 = 0° direction, Consequently it was decided to adopt the value of D
giving the best results along the 6 = 0° direction and thus 'concentrate
the error' into the 8 = 90° plane. A study was made of the effect of
including non-zero E values in the matrix but in order to have any
noticeable effect E was required to be at least ten times larger than
the upper limit placed on it by the results of the anisotropy study
performed in the <111> plane. The set up routine was modified to include
the aand Fterms of hamiltonian (2.16) but a similar conclusion was reached,
that any value of these parameters large enough to affect the results
introduced an unacceptable degree of anisotropy into the spectrum.
However this discussion is perhaps to over-emphasise what is in fact a
small discrepancy, and when we consider that the chosen hamiltonian para=
metérs predict the spectrum cbserved both at Q band and at X band along
<111> directions, in which inequivalent sites with 6 = 0° and 0 = 70.5o
are involved, and for <110> directions, where the sites form pairs with
6 = 90° and 6 = 35.260, the overall agreement between theory and experi=
ment is quite good. The finai'values for the hamiltoniéh parameters are
listed ih Table 5.1,

4 Figure 5.7 shpws the splitting of the,enérgy lévéls of this
centre’as a function of tﬁé applied field, The diagram correspcndé to‘

the applied field being parallel to the axis of the zero field splitting
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tensor and the transitions observed at X band and Q band are marked.
It may be noted that the very low field resonances observed at X band
correspond to transitions between the t3% and +%h states before these
have appreciably diverged. The many weak groups of lines observed at
low field at X band undoubtedly arise from transitions which would
normally be forbidden but are allowed by the mixing of states in this
region. This will be particularly the case for sites where H is not

along the principal axis of the D tensor.

5.5 Angular Variation of the Spectrum

As a further check on the correctness of the specified form
of the hamiltonian and the directions of the g tensor axes of the centre
it was decided to compare the predicted angular variation of the whole
spectrum with that observed in the <110> and <111> crystal planes at
Q band. As there are four sites involved, assuming E = 0, and as the
prediction of the spectrum observed from each site at a given orientation
of the field to the Crystal axes depended upon feeding the appropriate
polar angles for that‘site into the diagonalisation programme, a
substantial amount of coordinate geometry calculation was first necessary.

To facilitate this a computer programme was written which from specified

direction cosines of the g tensor axes with respect to the crystal axes
and a description of the crystal plane in which H was to be rotated,
calculated the polar angles of the éifevat £ive degree intervals iﬁ‘thé
rotation of H. As ih ﬁfactice it is virtually‘impoéSible to align é“ -

crystal exactly in an e.p.r. cavity, a facility was included in the
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programme to consider the effects of a given misalignment of the crystal,
expressed in Eulerian angle form (Rutherford 1960), on the polar angles

of all the sites as H was rotated,

Figures 5.8 and 5.9 show the results of these angular variation
studies. To reduce the confusion that would result from plotting all a
hundred and twenty lines, each hyperfine group is represented by a point
midway between its two central components., Owing to the angular dependence
of line intensity mentioned earlier, it was impossible to observe all lines
at all angles, a difficultythat was particularly acute in the <1l11> plane
measurements. However,as the figures show, there is very good agreement
between the lines observed and their predicted angular variation in these
two planes and this combined with similar agreement between theory and
earlier data taken in <100> planes leaves no doubt that this is the

correct assignment of the spectrum.

5.6 Hyperfine Structure

" As mentioned earlier the most prominent indication that this
spectrum arose from a Manganese centre was provided by the six line
hyperfine splitting of ali fine structure components. This is attributed
to interaction of the electron wave function with the nuclear spin I = 3
of the 100% abundant Mn55 nucleus., Alohg the 8 = (° direction the
hyperfine terms in the hamiltonian produce a splittlng of the flne
Structure transitions which is represented by the terms in the second line

of equation (5.4). It can be seen from this expression that the parameter

A may be determined directly by measuring the separation of the middle two
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hyperfine components of the M, = +3 + =3 transition since for these lines
the various second order contributions either cancel or shift each line
equally.,

Performing a similar factorisation of the energy matrix in the

8 = go° plane and assuming axial symmetry we achieve:

H = Fine structure transition M
MSmI

3. m,2} - AB (2M

an
%)

"'l)m (5.5)

8

and again by concentrating on the separation of the middle two components
of the MS = +} trensition it is possible to ignore second order effects

and determine B, A check on the spectra taken in the <111> plane for the

site with 6 = 90° established that B was constant to within experimental
accuracy in this plane and hence the hyperfine structure was axial,

The hyperfine parameters determined in this way are shown in Table 5.1.

5.7  Anomalous Spectral Lines

Figure 5.10 is a trace of the first derivative spectrum
recorded in the regicn'of g = 2;0 when the appliedifield was parallel'to é
<110>‘crystél diréctioﬁ; ‘Underneath is a plan of tﬂé speétrum expected
from the MS =‘+§ *';g fine structure transitions of the two pairs bf;
equivalent sitéS‘and it‘is immediately épparent that while the six doubly
1ntense lines expected from these sites with 8 z 90° are present, there
are many more lines to high field than the other group of six expected

from the sites with 6 = 35° The origin of these lines has not been
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conclusively established although two possible theories have been explored.
There are between 35 and 40 equally intense lines. A detailed analysis

of their angglar dependence has proved impossible owing to the overlap of
components and changes in intensity but the general movement of the group
is consistent with that expected from inequivalent <111> sites in
accordance with the previous analysis,

The first hypothesis considered was that they arose from a
small rhombic component which introduced a dependence on ¢ into the
Spectrum and implied that each <111> direction, being a three-fold axis,
has associated with it three inequivalent sites making twelve sites in
all., This, when combined with a small misalignment of the crystal, would
Predict 2 x 3 X 6 = 36 equally intense lines arising from the two <1l1>'s
making 35° with the <110>, This hypothesis was tested; making use of
the facility for considering the effects of crystal misalignment on the
polar angles for the various sites, which had been incorporated into the
Solid geometry programme described in section 5.5, It was discovered
that the'polér angles for the two sifes making angles of 35o to this
direction were over twice as sensitive to misalignment than those of
Sites at 900. A misaiignment of 3° of»the’cfystal produced a difference
of up to 10° in the polar angles 8 for theitwc ’350',sites:which when.
combined with the sensitivity of the hamiltonian to 6 in this region
caused a forty gauss difference between the +3 +,&§ finekStructﬁre .
transitions_fréh the two sites. This is of the order cf,hggnitude
required tq'explain this splitting in the <110> data. The hypothesis of

an E term splitting these two transitions into six components had to be.
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rejected however, since the differences of twenty or so gauss required
would have been accompanied by much larger sub-splittings of the other
fine structure components, none of which were observed.

The most likely explanation of these lines however is that
they resulf from a slight misalignment, which makes the two sites
inequivalent, and further that the spectra from each site exhibits the
various forbidden lines first discussed by Bleaney and Rubins (1961) and
observed very frequently in manganese spectra. These lines arise because
for off axis orlentatlons of H to the tensor axes the term B(S I + Sny)
in the hamlltonlan (5 2) incorporates into the energy matrix off—dlaponal
contributions connecting states with different nuclearvquantumknumbers My
This produces a finite but orientation dependent probability of observing
transitions. in which the nuéleaf quantum number changes by one unit.,

The relative 1nten31ty of these 'forbidden' lines to the allowed 11nes

derived by Bleaney and Rubins using perturbatlon theory is

! . . . .
D sin 28 |2 . s(sty) .2 9 : e
g | (i) (T = mg? mp) (5.8)

'
{
i

which is a maximum when 6 = 45°, Even though a perturbation theory

¥

treatmenf is not applicable to this case it is reasonable tofsuppose".‘.
that the relative intensities of these lines will show a Similar angulév,{z
dependence., Bleaney and'Rubins also point out that for a sufficiéntly :
large value of —Eﬁ’ i.e. comparable to the value achieved by the large :
D value of this centre, the forbldden transitions may rival the allOWed
transitions in intensity. ‘These transitlonskare spec;fled,by‘the

selection rules AMS = %l AmI = +1 and give riée to five]doublefs Situated[
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between the allowed hyperfine lines, In addition transitions appropriate
to a AmI = 12 selection rule are also frequently observed, The actual
positions of these forbidden lines as well as their intensities are
strongly dependent on 6,

For several reasons it has not been possible to assign the
ancmalous lines in this spectrum directly to the forbidden transitions
discussed above. Firstly the spectrum is confused by the presence of
two sites which, owing to misalignment; will have different values of 6,
Secondly there is the consideration that the angular dependence of the
spectrum depicted by perturbation theory might not necessarily apply
in this case and complicating matters still further is the orientation
dependence of the 1line widths described in section 5,2 and illustrated
in Figure 5.5.

However, performing a line count on this hypothesis, we have two
sites each with six allowed lines, ten AmI = t1 and eight AmI = $2
forbidden lines, making a total of fortv-eight lines in all. Taking into
account the possibilities of overlap and low intensity for some lines
this figure is in reasonable agreement with the thirty~five to forty lines
actually observed, Moreover, the fact thaf some lines certainly diséppéar
as © approacheé 0° or 90° is in accordance with thé‘behaviour expectéd’on
this model, In conclusion it is reasonable to assign these‘lines to é
combinatién of miSalignment'and the presence of forbidden lines of

comparable intensity to the allowed lines.



TABLE 5.2

2+

HAMILTONIAN PARAMETERS OF Mn™ IN ALKALINE EARTH OXIDES

Material Temp. g ax10™%cms~! Dx10"%cms™! Ax10™Y%ems™! Symmetry
Mg0  290°  2,0010 19,01 - -81,11  Cubic
ca0  290° 2,0011 80.7

77° | 81.6 Cubic
20° 6.0 - -81,7

sr0 2900 2.0012 4.3 - -78.7 Cubic
77°  2.0014 80.2

Ba0O  290° g, =2,0017 - 778.0 A 67.5 Axial
gl;2.0013 B 68.5

(Data on other Oxides from Henderson and Wertz 1968)
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5.8 Discussion of the Mn2+ Centre

Before discussing possible models for this defect it is
interesting to compare its symmetry and spin hamiltonian parameters with

2t in other cubic alkaline earth oxides. These results

those found for Mn
are summarised in Table 5.2 and it is immediately apparent that there are
striking fundamental differences between the situation prevailing in MgO,
Ca0 and Sr0 and the results reported here for Ba0, The most notable
differences are in the symmetry of the site (axial in BaO and cubic in the
others) and, probably as a result of this, in the magnitude of the zero
field splitting which is very much larger in BaO., There is alsc a less
striking but quite definite reduction in the magnitude of the hyperfine
coupling parameter in BaO compared to the other oxides. The value of A
found for this centre is some twenty per cent less than that found by
Zdansky (1968) from a study of the temperature dependence of A in BaO
powders; this study will be discussed in more detail later. I hope to
show that these differences may be accounted for in terms of a model
for the defect based on the conclusions of theoretical studies of mono=
valent impurities in the alkali-halides. |

Perhaps the most obvious model for this defect is o@e_ﬁhich
ackndwledges the relativé sizes of the ions involved (Table 4,1) and
places the Mn2+ ioﬁ in the body centred intebstitial site of the unif
cell, There is easily éﬁough room, on ibnic size considefatioms, fof’ther
ion to be located at this,site and further,'remembering that the blue
colouration of the crystal is associated with oxygen vééanéiés,’we\hight

2+

VsuppOSe that the associatioh_of the Mn“" with such a vacancy produces:the
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observed distortion along a <1ll1> direction, The difficulty with this
model is of course the problem of charge compensation and although it is
well established that the charge compensation mechanisms associated with
substitutional monovalent and trivalent ions in these materials need not
be local (Henderson and Wertz 1868) it is unlikely “that a complex such

as this, with a net imbalance of four charges, would be stable, Some
local charge compensation might be expected to occur by the vacancy
trapping one or two electrons to form the well estabiished Ftorr
centres. In the latter case this would also explain the absence of the
expected rt spectrum from these crystals since the F centre is diamagnetic
(section 5.11). Alternatively the spectrum might result from a defect in
which the Mn2+~ion,occupying a Ba2+ site, is associated with an F centre
at the next nearest neighbour 0*" site, again producing an axial defect
with a <111> axis., These two models are sketched in Figure 5.11 and

have the advantage that the Mn2+

spectrum is associated with the blue
colour of the crystals in which it is observed. In an attempt to verify
this possible association with an F centre, the Mn2f spectrum was
observed at X band at room and liquid nitrogen temperatures whilst the
crystal was irradiated with ultra-violet llght from a h;gh pressure "‘
mepcury lamp. That no discernable change in the spectrum occurred is of ,
course quite in¢onclusive since it is possible that ifitherevisianvf
‘centre associated with the Mh2+, its electrons might beftpg,tight;yebogﬁd“?
to the defect to be removed by this mecbanism or alternative;y;that)the‘

- experimental arrangements were not efficient enbugh t°4b?°d995 a'dépggtable  f

" concentration of excited defects, Both these models do, however, suffer
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from the serious deficiency that not all the Mn2+ ions in the crystal
would be expected to be associated with an F centre or similar defect.
Cne ought, then, to see a spectrum from these other sites and, in the
case of the second model, from those defects with F centres at the nearest

neighbour sites along <l00> directions, It is possible that the large
background signal, also unique to blue crystals (section 5.11) is due to
Mn2* ions at other sites which are broadened out by thermal processes.
This is the case for one Mn°' spectrum in NaCl (Watkins 1958) and in this
context it may be noted that Zdansky also reported a large background
signal in his Mn doped BaO powders. However the disappearance of the NaCl
spectrum upon cooling was accompanied by the increase in intensity of other
Mn2+ spectra unlike the situation here where cooling merely removed the
broad line without either noticeably increasing the axial spectrum or
Producing other spectra,

A more likely model for the defect, however, though one which
is unfortunately not correlated with the blue colouration, is thét it is

a substitutional.an*

ion which is displaced from the lattice site in a
<111> direction and occupies an 'off centre' position. Such off centre
sites are well known for small radius monovalent substitutionai.imphfities
in the alkali halides (Smcluchowski#lgss) and arise when akaQement of the
impurity:ion;off thé lattice site combined with rélaxations of the:; -
surrounding ions lowers the energy of the system.giThesé’Systeﬁé abe_usually
diamagnetic and the defects have been recogniséd by‘meahs of the = .
accompanyihg dielectric (Sack and Moriarity 1965),'fhermai(ipmbaﬁda‘gnd"

Pyohl 1965, Bogardus and Séék;1965) and mechanical‘(Byeb and Sack 1966),‘
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effects, However the consequence of the fall in symmetry accompanying
such a distortion on a paramagnetic ion such as Mn2+ will be to 1lift the
degeneracy of its spin levels, This then is a possible mechanism for
Producing the observed Mn2+ spectrum,

At first sight it might seem likely that displacement of the
impurity will occur wheriever it is smaller than the ion it is replacing.
Detailed calculations however reveal that the actual position of the .
impurity depends upon a delicate balance of several competing contributions
to the energy of the system, the most important being fhe repulsive
forces generated by overlapping of the 'electron clouds' of ions, these
tending to maintain the structure, and the polarisation properties of
both impurity and host ions which favour distortions. Thus in order to
decide whether this model is a reasonable projection of the behaviour of
the divalent system pertaining here, it is necessary to look at the
theory of these éentres rather closely.

Several authors have approached thé problem theobeticaily
(Mathew 1965, Dienes et al, 1966, Wilson et al, 1967, Quigley and Das
1967) and agreement between theory and experimeﬁt has been achieved for
the eleven systems in the alkaii-halides fdr which data is‘availa$1e.
The geheral techniqde is to adopt a polarisablevpoint'ion modél aﬁd tﬁ
express,kin terms of the coordinates of the impurity'and lattice ions;
the various contributions to the energy’of fhé;éystem“which wi1l’chaﬁge  ‘
upon distortion. The effects,of disfortioﬁs ére then investigated‘by’;p
varying the ionic coordinates in a cyCiica;'mannér and é§aluating'thé‘1 

change in energyof the system. In this way it ié poséib1e.toiconétfu¢t"_ﬂ;.



TABLE 5.3

COMPARISON OF Li+:KCl WITH Mn2+:BaO

(a) : Ionic Radii

2 R
tit o0.82 M2t 0.80
k' 1.46  Ba’t 1.35
cr” 1.5 02 1.0
Ratio
k*/c1” = 0.92 Ba?t/0%" = 0,96

(Li:XCl data after Dienes et al, 1966)
(Mn:Ba0 data after Pauling 1948)

(b) : Polarizabilities

o x 1072% cms3 a x 1072% ems3
it 0.03 Mn2* No data
(cp ca?t 1,1
k' 1.33 Ba’" 2,5
a” 2,96 0%" 0:5 + 3.2

(after Tessmann et al, 1953)
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an energy contour diagram of the system with respect to ion movements and
hence determine the minimum energy configuration. Furthermore by investi-
gating the sign of the determinant formed from second derivatives of
the energy terms with respect to small ion motions, it can be decided
whether the various minima are stable and whether or not they will be
attained., A detailed treatment, of course, requires the hse of a digital
computer especially as the relaxations of ions several unit cells away
from the impurity are often found to be important, However it is possible
to draw some tentative conclusions about the behaviour of an+ in BaO from
these studies,

The first point that emerges is that the result clearly depends
upon the relative sizes of the ions involved, It is also encouraging
that amongst those alkali-halide systems that do relax the predominant
movement of the imﬁﬁrity is along a <111> direction; Quigley and Das,
for’example, showed that for Li' in KC1 and KBr and Na' in CsF, systems
which‘havé similar ionic radii ratioskto an+ in Ba0, (Table 5.3a) there
is a distinct minim@m energy associated with a <111> displacement‘of the
impurity’and they further concluded that similar‘off centre:minima might
be expected for small dlvalent impurltles in the alkaline-earth oxides.
They dc, however, anticipate extra dlfficulties in performing calculations
for these systems owing tp the diffusg nature ofko2 vand the probable
inadequaq of thé pure BgrnfMayer type potentials.they ﬁsed;"HoweVér it‘isrv‘
at least possible to examine the expressions used farfthe most‘important
energy terms in the calculatlon and see whether doubling ‘the charges f :

| produces any radical imbalance-° The expression for the energy of the  v>:' g
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system may be written

E % Egtatic * Prolarisation * EDipole-Dipole * ERepulsion

where the terms represent: the coulomb electrostatic energy, the energy
of polarisation of the ions arising from the interaction of the dipoles
formed at the relaxed sites with the electric field at those sites,

the interaction energy of the various dipoles and the mutual repulsion

of ions caused by overlap of their electron clouds. Examination of the
forms adopted for the first three terms (Wilson et al. 1967) reveals that

doubling the charge leads to a four-fold increase in the energy of these

terms
T e,e. ' €,
£ =3 ) A1 oy ‘}_J i
173 3 i3 ]
E = =1/ a,E,>2
pol et
. ‘;"“v X ‘ :
dip.dip — {?~ b l .la ] v'S
; 13 1]
i#3

where Tyj 3 I3 "X is the vector distance between ions i and j in their

lattice positions andizij' = 53'»f E%' is the corresponding distance for
the relaxed positions.' E; is the electric field at the ith icﬁ;infitS;

relaxed position and may be expressed as-

R € e, r,.'
| 3

. 113
12-5 J
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It is easily seen that each expression is simply multiplied by
four upon changing e to 2ei. The Polarisation and Dipole~Dipole terms
do involve the polarisability of the ions too, of course, though here
again, as Table 5.3b shows, the ratios of these quantities are roughly the
same in the two systems,

The Repulsion term however is more difficult to assess and has
been dealt with in the alkali-halides in terms of various phenomenoclogical
potentials, the parameters of which have been fitted to such measured
quantities as 1atfice constant and compressibility., A fuller discussion
of this may be found in the references (especially Dienes et al. 1966 ard
Wilson et al. 1967) Lut on a naive level it might be expected that as the
charge clouds of the ions are denser and as the alkaline earth oxides
are known to be harder than the alkali halides, then the repulsive term
might be expected”to increase considerably too.

In conclusion it may be said that this model for the defect,

2+ ion, is a reasonable one énd one which

an off centre sqbstitutional Mn
is cgmpatible with theoretical studies of such defects in alkalilhalides.
The effect on these latter calculations of considering a doubly charged
system is to increase tha varicus energy terms in roughly thé”same bAtio
and hence preserve their 'balance' though hera it must be noted that the
important repulsive term is difficult to evaluate, One deficiency of the
model is that it does ndtkexpressly'relaté thé'défect to thé blue éélcurﬁ'

ation of the crystals to which the spectrum is unique, thaugh models whichb

do attempt thls suffer from other equally serious objections.\
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5.9 Comparison with Zdansky's Experiments

It is interesting to compare the results repprted here with the
work of Zdansky (1968) on the temperature dependence of the hyperfine
coupling of Mn2+ in powdered BaO, He worked at X band and observed two
Sextets, one centred in the region of g = 2.0 and the other, with a
smaller hyperfine splitting, at higher fields., He attributed these

2+ and Mn4+ respectively but as he does not give the g values

spectra to Mn
of the groups it is difficult to decide if they arise from the centre
reported here. This difficulty is enhanced by the large anisotropy observed

in the intensity of this spectrum at X band which makes it hard to fore- !
cast the results expected from the averaging of orientations achieved in
a powder. However there is good reason to believe that the sextet Zdansky

attributed to Mnu+’d0es in fact arise from the Mn2+ Qefect observed here,

The suggested association is that Zdansky's higher field group arise from
a summing over all orientations of the gfoup observed here'at 3710 géuss i
(g = l 78) when H was parallel to a <110> direction (sectlon 5. 1). These
lines arise from the +} to -3 tran31tions of those sites which have the
principal <111> axis of their zero field splittlng at right angles to H

when H is along <110>, As the spln hamiltonian for thls centre bas axlal
symmetry, the p031tion of these 1ines will be invariant in the appropriate

8 = 90° <lll> plane. Purthermore the 1ntensity of these lines falls off

more slowly wlth rotatlon in a <111> plane than does that of other lines.
Combinlng this fact with the relative 1nsensitivity Qf the hamlltonian tov

8 with 6 near 90 (sectlon 5 7) 1t is reasonable to expect this group to -

gain rapzdly over the others when performlng a summation of intensity over :

k‘all orientations of the crystallites in a powder. ;
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If this association is correct then the problem arises as to the
identity of the g = 2.0 sextet that Zdansky performed his temperature
dependent studies on. The larger hyperfine splitting of this sextet makes
it unlikely that it is associated with the spectrum reported here, even
though there is a group in this region, originating from the +1 to ~3}
transition when 6 = 00, which might also be expected to 'sum' rapidly.

It is unlikely that it is MnLH since the higher charged state is usually
accompanied by a fall in the value of A (Henderson and Wertz 1968).

The most probable explanation is that it is Mn2+ at some other site in the
Structure.

Zdansky's work was concerned with the contribution of local
modes of vibration of the ion to its hyperfine coupling. As the defect
reported here seems to be an off centre ion, it would undoubtedly have
local modes of vibration associated with it, possibly even amounting to a
'resonance' between several equivalent off centre positions (Smoluchowski
1968) and hence a temperature dependent study of its hyperfine coupling
would thus provide a check on the 'resonance mode' theory of vibratidn
developed by Zdansky. This system is particularly useful sinée as there
are several equivalent sites involved it is poséible torstudy more than
one orientation of the defect to the applied field at once, Cmbé@h and
Slmanek (1966) suggested that the admlxture of excited configurations into
the ground conf;guratiou, of an ion, by a dynamic phonon-induced non cubic
field should produce a temperature dependent ccntribution to the hyperfine 
coupling, By assumlngqa Debye spectrum for the*;attice‘phonons thgy were

able to successfully éxplain the observed dépendgnée“for anf in Mgozj_,




-

e s S G e S

Pt ————— b

“0/1

&

GJe\ren

trd 5%

3

J 6! 5

51D el2

FIGU



- 114 -

(Simanek and Huang 1966) and Ca0 (Rosenthal et al. 1967). The theory
breaks down however for Mn2+ in SrO (Rosenthal et al, 1967) and in BaO
(Zdansky) and Zdansky postulates that the discrepancy in ionic size between
impurity and host ion leads to a reduction of the coupling between the
impurity and the lattice and the dominance of local modes of vibration over
the Debye spectrum of lattice phonons. Unfortunately the implications

of an off centre site for the Mn2+ ion were realised at a rather late stage
in this work and have not yet been investigated,

3+

5.10 G4~ Spectrum

The spectrum of Gd3+ was observed in all the crystals of BaO,
both coloured and transparent, that were investigated at'X band. This
spectrum has been reported previously by Mann and Holroyd (1968) who
studied it at 77°, 4° and 29K and were able to ébserve botﬁ the hyperfine
structure and the seven component fine structure. The work reported here
was conducted at room and liquid nitrogen temperatures and only the central
+3 to -3 fine structure line was observed, However it was possible to
concluéivély identify the spectrum bn the basis of the agreement of:its
g value with that reported by Mahn and,Holroyd ahd from,the:hyperfine‘
splittings; Figuré 5.1é shows the spectrumfrecbrded’at’77°K;f~The cenfral}
line arises from the four even isotopes of Gd which have zero nuclear spin '

and a total relative abundance of 70%. The two odd 1sotopes however, o

- 6a*®% and @a*? with relative abundances of 14 7% and 15 6% resPeCtiVGIY.

both have a nuclear spin of ¥ and.since they have slightly different T

kmagnetlc moments, give vise to two sets of four lines symmetrically .
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disposed about the central line as shown in the figure, It was not possible
to resolve the inner pair of peaks but the hyperfine parameters for the

two nuclci could be accurately determined from the separations of the‘
outer components. The hamiltonian parameters determined for this spectrum

are given below and compared with those of Mann and Holroyd:

This work ‘Mann and Holroyd
g = 1.99165 + 0,00005 1.9918 * 0,0002
Ajcs = 4.65 % 0,3 x 10" *cms™! 4.80 t 0.2 x 107%cms™!
Ajgy = 3.51 & 0.3 » 10 “ems™! 3.65 £ 0,2 x 10 %ems™]

5.11 Unidentified Spéctra in Ba0

| An 1nteresting feature observed at X band was a very broad
spectrum which was found to be unique to blue crystals. The spectrum is
shown in Figure 5,13 for three orientations in the <100> plane and it
consists of two cnmponents with a peak~to-p§ak width Qf som§ six hnndréd
gauss centred at g =>2 0 and accompanied by a much’broader line fo low
field. This spectrum was anlsotroplc, the two central 1ines being coinci~
dent when H is along <llO> and having a max1mum separatlon along <100>
directions. Thesevllnes disappeared at X band at liquid nitrogen"temper*:
atures and were hardly noticeable at Q band ét room temperaturef That thé
spectrum is uniéue to blue crystals is intriguing and it is témpting to

2+ excess that blue colouration implies, However

associate it with the Ba
a more thorough study is required before any‘¢onc1usions,éan be made,

The previously\deécribed Mng+ spectrum may be seen in the'figufe,nsnner? EEE
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imposed on this line and it is immediately apparent how the broad line
interfered with the observation of the Mn2+ spectrum,

Besides the spectra so far described a single isotropic line
was observed at X band in several crystals. The line was some forty

gauss Qide and had a g value of 2,0054 * ,00005. As the line had no

satellites or associated fine structure, it was impossible to identify it,
No spectrum with a similar g value has been reported in Ba0 (Henderson
and Wertz 1968),

It was expected that the method adopted in growing these crystals
(section 4.L2) would result in the formation of F+ centres, single
electrons trapped at oxygen vacancies, The rt spectrum was absent from
all crystals observed however and this led to suggestions that the
predominant vacancy centre was the diamagnetic I centre with two trapped
electrons, Accordingly, attempts were made to observe the excited state
resonance of these defects by irradiating with ultra-violét light and
Populating the excited triplet state (Henderson and Wertz 1968).‘
No excited resonances were observed however, probably due to a combination
of a small concentration of F centres, too short relaxation times for

the excited state and insufficient illumination.
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CHAPTER VI

E.P.R. INVESTIGATIONS OF CALCIUM TUNGSTATE

Preliminary surveys revealed extensive e.p.r. absorption
Spectra in both lightly and heavily irradiated crystals of Calcium
Tungstate., In addition to other spectra the lightly irradiated crystals
exhibited the thirty line M2t spectrum reported by Hempstead and Bowers
(1960) and a brief study was made of this spectrum in oreer ro verify the
assignment of crystalline axes from X-ray diffraction evi&ence (section
4.2.2), As the overail spectra from both kinds of crystal were very
complex, it was decided to select several of the more prominent groups

2+ spectrum aﬁd the

of lines for detailed snalysis. The absence of the Mn
greatly increased intensity of signals in the heav11y irradzated crystals
made them the most profitable candldates for detailed study and .
consequently all the damage centre spectra reported here were obserred in

these crystals. Attempts have been made to locate 31milar pectra in the

llghtly damaged crystals but with no success.

6.1 Prelimlnary Survey

E P. R. studies of Cawo were performed at room, 1iquid nitrogen
and llquid helium temperatures on the Decca and Varian X band spectrometers.
Plgure 6. l shows the spectrum observed over a range of two and a half
kllo-gauss from heavily irradiated crystals. The spectrum was taken at »

liquid nitrogen temperature w1th the magnetic fleld applied parallel to a
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<100> crystal axis, The broad manganese spectrum extending over this
region has an effective g value of ~1.76 and is too broad to be observed
at room temperature, This spectrum is quite unlike the Mn2+ spectrum
usually seen in Cawoq and which was observed in the lightly irradiated
crystals and in the boules from which the heavily irradiated crystals were
cut before irradiation. Besides the manganese spectrum the absorption
consists essentially of a group of lines in the region of 3300 gauss
(g ~ 2.0) and a mofe extensive group to higher fields (3800 gauss, g~ 1l.74).
Closer examination of the low field group revealed it to be made
up of extﬁemely narrow lines and much broader lines. At room temperature
the narrow lines were predominant and changed very little upon cooling
to liquid nitrogen thgugh they could be more easily saturated at the lower
temperature, (1 m.watt as opposed to 20 m.,watt at room temperature).
The broader lines; however, narrowed considerably and dominated this region
at low temperatures. From angular variation studies the narrow llnes could
be cla831f1ed as belonglng to two quite dlfferent sets termed the A spectrum
and the B spectrum, the B lines belngvapproxlmately’twiee as intense as the
The high fleld llnes, designated the C “pectrum, consist cf two
broad 1ines (15 to 20 gauss) and accompanying satellltes at room tempera~
ture, Coollng to}lxquld’n;trogen and liqu;d helium temperatures hewever"‘
reveals each'bread liﬁe to be an enveloﬁe ofvtwo infeeee‘narrow 1ihes ‘
with several weaker satellites and -many seemlngly unrelated llnes.
Before desczibing“the detalled lnvestigatlons of thebe spectra it
w111 be’useful to first con51der the 1mp11catlons of the crystal atructure‘~

of Cawo for an e.p.r. investigatlon.
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6.2 Crystal Structure and E.P,R. Spectrum of Cawou

The four Ca sites in the unit cell, like the four W sites, are
equivalent in pairs. The environment of oxygens around one pair of sites
is related to the environment around the other pair by a reflection in
the <001> plane with the result that the e.p.r. spectra from the two sites
will be identical. A naive assumption that the bonding is ionic between

units of Ca2+

and w042' predicts that the axes of the crystal field in the
<001> plane will lie along the <100> type crystalline axes. As the oxygens
do not lie along <100> directions, then they will cause the crystal field
axes to deviate from these directions by an amount commensurate with the
extent to which the negative charge cloud of wou2' is localised upon them.

3+ and Mn2+,substituted

An example of this may be seen in the spectra of Gd
at Ca2+ sifes,where the magnetic axes of both impurities in this plane
lie at 9° to the <100> directions (Hempstead and Bowers 1960),

For a paramagnetic species withoﬁt any special symmetry, such as
an interstitial ion, there will be four sites in the structure related
by four fold rotations around the ¢ axis and four more obtained from these
by a reflection in the <001> plane. In an e.p.r. experiment these sites
will be equivalent in pairs and each species will thus contribute four sets
of absorption lines. In the ab plane these sets of lines will be merged
in pairs and along the ¢ axis the spectrum will collapse to a single set
of lines, |

The presence of the screw axis éssighs akdiréétion to the
crystalline ¢ axis and uﬁleSs this direétion is known for the cryéfai G

under investigation‘theh theré will be ambiguity in relating'the'g ténSbr
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axes to the actual positions of atoms in the structure. How this
ambiguity arises may be seen from the following example. Suppose experi-
mentally it is found that a particular spectrum has a g tensor axis, say
g,» at an angle 6 to a <100> crystal axis in the <001> plane, There are
two possible ways of relating this g tensor to the crystal structure as
illustrated in Figure 6.2a and b where the centre of the g tensor is
assumed to be located at a W site and the diagrams depict the <00l1> plane
of the unit cell. The angular variations of the spectra expected from
these two assignments are shown in Figure 6.2c and d and of course differ
only in phase., However unless the direction of the ¢ axis of the crystal
is known, it is impossible from determining the phase of the e,p.r.
Spectrum to unambiguocusly deduce the relationship between By and the
atomic positions., This may be seen by putting 6 = 31° where, if the ¢
axis is positive out of the paper in the diagrams, &y in 6.,2a will
coincide with the projection of the W-0 bonds onto the <001> plane and

6.2b will place gx at 62° to these projections;

2

6.3 Mn*t Spectrum

This spectrum has been reported previously by Hempstead and
Bowers (1960) and was briefly studied in this WOfk'in‘obdebkté'cheék thé
assignment of crystal’akes; The spectrum may be described bj the Spin’
hamiltbnian 6f (2.16)’with D,‘a‘and F fineVStructufe termsraﬁd,A'aﬁd,B -
hyperfine terms. No E term'is requibed:ahd the spectrum hasbtﬁo g values
glland gl:determined by Hempstead andeowers,to'liéalong'th§ c~axisfn |

and at 9° té an a axis in the (0Ol) plane, respéctivély,‘ These authors
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write the spin hamiltonian as

0,0 0.0 L
}e- By  O,” + B, 0,” +B, 0 (6.1)

where the Onm are the operators of Baker et al, (1958) and express their

results in terms of b O, b 0 and b 4. The relationship between the various
2 y y p

Systems of parameters is as follows:-

0 _ - 0
b2 = D = 3 B2
0 a Fo_ 0
b,+ =3 + 3 ° 80 Bu
i S5a 4
= S = 0]
bu 2 6 Bu

For consistency the results presented here will be expressed

in the b 0 b O, b“u system. As the parameters of the hamiltonian had

2 Ty

been accurately determined by Hempstead and Bowers it was thought
unnecessary to use the proton resonance units and field measurements were
made with the Varian Mark I Fieldial., This procedure is justifiable
Since it was only desired to determine the axes of the spéctrum and
although the Fieldial was found to be imprecise as a determinant of
absolute field positions, it was quite adequate as a measure of the
separations between components.

The axes of a large well cut crystal were determined’byixvray
diffraction as described and the crystal was>ﬁountéd in Qhat; on the basis
of this assignment, was considered to be an ac plane. E.P.R. spé¢f:§:were
then taken with’tﬁe épplied fieidTpéréllélytb‘thé atéhd éyééés; | |
Following Hempstead and Bowers the fields,at‘which transitions ocCuf

along these two directions are given by:=-
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€ axis
6 = 0° |
M 5 3 - 0 0 ! "L
g Tt et g“BH = hv ub2 +4b 7| -
- [Am + B2(35 - um? % lsm)/Bhv] -
Mo = 23 > 2] g = hvg |2b.°- s ° (6.2) :
§°° . gl T P2 Y . K
- [Am + B2(35 - um? # am)/ehg] i
?k
Mg = +3 « -} g“BH = hv - [Am + B2(35 - umz)/sth -
4 axis

8 = n/2° ¢ = #9°

,%°
0 0 4 2
+ 3b4 + b4 cos '4¢]' + Tt

Mg = 4% « +% g|BH hv % %[}4b2

- [gm + (A2 + B2)(35 = 4m2)/16hv * QABm/hv]

(b,
hv 3 %J}Bbzo - 155,° - 5b,* cos u¢] -2 i

: (6.3)
- {ém + (A? 3+ B2)(35 - u4m2)/16hv + ABm/hv] o
0.2

MS z 43 > =% ngH hv = -E%—---k[ém + (A? + B2)(35 - umz)/lﬁhyl | ig

1




TABLE 6,1

2+
Mn .CaWOu

HAMILTONIAN PARAMETERS

This Work Hempstead and Bowers (1960)
Room Temperature 77%K

8| 2,0016 * 0,005 1.99987 + 0,0001

g 2.0177 * 0,005 1.99980 * 0,0002

b,Y =129.0 % 5.0 x 107ems™]  =137.6 £ 0.3 x 107%cms™
b,” -3.3 £ 5.0 x 107%ns"! -1.2 % 0.3 x 10 %cms™ !
b,' -11.5 % 5.0 x 107%cms™! -11.5 *+ 0.3 x 10 “ems”!

A -85.8 + 2.0 x 10 “cms ! -88.9 * 0,1 x 10"%cms !

B -85,0 * 2,0 x 10 %cms™! -89.,5 * 0,1 x 10~ %ems™!
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It was possible to fit the spectrum to these relationships and
the parameters found for the hamiltonian are shown in Table 6.l.
The discrepancy in g values between this work and that of Hempstead and
Bowers is explicable in terms of the imprecision of the Fieldial. There
is a slight but acceptable difference in the values found for the hyper-
fine parameters and reasonably good agreement in the determinations of

the fine structure terms. More importantly there is complete agreement

0 4

4 and bu H

in the relative signs of bzo, b these have all been shown
Negative in order to be consistent with the low temperature determination
of the absolute sign of b20 by Hempstead and Bowers. The relative sign
of buu is in fact indeterminate as the spectrum exhibits extremes at g°
and 54° from an a axis in the <00l> plane, However by assigning $ = o°
to the extreme at 9° from the a axis Hempstead and Bowers determined buu
to have the same sign as b20 and buo. In the work reported here U¢

was assumed to be 360 as would be appropriate in this assignment for
Spectra recorded along an a axis.  Since the actual determination 6f bu“

© and buo and on sizeable second

depends of course on the accuracy of b2
order effects, the exact agreement between the value found hefe and that
of Hempstead and Bowers is perhaps best regarded as rather fortuifoﬁs.

It can be safely concluded that to Qell within:thé‘mabgih'of'~
erbor the signs of the fine structure parameters found for this speétrum
are consistent with the“assignment of crystél axes; Once tﬁe validify of

the;x ray technique was firmly established, it was used to determine the

axes directions of crYstals,not exhibiting the Mn2+ speétfumgr
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6.4 The A Spectrum

The A spectrum consists of four very narrow lines (600 mgauss)
designated Al A2 A3 and Au, each of which is accompanied by two broader
and smaller satellites. The lines have g values slightly greater than
2.0 and show an anisotropy of some seventy to a hundred gauss. Figure 6.3
shows a typical spectrum observed at room temperature, only one of the
groups of three can be clearly seen - the other three being obscured
by the lines to high field. These latter have been loosely termed the B
Spectrum and will be discussed in a later section. The satellite lines
are considered to be fine structure and the four component spectrum is
attributed to an S = 3, centre which can be located at four inequivalent
sites in the structure as previously described, The broader line widths
of the outer components of each group is consistent.with this assignment
when one considers that the width of resonance lines in Cawou is usually
attributed to statistical fluctuations in the local crystal field,
Produced by strain gradients, and that transitions associated with
larger quantum numbers are more dependent on the crystal field; A similar
effect was observed in the fine structure components of the anf spectrum,

‘The A spectrum showed two unusual features. Pirstly though the
anisotropy of the céntfe of each group of lihes the é tensor anisotropy,

was small it was still substantially greater than the fine structure :
Splittlng. This is in marked contrast with the dlscussion of the spectra ’
expected from transition metal ions . (section 2.2) where it was suggested
that Ag is derived from and will be less than. D, the splitting of the spln

States by the crystal field. Secondly, the fine structure splittings
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showed no relation to the axes of the g tensor and it is now known that
the two tensors are not in fact coincident.

Several practical difficulties were experienced in the detailed
investigation of this spectrum, the major one being the multitude of
broader lines in this region which became confused with and obscured the
outer fine structure components. This problem was so pronounced that it
was some time before these lines were even noticed. The presence of the
more intense and complex B spectrum also presented problems since for many
orientations it obscured the A groups. ' Cooling to liquid nitrogen temp-
eratures made the situation worse, since the background signals increased
considerably in intensity relative to the A spectrum. Consequently all
measurements reported here on this spectrum are taken from data obtained
at room temperature, It was found that a modulation amplitude of 0.4 gauss
whilst broadening the central lines provided the optimum ratio of the
fine structure lines to the background signals,

The first priority was to determine the axes ahd principal
values of the g tensor and to do this, advantage was taken of the result
from the perturbation theory treatment (Bleaney 1951, Low 1960) that
to first order the positiohs of the 1inés from an S = 3 centre will be
given by:~- | | |

S (Mg=3) 3g|fcosze ' gifcos?s N
HMS = H, - ) D{~ 7 - 3} ~ 3B - - l)CéS 2¢ (6.4)

Thus the position of‘the central line correéponding to MS = +3 will be

independent of D to this order of magnitude and may be expressed— 
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the g tensor being given by
g2 = gzzcosze + gyzsinzesin2¢ + gxzsin26c032¢

8,4.1 Determination of the g tensor

Since the central lines of this spectrum are so narrow they
provide a very accurate measure of how well the crystal is aligned in the
spectrometer. To perform angular variation studies of this spectrum the
two circle goniometer described in section 3.5 was constructed and with
its use it was possible to demonstrate that the central lines from the
four sites collapsed to a single line along the ¢ axis and fo’a‘paib éf
lines for directions in the ab plane as required by the éymmetry of the
structure, It was much more difficult however to align a cfyétal sﬁch
that the rotation of the magnetic field was confined to a particuiév crystal
plane. Figure 6.4a shows a spectrum taken at liquid nifrdgéﬁ‘femperature
with the applied fieldkparallel to a <110> direction. The lines from two -
sites, Al and Az* are coincidéﬁt invthis direction as shown, Howevgr a
rotation of 1° from thisvdifection;oﬁt of the ab plane splité these lihéé‘“
by two gauss (4 lineﬁidths)}as shown in Figure 6.4b, It may bg‘nptéd‘fﬁét:
the other lines in this'région'éhow a similar sensitivity to oriébtatibn;f'

“In an early attempt to resolve'the nature bf'this,épéctfuﬁ tﬁeﬂ
magnetic field was fotated in akplane at right angles to;fhe‘divectioh of_
a W-0 bond. This oriéntétion Qés‘échieved by mounting the crystal'on é

teflon wedge machined to éniangiewofk33° andkaligﬁed;at 319 tbfah7é'axiéii

"in the <001> plane. ProvidédvthatbtheydireCtibn of the ¢ axis has;béanﬁ:_f,f;
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correctly assigned this arrangement results in the W-0 bond direction
being parallel to the axis of the wedge which can then be mounted
vertically in the cavity. If the centre had been associated with a W~-0
bond then one component would have been invariant in this plane (provided
of course the spectrum is axial) and the other three related by phase
differences of 120°., The results of this experiment though inconclusive
were very useful in eliminating ambiguities in subsequent interpretations
of the spectrum.

To determine the g tensor the method used by Zeldes and Living-
ston (1961), in which the anisotropy is first expressed relative to the
crystal axes,was employed, Several attempts were made to establish the
ab and ac planes accurately but misorientations of a few degrees were
unavoidable, Conseqﬁently measurements were made on all four lines in
these planes and errors due to misorientation reduced'by averaging their

g tensor components. For each line we express the hamiltonian as:-

3& BS.g.H | | o L (8.5)

where gis a symmefric tensor of the second rank. The effective g values
of the four lines, determined from gBH = hv, were recorded as a function
of angle'in'the ab and ac planes. The effective g value is related to the

tensor of (6.5) by
g = (g . (6.6)
where h is a unit vector parallel to the applied fiela.,VExpﬁessipgfgvin;f‘7

the direction cdsinesvof H with respect to the a,b,é’crystal,axes‘wé hava f
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hoh ¢ 26_hh + 26 hh (6,7)

2 - 2 2 2
g = G h + beh + G h + 2G b acPalle beble

aba

and the nine Gij will be the components of the symmetric tensor
G = g.g (6.8)

If one line is expressed as in (6.7) the expressions for the other three
lines may be generated from (6,7) by fourfold rotations of the tensor

about the ¢ axis,

In the ac plane (6.7) reduces to
g2 = G cos?a + G sina + G sin2e
aa ce ac

where o is the angle between H and the a axis. The expression in the ab

plane is similar with the c components replaced by the b's. A least
squares fit procedure was used to determine the values of Gij giving the
best fit between the effective g values of the lines andvorientation in
these two planes. Figure 6.5 shows the fit achieved in the ab plane,
The values of Gaa determined from the two planes were in agreement to
better than 0.03%, Misorientation produced the following differences in

the absolute values found for the G,.. of the four lines:

ij
+ . M i
Gaa + 0,25% Gab 6%
Gpp, * 0.25% G+ 20%
Gcc + 0,25% 7' Gbc + 20%

Though the Gac and Gbc cross terms were flfty times smaller than

the diagonal terms, they are cf course 1mportant in that they gavern the

extent to which the principal axes of the tensor deviate from the craxls, ,f>




TABLE 6.2

HAMILTONIAN PARAMETERS FOR THE A CENTRE

(a) G Tensor Parameters

GAA
GBB
GCC
GAB
GAC
GBC
(b)
Principal values
g, = 2.048 + ,005
gy = 2.007 £ ,005
2.004 .005

JHe]
x

]

i+

4,1

4,1

4,05
+0,07
+0.05

+0,05

g Tensor

Direction cosines
a b c

0.6417 0,.6417 0,4201
-0.7071 0,7071 ° 0,0000

-0,2371 -0,2971 0.9075

T T L
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Owing to the difficulty of correlating lines in the two planes it was not

possible to establish the sign of the G_, cross term relative to the signs

ab
of Gac and Gbc for the four lines, To resolve these problems the average

of the absolute values of the Gac and Gbc was taken and it was decided to
check this procedure and explore the sign correlations of the cross terms
by using the data taken in the plane at right angles to a W-0 bond
direction,

If the crystal is mounted as shown in Figure 6.6, such that the
a, b and ¢ axes make angles of Y, ¢ and vy to the axis of rotation then

the angular variation of the spectrum will be given by
g® = G__sin2ycos?(6-6,) + G, sin¢cos?(646.) + G__sin?ycos?6
aa A b B cc

o1 -8 . , -
+ 2Gabsinw ingcos(0 A)cos(6+eB) + 2Gac51nw31nycosecos(6 eA)

+ 2Gbc31n¢51nycosecos(6+6B) {6.9)
- -1 Y —————v - ‘-1 - ..__,.!;.____. ;
where 6, = cos™!( tanytanw)’ B = cosH( tanytan¢) and 6 is the angle

that the applied field makes with the projection of ¢ onto this plane of
rotation. A small computer programme was writtehvto calculate and plot
out the angular variation of éll four linés in~a'plane épécified by ¢,

¥ and vy and for values assigned to the Gij' It was then easy to'spé¢ify
¢ = uu", Y= 64° and Y = 57° corresponding to the W~0 bond data and deduce,
from thé eight possible combinations of relative éigns,which‘waé the
correct one‘for each pérticular line. The actualfspecificatidn was
fortunatély Quite unambiguous énd the fina; paréméfers f6r>the Gij fgr
one line are listed in Table 6.2a. These gave godd agréeﬁent'wiih ther

data from the plane perpendlcular to a W=0 bond as shown in F;gure B 7tf ‘3
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It was now possible to diagonalise the Gij tensor, the eigen-
values of which are the principal values of the g tensor, The corres-

ponding eigenvectors are the direction cosines of the g tensor axes with

respect to the crystal axes. These are shown in Table 6.2b and it can

be seen that one of the principal axes is deduced to lie along a <110>
direction while the other two are in the <110> plane at 65° and 25°

from the ¢ axis respectively, It follows from this assignment that for
this spectrum the four sites should also be equivalent in pairs in the ac
Plane and that the four lines should collapse to a single line along the
a axis, This latter prediction was verified with the two circle
goniometer; the spectrum is shown in Figure 6.8.

As a final check on the g tensor and to prepare for a study of
the fine structure lines, a crystal was mounted on a 450 wedge and an
angular variation study performed in a <110> plane, Fine adjustments to
the plane of rotation were made by raising the base of the magnet slightly
with a jack. Though this sounds a crude procedure it did give fine control
of the orientation and besides avoiding backlash effects experienced with

with the goniometer, made it possible to use larger crystals and hence

achieve greater signal intensity. The <110 plane corresponds to the gz £,

Plane for the Al

(Figure 6,9) it was possible to refine the values for these g values

and A2 sites and from the data taken in this plane

slightly and also to note that the turning points of gz occurred at 66° -

to the ¢ axis rather than 65°. Having established the g tensor accurately

attention was now turned to the fine structure line,’
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6,4.2 Determination of the D tensor

The angular variation of two sets of satellite lines can be
clearly seen in Figure 6,9, Their origin is not immediately obvious
however, since the extrema of their separation bears no resemblance to
the turning points of the g tensor., The possibility that they arise from
hyperfine interaction with a w183 nucleus is remote since, besides being
broader than the central line at room temperature, they are not always
symmetrically disposed about it. It was thought at first’that they might
arise from a D tensor whichis coincident with g but that for some reason
the outer fine structure components are more sensitive to misorientation.,
Thus slight misorientations might explain the anomaly in separation‘and
also the slightly different turning points observed for each fine
structure line in Figure 6,9. Consequently a étﬁdy was made of the
possible changes in angular variation which could be produced by specified
misalignments ihcorporated into the‘plotiing programme by means of the
Euler angle formulae, This revealed that for all six ways of relating
the D tensor colinearly to the g tensor, the misalignmanfirequired fo_
produce the fine structure anomalies observed‘must bekat_leastYS? and,
further, that this misalignhent would be indicated by‘the behaviour‘of'
the central lines from different siteé. In;view‘of,this it was decided
to investigate,the possibility of the D and;g’tensor,axis systems beiﬁg;.
non-coincident, - » | : -

. As this problem has not to my knowledge been treated in the f“
literature, a f;rst order perturbatlon theory derlvation of the angular -

varlation expected in. this situatlon is 1nc1uded in Appendix III.
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Since the g tensor axes had been well established relative to the crystal
axes it was decided to express both the angular variation of H in a given
crystal plane and the undetermined D tensor in this axis system. g will
thus be diagonal and S.D.S. may be written as a nine component tensor,
the cross terms expressing the rotations of the axes of D from the axes

of g. From Appendix III we have for a general orientation of H to g:i-

(1 ~3) 3g_2sin?6cos?¢ 3g 2sin?esin?¢
H = H - S D . X + D, Y
3g_2cos?e 3g g sin2¢sin?e
+ D, — + D, L4
82 g2
3g g, singsin29 3g. g singsin26
+ D, . —— I (6,10)
Z g? yz g2

where as usual g2 = gzzcosze + gyzsinzesin2¢ + gxzsinzecosz¢ and the

condition that D has zero trace

+D +D = 0 ’ (6.11)
XX yy 44

has been included. The first three terms of (6.10) are of course
eéﬁivalent to the expression for a coincident system (6,4).

In evaluating the elements of D it was necessary to work in
crystal planes in which the position of the lines for some groups were
separate from the B spectrum fbr a significant arc of rotation,

a strong vrestriction when it is considered that the g, and~gy~turning‘
points both lie within the B spectrum, The <110> data shown in Figure 6.9
gave an,adequate’determination of Dzz Dxx[and sz and the chr&es'throﬁghy"
the fine structure lines in this figure are least squares fits to these

three parameters. The cross term sz proved to be larger‘than the Dxx
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D TENSOR PARAMETERS FOR THE A CENTRE

D Tensor Components in
g tensor axis System

XX
D
Yy
ZZ
Xz
D,y

yz

1]

"

1%

1.21 x 10 “cms”!
~4,11 % 10 “cms~!
2.90 x 10" %cms™!
1.72 x 10" *cms™!
-1.69 x 10 “cms™!

-0.93 x 10"%cms !

(a)

TABLE 6,3

e

D Tensor

Direction Cosines with
respect to g tensor axé

gx gy £,

4,32 x 10 %ems™!  0.5558  -0.2005  ©0.8068 !

Principal Values

0.31 x 10 “ems=!  0.7891 -0.1780 =-0.587°

-4.63 x 10~%cms™!  0.2615  0.9634 0,059

(b)
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term which removed any suspicion that the tensors might be coincident.
Dyy could be determined from these parameters and the zero trace condition,
but the determination of D, and D 5, proved more difficult. After

xy y
unsuccessful attempts to establish the gzgy plane for one site,an
angular variation was performed in the ac plane in which g, has a domi~
nating effect on each pair of equivalent sites for alternate quadrants of
the plane. It was not possible to establish the ac plane exactly with the
result that each pair of sites was slightly inequivalent for most orien-
tations of H, This data is shown in Figure 6.10 where the curves through
the field positions are empirical sketches of the angular dependence of
the various lines. ny and Dyz were determined from the differences of
the fine structure splittings for two near equivalent sites in this plane,
A least squares fit to this data gave the magnitude and relaﬁive signs
of these terms, However since the pairs of equivalent sites in this plane
are related by having opposite directions for gy, and hence opposite signs
for the cross terms of D which include y, it was impossible‘witﬁout
knowing which site produced which lines to deduce the actual signs of
ny énd Dyz or indeed thelr signs relative to the other ferms.
Fortunately, however, it is sufficient to khow the relative signs of the
other terms and the signs of these terms relative to each other in order
to unambiguously determine the D tensor. Table 6.3a lists the
components of D and Table 6.3b lists its prin;ipal‘Valués‘and the
direction cosines of its axes relative to‘thé gitenSGr.‘kIt can be seen
that the D tensor is almost cbmpletely rhombic and further that }ts:axesjf
are rotated édnsiderably from’the gkfehso£ axes§' The~implicaiidps §f }t

these results will be discussed in a later section,



TABLE 6.4

G TENSOR PARAMETERS OF 4 LINES OF THE

4,046
4,051

4.0u6

4,050

IN THE AC PLANE

GCC

4,031
4,031
4,031

4,032

GAC

0.009
-0, 030
"'00008

0.031

B SPECTRUM
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6.5 The B Spectrum

As Figures 6.3 and 6.8 show, the B spectrum was a complex group
of lines with similar g values to those of the A spectrum. At liquid
nitrogen temperatures the spectrum was dominated by broader and more
intense lines, as shown in Figure 6.4, The main lines of the spectrum had
similar linewidths and showed the same saturation dependence as the A
lines, but were roughly twice as intense. The overall anisotropy of the
spectrum was less than for the A spectrum and this combined with its
complexity prevented an accurate determination of its g tensor, It was
possible to follow the angular variation of the four most intense lines
in the ac plane as indicated in Figure 6.10 and the Gaa’ Gcc and Gac
components of these angular variations are listed in Table 6.4,

No hyperfine or fine structure relationships could be established between
these main lines and the many smaller and intermediate lines of the .
spectrum, but it is quite possible that such relationships do exist,

It seems certain that like the A lines, the four intense lines of the

B spectrum arise from the same paramagnetic species at different sites in

o

the structure. They collapse to a single line with a g value of 2.007
0.001 along the ¢ axis and to two lines along an a axis. it can be seen
from the spectrum taken along an a axis (Figure 6.8)'where,owingvtojthe
special symmetry of their g tensor,the A linesfcellapée tﬁva singlet,

that the B lines do remain a dbublet along,this divectidn. ’Frdm this

it can be deduced that the B lines have different g tensor éXés to those,
of the A llnes and further that none of these axes lie along a <110> .

direction. Unfortunately it was not possxble to trace the angulav variation B
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of this spectrum with any certainty in either the <110> plane (Figure 6.9)
the &b plane (Figure 6.5) or the plane at right angles to a W-0 bond
(Figure 6.7), and consequently an exact specification of the nature of

the centre giving rise to this spectrum cannot be made,

6.6 C Spectrum

The C spectrum was observed in the region of 3,800 to 4,000
gauss and at room temperature it consisted of two prominent broad lines,
termed ay and s each with two smaller lines, considered to be hyperfine
structure, symmetrically disposed to either side. 1In addition each of the
main lines was accbmpanied by an even broader line to higher field,

These lines will be referred to as 8, and 82. From the angular variation

of the line widths and field positions of &, and o, in the ac and ab

1
planes the two lines could be seen to be related simply by differences in

phase from which it was deduced that they arise from the same centre at

different sites in the structure. Figure 6.1la shows the spectrum observed

1

for “2 ~20 gauss. The two lines collapse along a c¢ axis (Figure 5.12a) }

oy being almost invariant in the ac plane.

with H.parallel to an a axis where the linewidth for a is ~15 gauss ahd

Cooling to liduid nitrogen (Figuresbﬁ.llﬁ and 6.12b) radicélly
increased the definition of the spectrum and revealed'the_preéehce ofiy
many more linés which were either too brdad to‘bé observed,at rbom  
temperéture or had been swamped by the main lines. Thé,iineﬁidfhs of thé

@ lines decreased by afaqfor»of three and those of the 8 1ipes by’;T

slightly more though’they remained broader than the a'linés. 7f
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Hyperfine structure could be observed on both the a and B lines and the
presence of weaker lines outside the main components revealed that it arose

183 nuclei, The hyperfine

from an interaction with two equivalent W
splitting was also observed to be anisotropic, its magnitude being

related to the anisotropy in field position of the @ and 8 lires,

Among the new lines discerned at liquid nitrogen were four sharp lines,
termed the y lines, which had similar widths to the hyperfine structure of
the &« lines but a quite different angular dependence., The v lines were not
investigated fully owing to their confusion with other components at most
orientations, but from their angular behaviour in the ab plane it seems
unlikely that they are related to the other lines discussed here.

Angular variation studies of the spectrum were performed at room
and liquid nitrogen temperatures in the ab, ac and <110> planes, The
spectrum was also investigated at liquid helium temperature along the a

and ¢ axes and at a few other orientations :in the ac plane.

6.6,1 Determination of the Hamiltonian

| .Interpretation of this spectrum posed some initial difficulty
since it wés not known whether or not the o and 8 linésfﬁefe‘reléted. ;
The single line appearing at room temperature alohg the ¢ axis was
revealed as a doublet at llquld nitrogen temperatures though from the
data taken in the ac plane it was not possible to establish the ”
composition of this doublet in terms of the o and B lines. This problem
was resolved by usxng the A spectrum (section 6. k.1) to ‘align the crystal
accurately in a <110> plane and then performlng an angular var;atlon study g

with a modulation amplitude of 0,2 gauss whlch.emphaslsed the difference g
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in width between the o and B lines., Besides establishing that the low
field component of the ¢ axis doublet was formed from the a lines and the
higher one from the B lines this experiment also revealed that each of
Uys Oy Bl and 82 was composed of two lines which were slightly inequiva-
lent in this plane. In the abplane @, and Bl and o, and 62 moved as two
doublets, /2 out of phase with each other and with turning points ~15°
from an a axis., Experiments at liquid helium temperature sharpened both
the o and the B lines but revealed nothing new about their possible
relationship, variations in power level having the same effect on each
type of line. In summary the spectrum had the following significant
features:-
(a) Quite large g shifts
¢ axis ga ~1.79 gB ~- 1,77
- 12° from a axis gal' 1,80 gBl ~ 1,77
in ab plane £, 1.50 g62’~ 1.44
(b) Siﬁilar angulaf dependence of the a and B lines in ab, ac and
<ll0> Piahés’ -
(c) At ali,oriehfationsftﬁe B lines were broader and to higher field of
the corresponding a lines. | N
(d) vThe linewidth of éach‘line was considerébiy aﬁisotrapic.

(e) Aﬁiéotfopic'interacfibn with two equivalent 183y nuclei (I = 1)

caxis 3, = ag
é axis a =~2xa
aj a2
a81 -2 g a82

(£) Temperatufe dependent line widths.
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The temperature dependence of the linewidths and their broadness
at room temperature is strongly suggestive of an S = 1 centre. However,
of the three ways of grouping these lines in pairs to form an § = 1
system, two, (alag) (8182) and (alBQ) (a261), can be ruled out since
it is unlikely that a D term could explain either the angular
dependence of the line widths of these lines or the different
hyperfine splittings olserved on different M components (e). This leaves
the possibility of (alsl) (asz) and the spectra in the ab and ac planes
can be fitted to the hamiltonian of (6,10) with Dy = =11.8 x 107 4ems™?,
Dyy = 41,4 x 10" %ms™!, D,, = 54,1 x 10 “cms™! and zero cross terms.

This fitting must, however, be regarded as fortuitous since though the -
magnitudes of the components are consistent, their relative signs are
incompatible with the requirement of a zero trace for the D tensor.

For example, reversing the sign of Dyy would satisfy (6.11) but to be
consistent would require o and 8, to cross in the ab plane, which they
do not do (c),

- The elimination of the § =1 ﬁossibilities means that we must
postulate the spectrum as arising from two different ceﬁtres,‘each with
S ='3, one giving rise to the a lines and the other to the B 1ihes;

The identical‘angular‘dependence of the two sets of lines would'fhen seem
fo‘be coincidéntal ér alterhatively might arise from a more fundaméntai,i
relationship between the‘centres such as their being different charge o

‘states of the same defect (cp the Silicon Divacancy, section 2.5.1),




- 141 -

6.6.2 Determination of the g tensor

If the hypothesis that the o and B lines arise from two S = }
centres is correct, then the spectra can be summarised in terms of the
general hamiltonian (6.5). Initial attempts to fit the spectra by
assuming that one principal direction of the g tensor was along the c axis
produced a reasonable fit to data taken in the ac and ab planes but a
better fit could be achieved by including the cross terms of (6.7).

The Gac and Gbc cross terms required were quite small and since 4 and a,
could not be unambiguously resolved as doublets in the ac plane, it seemed
possible that the need for them arose from misofientation of the crystal.

These cross terms of course govern the angles between the principal axes

of the g tensor and the crystalline c axis and if they are zero for a given
species then the four possible sites in the structure will be equivalent . -
in pairs at all orientations, This difficulty could be resolved from data

taken in a <110> plane where the doublet nature of a, a, B, and B, was

1
revealed and it could be concluded that GaC and G c were not in fact zero

b
for either centre, A Slight inconsistency was exhibited between angular
variations performed in the ab, ac and <110"> planes, the angle Letween
<110> and <100> direétions Specified on the basis éfythe ac and <110> plane
data being 40° to u3° instead of 45°, for the data taken in what was
supposedly the ab piane. Of the three sets of data, that taken in the ab
plane was less reiiable as it had been recorded with a faster field sweep,
thus increasing the maghitude of measureménf erfors;‘ The <llé> plane

data, however, was known to be very accurate since the crystal had first

been aligned by means of the A sﬁectruh (séétion‘s.u.l).k‘Consequentlybthe, a
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TABLE 6.5

HAMILTONIAN PARAMETERS OF THE o CENTRE

Tensor g tensor
= 2,336 Principal values e S TGS D

a b c
= 3.187 gl 1.811 + ,005 0.2982 0,9545 0.0094
= 3.185 g2 1.785 * ,005 -0.0400 0,0026 0.9992
= 0,295 £q 1.497 * ,005 0.9537 =-0,2983 0.0389
= 0,035
= 0,012
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Cpb
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ac
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TABLE 6.6

HAMILTONIAN PARAMETERS OF THE B CENTRE

Tensor

2.121
3.034

3.142

0.287
"00 068

0.016

Principal

+

g, L7 ¢
gy 1.766 +*
g5 1.429

g tensor
values Direction cosines
a b c
.005 -0,0971 -0,1110 0.9891
.005 0.2686 00,9540 0.1334
. 005 0.9584 ~-0,2786 0.0628
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elements of Gij for both the o and B lines were determined from the ac and

<110> plane data. Gcc’ Gaa and be could be found by a least squares fit
to the ac data, taking advantage of the n/2 phase differences between @,
and a, and Bl and Bye The spectra taken along a <110> direction then
enabled Gab to be determined, Gac and GbC are responsible for the slight
splitting of each of a1s G Bl and 82 in the <110> plane, the

separations being:-

. sin26

Low field G +ve  AH = leac + Gbcl v
. sin26

High field Gab +ve BHy = ]Gac Gbc' 75

Since the separation of the high field doublet was always larger than that
of the low field doublet for both o and B lines, Gac and Gbc must be of
opposite sign., The magnitude of these terms was found by a graphical
method which involved a comparison of the moduli of their sums and
differences with the appropriate separations observed when H was applied
at an angle of 60° to ¢ in the <110> plane. The components determined
for G and the corresponding g tensor are shown in Tables 6,5 and 6,6

for the a and B lines respectively. TFigure 6,13 shows the agreement
between these hamiltonians and the experimental data taken in the <110>
plane, the doublet nature of the lines can be clearly seeh. A comparlson
with the ac plane data is shown in Figure 6,14, where it may be noted
that the doublet splittings predicted are often within the linewidth

of the 0bserved lines, Figure 6.15 shows the slight disagreement of thé';
hamlltonians determined in this way with the data taken in the ab plane.

A rough estimate shows that a mlsorlentation of some. 8° spread over the
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three Euler angles a, B and y could produce this mismatch, The angular

variation of the y lines has also been sketched in on the ab plane data.

6.6.3 Hyperfine interactions

¢

As mentioned previously both the o and the g lines were accom-
panied by hyperfine structure. Apart from impurities the only isotope
with non zero nuclear spin which is present in the material in sipgnificant

183 Gien 1 = 4. The relative intensity

quantities is the 14% abundant W
of the hyperfine lines to the main lines is consistent with this being
the origin of the interaction and further the presence of two very much
weaker lines, the same distance away from the outer components of this
splifting, indicates that two wl83 nuclei at equivalent sites are involved.
These outer components would then arise from those defecis which had both
sites occupied by w83 and a total nuclear spin of 1, The ratio of the
intensities of the various lines on this model are:

0.007 0.16 1.0

I=3%1 I=3} I=0

2]

and though no accurate intensity measurements ‘were made this corresponds
“roughly to the relative inten51t1es observed.
The hyperfine lnteractlon may be represented by adding the

. following term to (6.5),
SRS (T, 4 1y,) + BS (T T 4 (T + 1008)) o (811)

where I, = +} or 0 and I, ::#% or 0.
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The angular dependence of the hyperfine interaction, as
illustrated in Figures 6,13, 6.14 and 6.15, is isotropic in the ac plane
and reaches a maximum (which is hard to discern since one component on
the o line is hidden by the B line and vice versa) in the region of the
low g value., This maximum is, however, insensitive to orientation and
the hyperfine separation is the same to within experimental error when
the spectrum is observed along the nearby a axis., This point will be
returned to in a later section.

The angular dependence of the hyperfine splitting has not been
fitted in detail to (6.11) but from measurements made along the axes the

hamiltonian parameters are

167.4 * 5.0 x 10 “cms™!

>
"

2,0 x 10~ %ems™!

+

B = 87,4

6.7 ‘DischSioﬁ
The a351gnment of defect models to the spln hamlltonians |

descrlblng Cawo spectra is rather more dlfflcult than for the caseé of

cubic materials or other simple ox1des.’ Besides the lower symmetry of

tﬁe system there is the more fundémental difficulty‘ﬁrovided by the

2w

strongly covalent nature of the W0, “ complex which invalidates many

comparisons with‘thekbetteb understood and more éxtensivély‘studied‘iohic
systems. This covalency means for example that defects in the WO“?—
complex itself are best treated in terms of‘molecular‘orbitalftheory‘éince
the point charge assumptions of crystal field theory will not be valid @

within this system.; Crystal fleld theory might be thought to have mcre

ot S e AR WA T e e U AR T T e L AT T e S L A T B
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applicability to regions outside of the wou2' complex though of course

its prédictions will be considerably influenced by the charge distribution
assumed for the complex. For these and other reasons very little is

known of the structure of defects in CaWo,, (section 4,2,3)., There seems
to be a strong tendency for intrinsic lattice defects to associate with
impurities and this is probably the reason why the spectrum observed from
the lightly irradiated crystals was more complex than that observed from
the heavily irradiated ones. Higher dosage might be expected to saturate
impurity associated defects and lead to reduced spectral intensity by the

formation of several forms of aggregate defect and the line broadening

resulting‘from‘increased strain in the lattice. This is a reasonable
explanation of the absence of the normal an+ spectrum after heavy
irradiation and the reappearance of the Mn in the unusual and strongly
temperature dependent spectrum shown in Figure 6,1. The spectra from

intrinsic defects on the other hand will be expected to increase in -

intensity with dose rate, though there is the possibility that at very
high dbsages the predominant defects might well be aggregates of simpler
defects. Bearing thesé Qonsiderations in mind itkis felt that the'spectra
studied in detail in this work are unlikely fo be associated’with

impurities and are probably simple intrinsic defects in the,latticé.

6.7,1 The A spectrﬁm

The most strlklng feature of the A spectrum 1s the need to
invoke non—ammndentg and D tensors in order to explaln its angular‘“
variation and this obviously prompts speculation as to whether or not the

;:1ines attrlbuted to flne structure really are flne structure‘
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Alternative hypotheses however seem to lead to equally, if not more
unlikely anomalies in the spectrum,but before discussing these it will

be as well to draw attention to an inadequacy in the present treatment.

It was noted that the central line did not always lie in the centre of
the outer components and that this orientation dependent shift was
sometimes of the order of one to two gauss in a splitting of some ten
gauss, The accuracy with which separations of lines can be measured is,
of course, considerably greater than determinations of absolute line
positions and consequently it is in order to discuss such changes,

This sort of shift is of the kind that is usually expected from second
order effects, however with such a small value of D shifts of the order
of 10% are very unlikely. A determination of the analytical expression
for the angular dependence of second order terms involving all the compo~
nents of equation (14) in Appendix III would, of course, be quite
formidable and consequently the seéond order contribution was evaluated
for a single direction ~along which the effect was most pronounced,
namely a <110> direction. Even allowing for the increase due to the off

diagonal elements thls contr;butlon was over an order of magnitude too

small to explaln the dlscrepancy. This would seem to mitlgate against

this interpretation though it is possible that by using the more funda= -

mental hamiltonian of Koster and Statz (1959L‘which is derived Sdlely -

" from symmetry considerations and in low symmetryrwbuld allow the inclusion

3 , , , . ‘
of tems in S, this discrepancy might be explained, With such a small
value of D and w1th the accuracy to whlch these splittings are known any

extra terms permltted in the hamiltonian are of course significant. ‘
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As mentioned briefly in section 6.4.2, there are a number of

183 can be ruled out as a possible

reasons why hyperfine interaction with W
origin of these lines, Firstly,taking into account the line widths, the
overall intensity ratios observed for the three lines is more in keeping
with the 3:4:3 expected for fine structure than with the .07:,86:,07
predicted from the isotopic abundances. The slight shift of the central
line would of course be even more difficult to explain on this hypothesis
although Tomlinson and Henderson (1969) did observe a slight isotopic

g shift (.13 gauss) in the hyperfine structure from u7Ti+ and ugTi+.
However as this effect is presumably due to differences in nuclear mass,
it is unlikely that differences of the order of 1 or 2 in ~180 could
produce the larger effects observed here.

The possibility that the three lines are unrelated and arise
from centres with almost identical g tensors is very unlikely and the only
remaining possibility seems to be that they are due to some kind of
aggregate centre such as exchange coupled pairs. The 'D' splitting would
then be attributed to dipolar interaction between electron spins,

! » e . S‘O ’s - S‘O LK)
X‘_ 2,2 {§.1 §-j - 3(._.1 213) (..3 311)
i = g ﬂ \
Z 3 )

10 i Fij

8 x 10 !
J:.3

cms™!

which predicts an interaction energy of =
between two spins r ) apart, In order to produce a D term of about ten
gauss the two spins would need to be at least 10 X aparf which, since it
is'greater than a unit cell distance, would suggest that several poséible

interactions ought to be observed, This difficulty is exacerbated by the 
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symmetry properties of the material. If for exzample we suppose the
simultaneous existence of S = } centres giving rise to the central line
and S = 1 pairs produced by interaction of these centres then, since the
single centres will occupy Al A2 A3 and Aq sites in the structure, there
should be interaction between Ai and Aj sites where ifj besides the
combinations with i=j. These various possibilities predict more inter-
actions than are observed since the environment between the various pairs
will be different, though it is possible in this context that some of
the lines in the B spectrum might arise in this way.

In conclusion it is felt that the most likely explanation of
the A spectrum is in’terms of the non-colinear g and D tensors assumed in
section 6.4 and on this basis a speculative model for the defect is

discussed,

6.7.2 O model

Figﬁre 6.16 shows the directions of the g tensor axes of the A
spectrum relative to the crystal axes and of the directions of the D

tensor éxes relative to those of the g tensor. It was expected at first

*y

that the axes of the D tensor might transform back to the crystal axes but
even allowing for the few degrees of indeterminancy in both systems,
neither tensor seems to bear any obvious relation to the axes of the -
crystal. Thereris}also ho doubt that the two sysfems do not even share a
common direction and following Nye (Physical Properties of Crystals,

1967, p.23) this immediately makes it possible to deduce the point .
symmetry of fhis site, 'The presence ofkany symmetry elements abaﬁtia'

“defect centre places very strong restrictions on the relationships between = -
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tensors describing various physical properties, For example monoclinic
symmetry, in which there is only a C2 element, requires that two tensors

will have at least one axis colinear and in order to allow the situation

here, where the relationship between the two systems can be described in
terms of six independent variables, it is necessary to go to triclinic
symmetry in which there is no symmetry or at most an inversion. This
restricts the point group to either ¢, or C; and this extreme requirement
is probably the reason why non-colinear g and D tensors are not usually
observed,

In choosing a model for the species the narrow line widths and
relative easé of saturation of the lines at liquid nitrogen temperature
are strongly suggestive of the long relaxation times of S state ions,

The centre has spin %&'s and its spectrum is predominant after heavy
irradiation indicating some intrinsic defect. One model fulfilling these
requirements is O+, the low symmetry seeming to indicate an interstitial
site, It is reasonable to suppose that the neutrons displace oxygens and
that their charge state is subsequently altered by the y irradiation

always present in reactor irradiations., To achieve a similar electronic

> which

state with Ca it is necessary to postulate the formation of Ca
seems unlikely.

The site suggested is illustrated in Figure 6,17 where the ot
occupies a small space between six oxygens. The ionic radius of 02“
is 1,46 X and the radius of oxygen when in tetrahédral covalent bonds, as

here, is 0,66 & (Kittel, Introduction to Solid State Physics, 1967 p,105),

As the separation between oxygens across this site is some uvx'this
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leaves between 1,2 and 2,7 % for the O+, which is a reasonable figure.

The crystal field in this region will be small as can be seen by considering
the WOMQ- to be a point charge at the W site and it is reasonable to

suppose that o will be quite stable in this potential well., This site

is attractive since if the ion is off the exact centre of the complex the

g, and g, axes point to the oxygens marked 2 and 4 in the figure and

further the point symmetry will then be Cl’ fulfilling the requirement

for non-colinear g and D tensors,

The calculation of the magnitude of these quantities is difficult
for an S state ion, though following Bartram et al., (1965) who considered
the case of 0+ in A1203, a calculation has been performed (Dugdale 1970)
for the defect located at the centre of this complex where there is a
" 02 axis, The ground term of o, as shown in Figure 6,18, is ts and,
of course, in first order there will be no mixing in of orbital momentum
from higher terms by either the crystal field or the spin-orbit coupling.
In higher orders, however, there are some contributions and using elements
for the crystal field allowed by the symmetry of this site and the matrix
elements between these states tabulated by Bartram et al. (1965), the
D splitting isbcalculated as ~270,0 x 107%cms™l, This calculation assumed
that the wonz‘ were point charges at W sites and allowing for a more
realistic charge distribution of zero on the W and é% on each O the value
for D‘is reduced fo ~120.0 x 10 “ems™!, Both figures are, éf,course, twd
orders of‘magnitﬁde too large and further;'the calculated:anisotrop9 6f ‘
the g‘téﬁsor is léss:than};batﬁcbseryed. It is possiblg,{hqweyg:,'tp

conceive of a mechanism by which these difficultigsmmightkbe‘redp¢ed and
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which also night explain the non-colinearity of the two tensors.

The symmetry of this site permits odd terms in the expression for the
crystal field which might well introduce some admixture into the ground
term from the terms of the next lowest configuration, This configuration
is of opposite parity to the ground configuration and has a l‘tP term
lowest in energy. The crystal field terms connecting states within the
ground configuration will be of the form x? - y2 while those connecting
the two configurations may be represented as xyz, The rotations of co-
ordinates required to diagonalise these two systems need not be identical
which would result in different axes for the two interactions.

This mechanism provides contributions to both the g and D tensor and

one possible explanation of the observed smallness of D is that it results
* from a near cancellation of quite large contributions. It is not possible
to prove this, of course, since the actual value calculated is quite
sensitive to the exact location of the ion and the charge distribution

of the WOug‘ and consequently, this must remain as a tentative speculation,
One possibility that might be checked is to apply electric fields to the
specimen, since if the g tensor is determined by such mechanisms it ought

to be quite sensitive to changes in the local electric field at the site,

6.7.3 The C Spectrum

- The pos31bllity of ascrlblng models to the c spectra hés not
been 1nvest1gated in any great detaxl,thouyh there are several significant
conclu51ons whlch may be drawn from the data., Flrstly the close o
resemblance of the behaviour of the & and B lines and espécially theirv'

‘identical hyperfine interactions suggests thét,the centres from wbich they -
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arise are closely related. They might be expected to arise from different

charge states of the same defect, or alternatively from a defect such as

2
Secondly the large g shifts observed indicate the presence of orbital

an 0, ion which might have two similar environments in the structure.

angular momentum and this is probably the explanation of the sensitivity
of this spectrum to temperature changes. The splitting of both a and B
lines into doublets in the <110> plane demonstrates that neither centre
has a principal g tensor axis parallel to a ¢ axis though the precise
angle of divergence cannot be specified to an accuracy of more than a few
degrees,

The hyperfine interaction is probably the strongest clue as to
the origin of these spectra. It may be remembered that_thefe are two
equivalent W sites involved and, from the structure, W sites have nearest
neighbour W's along <012> and <100> directions, It would seem, from the
symmetry of the spectrum,that it is the latter pair of sites that is
involved and, furthermore, an assumption that the principal axis of the
hyperfine interaction lies along a <100> direction rather than along
‘the nearby g tensor axis is quite consistent with the spectrum (section
6.,6.,3), One prediction of this désignation of the hyperfine;akis,,
namely that the hyperfine splitting on all of the main lines should be
identical along a <110> direction,is fulfilled, though, owing to the
complexity of components, it is difficult to follow the complete angﬁlar

dependence of the hyperfine splitting in this plane, .
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In conclusion it would seem that like the V) centre (section
4,2,3), both the a and 8 spectra arise from defects associated with two
wouz' complexes spaced along <100> directions. Unlike the Vk centre,
however, these spectra are stable at room temperature and have large
negative g shifts, Bearing in mind the possible explanation of the
A spectrum in terms of O+ interstitials, it is tempting to consider these
spectra as oxygen vacancies or divacancies in these complexes, Further
speculation, however, requires a molecular orbital treatment of these

models of the sort performed by Watkins for the silicon divacancy.

6.8 Conclusion
In conclusion it can be seen that a considerable amount of

further work is required before the nature of these and other defects in
CaWOu is properly understood, From the studies reported here, it seems
possible that the A spectrum arises from interstitial ot and, more

speculatively, the C spectrum from oxygen deficiency in complexes of two

D
woq units, Little can be concluded about the B spectrum, except that

like the other two centres it is most probably an intrinsic defect rather
than an impurity associated one. UNone of the three centres have been
reported previously, thoﬁgh it is possible that the 'a! lihes

mentioned briefly by Chu and Kikuchi (1966) might be the A or B spectra
reported here. Together these fhree sets of spectra account for the major
bportion of the microwavé absorption of heavily damaged CaWOq at room

temperature,
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Having established the hamiltonian parameters of some of these
centres it might now be possible to deduce more about their nature from
studies of their dynamic relationships under thermal and optical
excitation. In this context, however, it must be remembered that several
other sets of spectra, which have not yet been investigated, were also
observed in these crystals especially at low temperatures. These spectra
indicate the presence of other defects which might well participate in

the overall dynamic behaviour of the material.
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APPENDIX I

THE RULES OF QUANTUM MECHANICAL OPERATORS

In quantum mechanics every physical observable is associated with

the operations of an operator on a domain of operands. The quantised energy

levels of a system are equated with the eigenvalues of the matrix of the

appropriate hamiltonian operator evaluated between the permitted operands.,
Of fhe operators associated with angular momentum,the orbital ones

have classical counterparts, for example:

E& 1 X oz

whereas the spin operators, acting only on the spin states, do not,

The domain of operands for these operators are the wavefunctions of electrons
specified by their orbital and spin quantum numbers, Thevrules for
evaluating matrix elements of the basic angular’momentum operators L and §

‘are set out below.

s, [MUs> = Mg |M M L, |MM> = M |4 Mo

Sx = %(S+ + S_) Lx = %(L+ + L)

Sy = ~2l~i(s+ __‘S_) Ly = .2%(1‘-& - L)
where o \ , o - : 7
Sl = (S(s+l)'MS(HS*l)?i'ML‘Ms*l’ L+’”LMS":(L‘L¥l)7ML(“L*;))%iML+1,MS> !
s_|upg> = (S(s+1);MS(MS—1))%;ML.ﬁS~1> L_|M M ;(@(Lél)aﬁL(ML-;))%|Mﬂ.l,Ms

2262 2 2 | 2=L2+L24+1L2
s2=s2+824s? LitLie L,




A particular hamiltonian is often expressed as a combination of
these and other operators and it is useful in evaluating matrix elements

to bear in mind the orthogonality of the operands and the independence of

spin and orbital operators which eliminate many contributions, for example:

<MM|SL]MSLl = MM <MM MM

i
o]

S L~ l

In the case of the spin hamiltonian, where all the operators and operands
are concerned solely with spin, matrix evaluation can be simplified by use

of the Pauli spin matrices. These are the matrices of the various spin

operators between the spin states of a system and as an example the ones

2+

used in the analysis of the Mn® :BaO spectrum reported in Chapter V are

listed below:

00 %o-20
o0 0v3i oy

s=% ‘; |
100000} /%50 0 00 0}
‘ j
i01 00 0O | 103/20000‘»,
' i , '.
loo1000 loo3} o000 |
“* fo00100 52 * |ooo0-100
‘ 1 .
2000010;/ %0000«3&0;
« j |
‘00 0 0 0 1/ gooooo-s/z!
iolho0 o000 ,50'@20000'\
{(55 0/2 0 0 0 0-/20 0 O
tovZ o %0 0 10"—03/2 0
S = ; ' s =i
X z y 1
1 i
z

.
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APPENDIX II

GROUP THEORETICAL TREATMENT OF CRYSTAL FIELD SPLITTINGS

Point Groups and Representations

| The regular structure of crystals guarantees the existence of
transformations such as reflections, rotations and inversions which
when applied about a point in a crystal carry the structure into itself.
These transformations are termwed symmetry operatibns and the collection of
all the symmetry operations about a particular point satisfies the mathe-
matical requirements of a group. Consequently the successive application
of any two symmetry elements in the group must always be equivalent to the
application of one other element. The group multiplication table
summarises this interdependence of elements for a particular group.
Figures 7.la and7,Jbshow the symmetry elements and multiplication table of
the C2v group.

To make it easier to deal with symmetry groups it is usual to
seek a collection of matrices, one representing each symmetry element,
which, ﬁnder the rules of matrix multiplication, satisfy the group
multiplication table., Such a collection of matrices is termed a
representation and it expfesées mathematicaliy the operations of the
group on a set of functions.b A set of functions which transform according
to a representation is said to form a basis for the representation.
Figure7.2illustratesrthat the functions x and y of‘FigureV,lafobm a baéis~
for a matrix representation of the C group. Therg is no limit.tQ the

e 2v A
~ number of sets of fundtions that can be found to form bases for group
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representations and it is always possible to combine the matrices of
several representations Ai into a larger matrix B and thus produce a new
and larger dimensioned representation. However no matter how the rows
and columns of such an enlarged representation are permutated by
rotation of the basis functions, it is always possible to find a matrix
X in the group which, when applied as a similarity transformation on B,
'reduces' it to 'block diagonal' form, allowing its component represent=~

ations Ai to be elucidated, Thus

]
'
!

H
!

AL 0O !

1 °

xBX!t=z| o A, © §
1

i f

t‘. O 0 A 3 ;f

A representation which cannot be reduced further is termed an irreducible
representation and a given group has a finite number of such irreduciblé
representations, which will also be mutually orthogonal. It is always

possible to choose the basis functions of a representation in such a way

as to reveal its component irreducible representations.

The Hamiltorian and the Symmetry of a centre

The hamiltonian of a defect centre must be invariant under a -
: Symmetry operation R of the point group to which the centre belongs since,
by definition;the“environments'béforebaﬁdAaftef‘the‘symmétry 6peration

are indistinguishabié‘. Thus }‘f and R commute and hence if
o }{Wf
RAE

3

Egbe

then

E(Rvg)



Thus wa and ‘Pf are degenerate eigenfunctions of é'e and consequently

Ry, must be expressible as a linear combination of the degenerate set

of wf's. Since this is true for any operation R in the point group, the
wf's must form a basis for a representation of the point group.
Furthermore a suitable choice of basis functions formed from combinations
of the wf ought to reveal the irreducible representations of the group

and hence demonstrate how the initially degenerate eigenfunctions of ae
will be split in a crystalfield of a given symmetry. The reasoning
behind this important deduction is that the degeneracy of functions
providing a basis for an irreducible representation of the point group
cannot be lifted by symmetry operations of that point group.

kv Fortunately to find the irreducible representations in a given
case it is necessary to consider only the characters of the group elements
in the representation and not the full matrix form. This is a consequnnce
of the fact that no rotation can change the character of a matrix
representation and hence this character x(B) must be a linear combination

of the characters of its irreducible representations x(Ai):-

x(B) = fﬁt niX(Ai) | (1)

i
where n, is a non-negative integer.
Thus by finding the character table of the representation of the point
group formed by tﬁe degenerate éigenfunctions of the hamiltonian and
comparing this Qith the characters of the irreducible representations of

the point group, the form of the crystal field splitting may be deduced, .



- vi -
As an illustration of the technique consider the case of Cr3+

in MgO referred to in Chapter II, The ground term is QF and consequently

there will be seven degenerate eigenfunctions of Eﬂ?described by the

spherical harmonics with 2= 3. They form a basis for a seven dimensional

representation of the cubic group O since any symmetry operation of 0O

transforms them into linear combinations of themselves. We need to

know the irreducible representations spanned by this representation,

The character table of the representation is formed from the traces of

the various matrices which represent each symmetry operation. To determine

its elements we choose wavefunctions for the component I states which

simplify the calculation. Thus taking the axis of the rotation concerned

as the z direction for the wavefunctions and writing them in complex

form, we see that any rotation a about this axis merely changes the

polar angle from ¢ to ¢ + a. The seven components depend on ¢ as follows:

i 21 i 0 -i -2i ~3i
e3l¢’ el¢: e¢se:e¢ae 4’:3 ¢

Thus a rotation Ru may be expressed

[0 //eSia o o o o 0o 0o \ ;/eai¢'\

| o210 o Ao o o o o \3 o2
it o o e&* o o 0o o E olt
i H
R, | e J=xl o o o & o o o ; e°
i o o o o e ®*o o [ et
™340 \ o o o 0o 0 e 2 g j e 21¢
!e’31¢; Yo o ‘0o 0o 0 o o~dia/ lem3i¢]



TABLE 7.1

CHARACTER TABLE OF O GROUP

3 2 2 4
1 1 1 1 1
1l 1 1 -1 -1
2 -1 2 0 0
3 0 -1 -1 1
3 0 -1 1 1

D3 REPRESENTATION

E 8C3 3C2 602 GCN
7 1 -1 -1 -1

bbb, - siomit it dormtinims b s @
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and hence the character of the matrix representing this operation is

sin Ja
3ia 2ia ia 0 ~ig -2ia ~3ia 2
X(Ra) = e + e +e +e +e + e + e =

sin %

Generally for a ground term with a quantum number L this becomes

sin(2L + 1)w

(R) = ¢l
o - _(_1_
sin 2

As an example the character of the Cq element of O corresponding to a

rotation by %- is given by:~
7m
sin <=
(Cq) S mm— T -]
sin —
n

The character tables for this representation D3 of 0 and for the

“irreducible representations of O are shown in Table 7.1. The linear

combination required to satisfy 1 is

D = A2g + Tlg + ng

and thus thé 4F term splits'into a singlet and two triplets., The subscript

. u 2
g indicates that the wavefunctions of ~ F are ' - centro-symmetric, i.e.

they  are symmetrical in planes containing the C, axis,




APPENDIX III

PERTURBATION THEORY TREATMENT OF THE CASE OF NON-COINCIDENT

g AND D TENSORS

It is required to find an expression for the angular variation

of the spectrum described by the spin hamiltonian:=

}{= BS.g.H + S.D.§ (1)

in which the principal axes of g and D are non-coincident.

The Zeeman term of (1) may be written

}e = B(ngxHx + gySyHy + ngsz) (2)

and in the g tensor axis system (Figure 5.6), the components of H are

fas
n

H cos 6

on]
11}

H sin 8 cos ¢ (3)

s o4
"

H sin®8sing¢

As is usual inysuéh} treatments (Bleaney 1951), we first perform a rotation
from this axls system (x,y,2z) to the magnetic axis system (x',y',z') in
which the Zeeman term is diagonal. Expressing the velationship between

the two systems in terms of the Euler angles a, 8 and ¥ (Rutherford p.lSZ):

{x (cosycosacosB - sinysinB) (-sinycosacosf = cosysinB) sinacosBl[x%
y | = | (cosycosasinB + sinycoSB) (-sinycosasinB + cosycosB) sinosing y!
z - éosysina . sinysina ' : cosa v

() |




and the spin operators become:

w3
]

(cosycosacosB—sinysinB)Sx'+ (—sinycosacosB—cosYsinB)Sy' + sinacosBSz'

wn
"

(cosycosasin6+sinycoss)SX'+ (-sinycosusin6+cosyccsﬁ)Sy' + sinoasinfSz!

w0
"

- cosysina Sx' + sinysina Sy' + cosa Sz'

(s)
Substituting these expressions into (2) and collecting the terms in S !
- 1 3 ?
}(— B(gxﬂxsm acos B+ ngysin esinf+g szcos cz)Sz (6)
where we require the terms in s,' and Sy' to vanish, i.e.

gxﬂx( cosycosacosf~sinysinB) + ngy( cosycosasing +sinycosB)
+ ngz(-cosysina) = 0
simultaneously with (1)
ngX(-sinycosacoss—cosysins) + ngy(-sinycosasine+cosycosﬁ)

+ ngz(sinysina) = 0

without loss of generality this can be achieved by setting

= OO
. g, H , ,
8 = Tan ! (LX) o (8)
g H TR
: X X :
and - g HcosB+ g H sing
a4 = Tan™! (XX LY )

8M,

By making use of (3) we have

% sin¢ g,co8 ¢
cos B

sin B = - %l %l

. gysin® g, cos 0
-and sin a = *lge—u- ... cos @ Z

(9)

H




where %lz = gx2c082¢ + gyzsin2¢

and g2 = gzzcosze + gyzsinzesin2¢ + gxzsinzecosz¢

The equations (9) represent the rotation into the magnetic axis system

under which (6) reduces to

W= esns, (10)

We are now in a position to consider the D tensor which we may

write in the g tensor axis system (x.y.z) as

D D S
XX XY X2 X
D, = S . .
S.D.§ (8,545, | Dyx Dyy D, 8y (11)
D,. D D S

. 22X zZy zz Z

or
- 2 g 24 2,1 : ‘
S.D.8 DSy + DS+ 8% +D (S5 +55)+D (S5 +55)
+ 8 S
o+ Dyz(sysz Sz y) ‘ ; (12)

since it is symmetric,

If the D tensor were coincident with the g tensor then of course
the cross terms would be zero. In this case, however, it is necessary to

retain them,

In order to make (11) consisfent_with (10), it is required to

perform the same rotation into the magnetic axis system., From (5) and

the condition ¥y ='O° the spin operafors of (12) become,after a little

manipulation:-
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2 =~ 2 2 t2 22 12 ind 2 '2

Sx = cos“acos BSx + sin esy + sin¢opcos BSz
- tg v te $ 2 tc ' ]
cosacosBsinB(Sx Sy + Sy Sx } + cosasinacos B(Sx Sz + Sz Sx )

- sinasinBcosB(S 'S ' + S 'S ')
y 'z z "y

v
[
L]

coszasinzssx'2 + coszesy'2‘+ sinzasinzesz'2
+ cosasinBcosB(S 'S ' + S 'S ') + sinacosasinB(S 'S ' + S 'S ')
Xy y x X 2z z X

3 3 ? ] | ]
+ smaschosB(Sz Sy + Sy sz )

32
z

n

sin2a$ '2 + cos?aS '2 - sinacosa(S 'S ' + S 'S ')
X z X 2z z X

(s S + sysx)

cos2asin2BS '? - sin2BS '? + sin2asin2B8S '
X"y X y z

sin2asin2B (S 'S ' +5 18
2 x

3 ] L t
+ 81nacos2B(Sy Sz + Sz Sy )

') + cosacos28(S 'S ' + S 'S ')
x y "x x "y

(S S +S S ) =~ 5in2%cosBS '? + sin2acosBS '2 + cos2acosB(S 'S ' + 5 'S ')
X z z X X z X 2 zZ X

2 ] ] ] | ] - ] 4 ] ]
+ sina51n8(sx Sy + Sy Sx ) cosasinB(Sy Sz + Sz Sy )

"

(58 +S8S )z~ sin2asinfS '2 + sin2asingS '2 + cos2asinB(S 'S ' + 5 'S ') |
vz “zy x z x 'z z2 X

- @i 1ot 4 ¢ gt 'vtvq
smacosB(Sy St Sx Sy )+ cosacosB(SySz + SZ Sy )

(13)

By substituting these erpress1ons into (12) and maklng use of the relatlon~
ships between the two axis systems (9) we can, after collectlng up like

Spin Operators, express the D tensor in the magnetic axis system asi-




- xii -

g 2sin?6cos?d g 2sin26sin?¢ g 2cos?s
S.D.S = ( e — +D - + D, —Fe—
g2 , yy g2 gz
. gxgysln2¢51n 8 YD gxgzcos¢51n2e D gyg251n¢31n26 )Sz'z
g 2 2g 2 % 2 2 Zg 2
g, g 200s2dcos?8 g_<g “sin“¢cos<6 g1¢sin<o
+ (Dx +p =X +D_, b Mt
g%, vy g’g|” g?
2 3 2 . .
sin2¢cos<6 os¢$sin2é 1 singsin2e6
Ly 5B ¢ oo ExBgoest o B ¢ )s "
Xy gzglz Xz g2 yz g2 X
25in?¢ g.2cos?¢ g g sin?¢
. (Dxxfx___{_wyy.zf__.__.- ny_’fL___. ) s 12
%l gl? gl? y
. (-5 8,8,8,51n2¢cosb o 8,88, Sin2¢coso
2-8%1 | 2.g§L
g (g 2cos?¢-g 2sin2¢)cosb g sin¢sing
+ D, =X 7 +D , L
Xy eg)® X g
gxcos¢sin6
- ————————— 1] 1 ? ]
Dyz . (Sx Sy + Sy Sx )

2 2461 203nl4al
g 8 _“cos¢¢sin26 g g “sin“¢sin2é gig sin2e
+(Dxxz" + D, -2 ip k2

2g2gl yy Qngl 22 a2
’ i 5 2 20mp12ain?
. gzgxgysln2¢31n26 o gx(gz cos®6-g| *sin 8)cosé
X X2 ) ;
8 (g 2cosze-§1731n26)sin¢
+ D (S vs ' g S 'S )
vz
B |e” |
] g sin2¢sin® g g sin2¢sing. (g 2cos2p- 281ﬁ2¢kﬁh8
¥ (- Pyx Xy . +D Xy + D X - -’
2g%l , %4 ZS%L,_ »Y, -]
g g.,5in¢cos8 g_g.cos¢cosd
-p, 2L + D, 2= )(s*s‘«»s*s*}
Xz ¥z .y 2 2yl
g%l g%l

()
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or, summarising the coefficients of the spin operators
= 12 12 12 1t 1q ! gt 1c ¢
S.D.5 = A 5, +B Sx +C Sy + D(Sx Sy + Sy Sx ) + E(Sx Sz + 5, Sy )
! t 1 ] A
+ F(Sy Sz + Sz Sy ) (15)

Thus combining (10) and (15) the total hamiltonian (1), after making use

of the operator relations of Appendix I, may be written as:-
- ' 12 . Big2. oa2 2y - Sq 2 2 2
}( = gBHS,' +AS "4+ (SE-252+52) - (s % +28°%+82)
+ 2812 -512) + E(s 151 45151 45151 4518 T)
21+ - 2 + z -z z + 'z -
+—§-(s'S'—s's'+s's'-s's') - (18)
217+ 2z -z z + z -

which is to be evaluated between the spin states <+¥%| <+}| <~}| and

<-%§|. Restricting the perturbation theory treatment to first order we

require matrix elements ‘Mp|2ﬂ€|M¢> and the energy of the eigen‘states of
2 =]

(16) will be

E, = gBHM_+ AM 2 +-‘.?L§-‘il(s(s+1)-msz} < (7

MS S S

By use of the selection rule M_, = 1, the e,p.r. transitions can be seen

S
to occur at

(1g-3) |
Hy = My (A-B-0) (18)

which,k upon substituting back from (14) for A, B and C, can be shown to

reduce to:



M_~3) f { 3g_2sin?0cos?¢ , 32 25in?0sin?¢
HM=H-S Dy = -1 +p i~ 1!
S ° gh \ XA g2 | yyi g2 i

: 3g_2cos?8 . 3g. g sin2¢sin?e

22 | g2 ; xy o2

3z g _cos¢sin2e 3¢ g sin¢sin26

+D X2 +D Yz (19)
gz y g2
where H = hy .
o gB

This expression describes the angular variation of the spectrum observed

from non-coincident g and D tensors with respect to the direction of the

applied field H to the g tensor axes., The alternative way of treating
this problem, ﬁsing basis functions which refer to the g tensor axes as

coordinate axes, leads of course to the same result (Dugdale 1970).
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