Use of GRADE for assessment of evidence about prognostic factors: rating certainty in identification of groups of patients with different absolute risks
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Summary concepts

· GRADE’s approach defines quality/certainty of evidence as certainty in effect estimates; this conceptualization also applies to bodies of evidence addressing overall prognosis in broadly defined populations. 
· One can rate certainty of evidence not considering (non-contextualized) or considering (contextualized) the clinical context.
· Here we report how to apply GRADE to risk estimates of future events (i.e. prognosis) in groups of patients identified by a specific prognostic factor using both non-contextualized and contextualized approaches. 
·  For questions of prognosis, a body of observational evidence (potentially including patients enrolled in randomized controlled trials) begins as high certainty in the evidence.
· The five domains of GRADE for rating down certainty in the evidence, i.e. risk of bias, imprecision, inconsistency, indirectness and publication bias, as well as the domains for rating up, also apply to estimates of associations between prognostic factors and outcomes.
· Applying these concepts to systematic reviews of prognostic factor(s) provides a useful approach to determine the certainty of evidence regarding estimates of difference in risks captured by a prognostic factor, for both contextualised and non-contextualised situations.


Abstract

The Grading of Recommendations, Assessment, Development and Evaluation (GRADE) approach to rating certainty in the results of research studies was initially developed for therapeutic questions. The approach considers: study design, risk of bias; inconsistency; imprecision; indirectness, publication bias; magnitude of effect; and dose-response. 

Questions about prognosis bear great relevance for decision-making in health care.  Studies of prognosis can inform individuals about their likely outcome: for instance, in patients with a new diagnosis of cancer, are they likely to be alive or dead in five years.  Further, prognostic studies can aid decisions in those considering treatment: for instance, is one’s risk high enough to use medication to prevent cardiovascular disease. It follows that health care professionals and patients need to know how confident they can be regarding such prognostic estimates.   

We have previously provided guidance for using the GRADE approach to determine certainty in estimates of future events in broad categories of patients (overall prognosis). Prognostic studies may also provide more or less robust estimates of the association between patient characteristics (such as their age, sex, and coexisting illness) and undesirable or desirable outcomes. GRADE’s approach to certainty of the evidence aims to inform clinicians and patients of the trustworthiness of the estimates from systematic reviews of studies addressing such individual prognostic factors. 



[bookmark: _GoBack]1.0 Introduction
Prognosis studies address the likelihood of future health outcomes in a well-defined clinical population1. Such studies often consider prognostic factors, particular characteristics of patients (e.g., age, biomarkers, genetic profile, co-morbidities) associated with the probability of future health outcomes2.

Most often, patients present a constellation of prognostic factors and, accordingly, health care providers rarely use single prognostic factors in clinical decision making.  Nevertheless, we have focused this GRADE guidance regarding quality of evidence on a single prognostic factor for one main reason: within a single study and between studies, the certainty of evidence is likely to differ across prognostic factors.  For instance, within a study the confidence intervals may be wide for one prognostic factor and narrow for another.  Across studies, results may be consistent for one prognostic variable and show large inconsistency for another.  Thus, each prognostic factor requires a separate certainty assessment. 

One can think of two broad categories of use of single prognostic factors.  The first is in relation to study planning and analysis: stratification of randomization, adjusted analysis, and developing a prognostic model.  Following previous GRADE guidance, we refer to these situations as non-contextualized4, which implies that there is no direct clinical action associated with the prognostic factor evidence.  The second is in relation to clinical decision-making that we refer to as contextualized, which implies that clinicians and patients need prognostic evidence to inform their decisions. Here, we offer guidance both to those conducting systematic reviews of prognostic factors and those interested, from a clinical perspective, in the certainty of evidence supporting prognostic factor estimates. 

2.0 Applying GRADE principles to questions about prognostic factors
The GRADE approach involves consideration of eight domains that may affect the certainty in the evidence: risk of bias, inconsistency, indirectness, imprecision, publication bias; increase in certainty: large effect, dose response, and plausible confounding. Depending on the study design and issues relating to these domains, certainty is ultimately designated as high, moderate, low, or very low. 

To illustrate our approach, we will use real examples from published systematic reviews (Table 1) and provide an example of summary of findings tables including evidence profile for both non-contextualized and contextualized ratings (supplemental material). Table 2 presents the GRADE interpretation of its four levels of evidence applied to prognostic factor studies. Within the supplemental material, we provide additional considerations in addressing certainty of evidence for individual prognostic factors. 

3.0 Risk of bias
3. 1 The ideal study design
Best evidence regarding prognostic factors usually originates from observational studies (cohort studies, registries, or database linkage studies); such studies start with high certainty ratings3. Although secondary analyses of randomized control trials (RCTs) can also provide evidence regarding prognosis, observational studies typically yield higher certainty because eligibility criteria for RCTs usually include restrictions that exclude patients relevant for assessment of prognostic factors.  Moreover, eligible patients may decline to participate in RCTs, and their reasons for declining may be related to their prognosis. 
For example, a study that compared differences in characteristics of 4713 enrolled patients  in the Euro Heart Survey on Coronary Revascularization to 8647 patients enrolled in 14 major RCTs comparing percutaneous coronary intervention with coronary artery bypass grafting11 reported that patients enrolled in trials were significantly younger, and less frequently suffered from hypertension, hyperlipidemia, diabetes, peripheral vascular disease, and cerebrovascular disease. If investigators do use RCT data to address prognosis, they may use either the control group alone, or the entire RCT cohort, in which case adjustment for the intervention will be required. 

3.2 Assessing risk of bias in individual studies
When evaluating the risk of bias, we are concerned about elements in study design and conduct that may result in over- or underestimation of the true risk ratio, hazard ratio or odds ratio. The QUality In Prognosis Studies (QUIPS) provides a useful instrument developed for evaluation of risk of bias in studies addressing prognostic factors12. Risk of bias instruments such as Prediction model Risk Of Bias ASsessment Tool (PROBAST) may also provide useful considerations for assessment of risk of bias13. Chapter 13 of the Cochrane Handbook for Systematic Reviews of Interventions provides additional guidance14.

3.3 Adjusted and unadjusted analyses 
In most instances, prognostic factors are correlated with each other, and as a result their individual associations with outcomes may be potentially misleading. For instance, consider a critical care physician estimating a patient’s risk of serious bleeding as a result of gastric stress ulceration. The clinician will find that – when considered individually – mechanical ventilation, coagulopathy, hepatic failure, sepsis and hypotension all increase the risk of bleeding by fivefold or more15. The clinician facing a patient in whom all these factors exist might conclude that the risk of bleeding is extremely high.  

A multivariable adjusted analysis, however, revealed that only the first two of these are independent prognostic factors – the others derive their apparent predictive power from their association with the first two, and clinicians should consider only mechanical ventilation and coagulopathy in assessing risk of bleeding. Thus, when clinicians consider multiple factors simultaneously in making prognostic estimates, adjustment in multivariable analyses including all factors is required to generate useful estimates of added prognostic value.  The same is true for clinical investigators using prognostic studies for stratification, adjustment, or prediction guide construction2.  Aside from standard multiple regression, ‘independent’ or ‘adjusted’ prognostic value may also be derived from score matching, inverse probability weighting, marginal structural modeling, and machine learning. 

The situation differs, however, in a less common scenario in which clinicians rely on a single easily measured prognostic factor that is related to numerous less important prognostic factors, and is almost as good as an overall model including all factors.  Consider, for example clinicians assessing patients for the need of diagnostic imaging to rule out venous thromboembolism (VTE).  Here individuals with a negative D-dimer alone have an expected 98.9% probability of uneventful follow up over three months 16 17, almost identical to the 98.6% likelihood of not having a clot for patients with a Wells clinical predictive model score (considering 7 prognostic factors) of 118. In this case, in patients with a negative D-dimer, the unadjusted estimate provides essentially the same level of information as the model that includes all relevant variables.

This latter situation is, however, unusual.  Therefore, in the remainder of this paper, we will consider the more common context in which clinicians simultaneously consider the impact of multiple factors on patients’ prognosis, and so require the adjusted effect of a prognostic factor. In such situations lack of simultaneous consideration of prognostic factors represents a source of bias. 

For instance, Sanchez et al. conducted a systematic review evaluating the prognostic association between right ventricular (RV) dysfunction and in-hospital mortality in patients with acute pulmonary embolism19. The authors included seven studies with 666 patients and reported a relative risk of 2.43 (95% CI of 1.33 to 4.45), suggesting that the risk is 2.43 times larger in those with RV dysfunction compared to without. All relative risks being pooled, however, are unadjusted. Clinicians, in addressing the prognosis of patients with pulmonary embolus, will consider factors other than RV dysfunction, including systolic blood pressure, the extent of hypoxemia, and heart and respiratory rates. Therefore, adjusted analysis is crucial to avoid a misleading conclusion for this assessment. Thus, the study’s failure to adjust requires rating down for risk of bias. 

The discussion thus far has made evident that studies of prognostic factors should, ideally, conduct a multivariable analysis that includes all prognostic factors associated with the outcome of interest. In most instances, however, the number and choice of factor adjustment will vary across studies. If the literature is dominated by studies that fail to adjust for one or more crucial predictors, adjusted estimates may be at high risk of bias.  

3.4 Results may influence risk of bias judgements
Prior to rating down for risk of bias, authors of systematic reviews should determine if studies at high risk of bias have actually biased the meta-analysis results. If a body of evidence includes a robust collection of studies at both high and low risk of bias, and a subgroup analysis shows that the high risk of bias studies differ importantly in their estimates from the low risk of bias studies, one should rely only on estimates from the latter. If, however, studies at high and low risk of bias provide similar estimates of association, authors can narrow confidence intervals by including all studies and not rate down for risk of bias. In making this judgement, authors need to consider the weight that each study contributes to the final estimate of effect when considering the impact of including studies at higher risk of bias.  

For instance, the review by Cheng et al. included studies evaluating the association between smoking and onset of venous thromboembolism (VTE) in patient at risk for VTE20, and reported a relative risk (RR) of 1.19 (95% CI of 1.15 to 1.22). The authors report that some studies adjusted only for body mass index, others for body mass index, cholesterol, diabetes, hypertension, alcohol consumption, and physical activity. This variation raises the possibility that a more comprehensive adjustment would provide less biased results. Visual inspection of the point estimates and 95% confidence interval, however, shows minimal difference between studies with more or less comprehensive adjustment. In this instance, the similar associations suggest that the extent of adjustment is unimportant, and there is no need to rate down for risk of bias.

In the same review, the authors included studies that utilized different criteria for diagnosis of VTE20. Two of the largest studies following over 3 million individuals utilized physician billing codes for determining cases of VTE, whereas the smaller studies utilized radiologic criteria.  The physician billing codes, likely to be less accurate than explicit radiologic criteria, represent a potentially important source of bias. The two high risk of bias studies again provide similar estimates for the association between smoking and VTE as the low risk of bias studies. One can therefore include all studies without rating down for risk of bias. 

4.0 Inconsistency
GRADE considerations for judging inconsistency (heterogeneity) in prognostic studies include variability in point estimates, extent of overlap of confidence intervals, and – for contextualized ratings - where absolute risk point estimates lie in relation to clinical decision thresholds4. There can, however, be one important difference: statistical measures of heterogeneity, such as I2, are much less useful when large studies are involved, which may be the case for observational studies addressing prognosis. Here confidence intervals are frequently narrow which may result in high I2, implying statistical heterogeneity in the absence of what would constitute important inconsistency.3
 
Systematic review authors should nevertheless prepare for substantial inconsistency by generating a priori hypotheses that may explain the heterogeneity they encounter. Reviewers may define substantial heterogeneity through visual inspection of individual point estimate and 95% CI of individual studies in relation to decision thresholds.  In the non-contextualized setting, if reviewers are rating the certainty that the prognostic effect (i.e. risk ratio, odds ratio or hazard ratio) varies from 1.0, they will not rate down as long as all studies suggest some degree of association, whatever the magnitude.  In the contextualized setting, authors may conclude substantial heterogeneity when the course of action taken through the consideration of prognosis is liable to differ between the individual studies. 

When substantial heterogeneity is observed, authors should determine the extent to which their hypotheses explain the inconsistent results (appendix). Only when such exploration proves fruitless and substantial unexplained heterogeneity remains, should authors consider rating down the certainty of the evidence for inconsistency. 

For instance, Witlox et al. investigated the association between delirium and post-discharge mortality in a meta-analysis of 7 observational studies, each of which reported an adjusted hazard ratio21, and reported that the presence of delirium was associated with an almost doubling of the hazard of dying (HR 1.95; 95% CI 1.51 to 2.52). In six of the eligible studies, the 95% confidence intervals varied widely. One study, however, reported a notably higher hazard ratio, with minimal overlap of 95% confidence interval with the other studies (HR 4.04; 95% CI 2.19 to 7.46). 

In deciding whether to rate down in such a situation, one should consider the contribution of the aberrant study to the pooled estimate – in this case responsible for only 12% of the weight. The low weight suggests that rating down for inconsistency is unnecessary, a conclusion supported by a sensitivity analysis demonstrating similar pooled estimates whether or not one includes the aberrant study (figure 1). 

5.0 Imprecision
Judging imprecision represents the key area in which non-contextualized and contextualized ratings are lia-ble to differ.  In the former setting, authors will rate their certainty that the prognostic effect differs from a relative effect of 1.0.  They may choose a different threshold – such as a relative effect of 1.5 - but finding a rationale for such an alternative threshold is likely to be challenging, and we will restrict our discussion to a threshold of 1.0.  

In the contextualized setting, authors will make their decision regarding precision based on the relation between the confidence interval and a clinical decision threshold. If the clinical action would not change when the estimate is at the lower versus higher boundary of the confidence interval, the risk estimate is sufficiently precise, irrespective of the width of the interval. 

Because the implications of relative estimates will differ depending on baseline risk (a RR of 2.0 may increase one’s risk from 1 to 2% or 20% to 40%) clinical decision thresholds must be expressed as absolute risks, and the most directly applicable measure of association for a prognostic factor would be a risk difference (see appendix for guidance for calculation of absolute risks). If the boundaries of the confidence interval around the absolute risk difference lie on the same side of the decisional threshold, there is no important imprecision and no reason for rating down the certainty of the evidence. 

In a systematic review and meta-analysis of predictors for graft loss (defined as re-transplantation or return to dialysis) after kidney transplantation, authors identified delayed graft function as a significant prognostic factor24. The pooled hazard ratio from 4 observational studies suggested an 89% increase in risk of graft loss in patients with delayed graft function (HR 1.89, 95% CI of 1.46 to 2.47).  In the non-contextualized setting, the confidence interval excludes a HR of 1.0 by a considerable margin, indicating there is no need to rate down for imprecision.

The absolute risk of 1-year graft loss in patients without delayed graft function is 60 per 1000. In those with delayed graft function, the absolute risk increases to 100 per 1000 (40 more, 95% CI of 30 more to 70 more).   The contextualized setting requires asking: might clinical decisions differ between a 3% and a 7% likelihood of graft loss.  Perhaps not, and if so there is no need to rate down for imprecision. The authors of the systematic review chose 5% (50 per 1000) as the risk difference threshold that might influence clinical decision-making.  If one accepted that threshold, one would rate down for imprecision when considering delayed graft function. 

The final decision regarding appropriate thresholds of risk for decision-making may differ for the systematic review authors and guideline panels resulting in varying judgments for imprecision. If systematic reviewers present data appropriately, it will then be possible – indeed, potentially useful - to examine the implications of different thresholds.  Reporting absolute risk in people with or without the prognostic factors represents the most critical step.

6.0 Indirectness 
Systematic review authors, guideline developers, and other evidence users need to consider whether the populations and outcomes studied correspond to their population and outcome of interest. GRADE refers to these issues as directness.

For prognostic factors, indirectness might originate when the care provided in a target population is sufficiently different from the way the patients were managed in studies included in the SR one is appraising. In the non-contextualized setting, the target population might be those entered in a clinical trial, those included in an observational study addressing intervention impact, or the potential target population for a clinical decision guide.  In the contextualized setting, one would focus on the clinical target group.  Similarly, if the studied outcome is not fully representative of the outcome of interest, one may consider rating down for indirectness.

In the systematic review addressing prognostic factors for graft loss at 1-year post kidney transplantation, authors meta-analyzed two cohort studies examining the association between donor’s creatinine and 1-year graft loss – which ideally would exclude mortality. The two studies, however, combined return to dialysis and re-transplantation with all-cause mortality resulting in a pooled hazard ratio of 0.95 (95% CI 0.84 to 1.07) for every 1 mg/dL increase in serum creatinine. Including mortality in the composite outcome may have contributed to the failure to demonstrate an association, a concern that warrants rating down for indirectness both for a clinical trialist designing an RCT studying an intervention to prevent graft loss, and the clinician counselling a patient regarding the likelihood of graft loss. 

7.0 Publication bias
Publication bias may be as frequently a problem for prognostic factor research as for other research fields2 25-28.   An approach that may decrase risk of overestimating associations involves searching for studies in which the prognostic factor of interest is only one of many other factors assessed. Selective reporting, however, may still bias evidence from studies reporting multiple prognostic factors2.

As is the case for overall prognosis of large groups, tests for small study effects – of which  publication bias is one cause - that normalize the distribution (e.g. Begg’s test29) may be useful. Other tests, e.g. Debray’s test30, Peter’s tests31, and Egger’s test32, are applicable when heterogeneity is low and data are normally distributed. 

Beyond using a statistical test, visual exploration of the funnel plot may be helpful. For example, a systematic review by Vasilevska et al. investigated the risk of cervical cancer in indigenous versus non-indigenous women33 and found a relative risk of 2.11 (95% CI 1.60 to 2.78). The authors concluded publication bias based on a positive Egger’s test for the outcome “cervical cancer not otherwise specified”. The funnel plot demonstrates, however, that the missing small studies, had they been present, would show strong positive associations (figure 2). If one believed that selective publication of small negative studies is unlikely - neither authors with small studies failing to find an association, nor editors considering a manuscript with that conclusion, are likely to be enthusiastic regarding publication - one would disregard the positive Egger’s test and not rate down for publication bias.  

8.0 Rating up certainty

Although we have thus far not found examples of systematic reviews that mandate rating up for prognostic factors based on dose response, large effect or for the nature of plausible biases, examples may emerge with further experience.   For instance, one may imagine a non-contextualized scenario in which we observe a very strong association (>5 or <0.2) with no concerns of risk of bias or imprecision. Under such circumstances, it may be warranted to increase the certainty rating. 

9.0 Additional/Cautionary remarks

Special considerations arise when simultaneously considering more than one GRADE domain. For instance, one potential hypothesis for exploration of inconsistency can be risk of bias. It may be that authors observe no significant difference in the effect estimate observed from studies classified as high and low risk of bias. Therefore, authors may opt to maintain high risk of bias studies within their analysis. With regards to inconsistency, however, authors may decrease their certainty in the evidence due to large inconsistency amongst high risk of bias studies. In such a case, it may be reasonable for authors to exclude high risk of bias studies, not because of biased associations, but rather because of inconsistent associations. The review by Cheng et al. provides an example20.

In the review addressing the association between smoking and VTE20, investigators observed substantial differences in point estimates  of relative risk from 0.50 to 4.70 with limited overlap in confidence intervals from individual studies (figure 3). They postulated that the association between smoking and VTE would differ when the primary studies were adjusted for other prognostic factors. Indeed, a sensitivity analysis including only adjusted relative risks resulted a more visually consistent forest plot with the individual study associations ranging from RR 0.90 to 2.87 (figure 3). 

The pooled effect estimates from unadjusted and adjusted studies did not, however, differ significantly (unadjusted RR: 1.17, 95% CI 1.09 to 1.25; adjusted RR: 1.21, 95% CI 1.15 to 1.26). Therefore, it is reasonable that the authors maintained the unadjusted studies in the primary analysis. With regards to inconsistency, however, a separate meta-analysis for adjusted studies does considerably reduce heterogeneity and thus warrants using only adjusted studies without rating down for inconsistency. 

Our overall judgment on certainty for the effect of a particular factor may differ for non-contextualised and contextualised settings. In particular, it may be possible that risk of bias may be low for pooled relative effects (i.e. non-contextualised settings), but high for pooled absolute risk predictions for groups defined by a prognostic factor (i.e. contextualised settings). The reason is that estimates of absolute risk predictions are more prone to overfitting concerns; that is, the estimated predicted probabilities are too close to 0 or 1. This issue is noted in PROBAST13.  The magnitude and frequency of this risk of bias is uncertain, and currently represents a limitation of our approach to rating the certainty of the evidence in the contextualized framework. Ideally, absolute risk predictions conditional on a prognostic factor would address overfitting by using penalisation and shrinkage techniques, and examine calibration in new data.  This, however, is rarely done.  We plan to further consider this issue in subsequent  work on GRADE for prognostic model research.

10.0 Concluding remarks
The same principles GRADE proposed for bodies of evidence addressing treatment and overall prognosis work well in assessing individual prognostic factors, both in non-contextualized and contextualized settings.  Using GRADE guidance, and documenting the logic of its application, will ensure clinical investigators and clinicians understand the certainty associated with the evidence, and the rationale for certainty ratings:.
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Table 1. Types and goals of prognostic studies

	Study type
	Study Goal
	Examples in the field 
of atrial fibrillation

	Overall prognosis(#)
	Establish the typical risk in a broadly defined population
	Risk of bleeding in patients with atrial fibrillation receiving vitamin K antagonists

	Prognostic factor
	Establish how a particular patient characteristic influences risk
	Influence of age on the risk of bleeding in patients with atrial fibrillation

	Outcome (or risk) prediction model
	Development of a full prognostic model simultaneously considering a number of prognostic factors and classifying patients into various levels of risk
	CHADS2 and CHADS-VASC for the risk of stroke
HAS-BLED, HEMORRHAGE for the risk of bleeding



(#) – It is equally important to estimate the likelihood of spontaneous resolution of a disease, as discussed in Matthew Thompson et al34.



Table 2 – Significance of levels of evidence for risk associated with the prognostic factor
	Quality level
	Definition

	High 
	We are very confident that the variation in risk associated with the prognostic factor (probability of future events in those with/without the prognostic factor) lies close to that of the estimate (#)

	Moderate
	We are moderately confident that the variation in risk associated with the prognostic factor (probability of future events in those with/without the prognostic factor) is likely to be close to the estimate, but there is a possibility that it is substantially different

	Low
	Our certainty in the estimate is limited: The variation in risk associated with the prognostic factor (probability of future events in those with/without the prognostic factor) may be substantially different from the estimate

	Very low
	We have very little certainty in the estimate: The variation in risk associated with the prognostic factor (probability of future events in those with/without the prognostic factor) is likely to be substantially different from the estimate


# Prognostic factor studies measure the variation in incidence, i.e. target events over time in a population of interest at risk for the target event, as a function of presenting or not a specific prognostic factor. The target event can be an adverse outcome (e.g. mortality) in patients with a prognostic factor as compared to those without (e.g. BMI > 30 as compared to <25). Sometimes the prognostic factor is the change in some patient characteristic over time (e.g. the combination of the Apgar score at 1 and 5 minutes after delivery).


Figure 1 – Primary (left) and sensitivity (right) analysis for the association between delirium and mortality

Figure 2 – Funnel plot for visual inspection of publication bias in a review on risk cervical cancer in indigenous versus non-indigenous women. 

Figure 3 – Primary and subgroup analyses for association between smoking and venous thromboembolism. Subgroup based on adjustment for confounders.

